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Abstract. A collaborative object represents a data type (such as a text
document or a filesystem) designed to be shared by multiple geographi-
cally separated users. Data replication is a technology to improve perfor-
mance and availability of data in distributed systems. Indeed, each user
has a local copy of the shared objects, upon which he may perform up-
dates. Locally executed updates are then transmitted to the other users.
This replication potentially leads, however, to divergent (i.e. different)
copies. In this respect, Operational Transformation (OT) algorithms are
applied for achieving convergence of all copies, i.e. all users view the same
objects. Using these algorithms users can apply the same set of updates
but possibly in different orders since the convergence should be ensured
in all cases. However, achieving convergence with the OT approach is
still a critical and challenging issue. In this paper, we address an open
convergence problem when the shared data has a linear structure such as
list, text, ordered XML tree, etc. We analyze the source of this problem
and we propose a generic solution with its formal correctness.

1 Introduction

Generally users involved in collaborative and mobile environments work on repli-
cas of shared data. During disconnection periods, they can concurrently execute
updates on replicas. This potentially leads to divergent replicas (i.e. different
states). One of the main issues in such environments is how to maintain con-
sistency (or convergence) among replicas after reconnection. Originating from
real-time groupware research [2], the Operational Transformation (OT) approach
provides an interesting solution [3,10]. Using this approach, after reconnection,
a user A might get an operation op previously executed during disconnection by
some other user B on replica of the shared data. User A does not necessarily
integrate op by executing it as is on a replica. Instead, it might execute a variant
of op, op′ – called a transformation of op – that intuitively intends to achieve the
same effect as op. When the transformed operations are executed, they create
the illusion that all operations were executed in the intended execution context
and in the intended order. Compared to other replication systems [12], the ad-
vantages of this approach are: (i) it enables an unconstrained concurrency, i.e. it
requires no global order on concurrent operations unlike traditional consistency
criteria such as linearizability [4]; (ii) it transforms operations to run in any order

F. Wang (Ed.): FORTE 2005, LNCS 3731, pp. 411–427, 2005.
c© IFIP International Federation for Information Processing 2005



412 A. Imine et al.

even when they do not naturally commute; (iii) it produces a convergence state
that precisely preserves the intentions of all the operations executed during dis-
connection periods. Many collaborative applications are based on OT approach
such as CoWord [18] (a collaborative word processor) and CoPowerPoint [15] (a
real-time collaborative multimedia slides creation and presentation system).

The OT approach consists of application-dependent transformation algo-
rithm. Thus, for every possible pair of concurrent operations, the application
programmer has to define in advance how to merge these operations regardless
of reception order. According to Ressel et al. [11], the OT algorithm needs to
fulfill two conditions (which will be detailed in Section 2) in order to ensure
convergence. Finding such an OT algorithm and proving that it satisfies the
convergence conditions was always considered as a very hard task, because this
proof is often difficult – even impossible – to produce by hand and unmanageably
complicated [16]. To overcome this problem, we have proposed a formal frame-
work to assist the development of correct OT algorithms by using a theorem
prover [6,7].

However, although in theory [11], OT approach is able to achieve convergence
in the presence of arbitrary transformation orders, some types of collaborative
object still represent a serious handicap as for the application of the OT ap-
proach. Indeed, the convergence property has never been achieved when the
collaborative object has a linear structure (such as list, text or ordered XML
tree) and all proposed OT algorithms [2,11,17,14,5,8] fail to meet this property.
In this paper, we analyse thoroughly the source of these failures and we propose
an OT algorithm that ensures the convergence. Unlike previous works we have
been able to completely give formal proof of its correctness by using a theorem
prover. Furthermore, our OT algorithm is generic because it can be applied to
any linear structure-based data.

The remainder of this paper is organized as follows. We present the opera-
tional transformation model in Section 2. Section 3 analyzes convergence prob-
lems that still remain and sketches an abstract solution. Section 4 presents the
ingredients of our solution giving examples and proofs of correctness. The in-
gredients of our formalization for the linear collaborative object into a theorem
prover language are given in Section 5. Section 6 discusses related work, and
section 7 summarizes conclusions.

2 Operational Transformation Approach

2.1 The Model

OT considers n sites, where each site has a copy of the collaborative object. The
collaborative object model we take is a text object modeled by a sequence of
characters, where the position of its first character is zero. It is assumed that the
text state can only be modified by executing the following two primitive editing
operations: (i) Ins(p, c) which inserts the character c at position p; (ii) Del(p)
which deletes the character at position p. It should be pointed out that the above
text model is only an abstract view of many collaborative object models based
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on a linear structure. For instance the character parameter may be regarded as
a string of characters, a line, a block of lines, an ordered XML node, etc.

We denote st � op = st′ when an editing operation op is executed on the
text state st and produces text state st′. We say that op is generated on state
st. Notation [op1; op2; . . . ; opn] represents an operation sequence. Applying an
operation sequence to a text state st is recursively defined as follows: (i) st� [] =
st, where [] is the empty sequence and; (ii) st�[op1; op2; . . . ; opn] = (((st�op1)�
op2) . . .) � opn. Two operation sequences seq1 and seq2 are equivalent, denoted
seq1 ≡ seq2, if st � seq1 = st � seq2 for all text states st.

To detect concurrency, we assume that there exists a Lamport’s “happens
before” partial ordering between the operations [12]. How this ordering relation
is expressed is beyond the scope of this paper.

OT is an optimistic replication which lets many users concurrently update
the shared data and next it synchronizes their divergent replicas in order to
obtain the same data. The operations of each site are executed on the local
replica immediately without being blocked or delayed, and then are propagated
to other sites to be executed again. Accordingly, every operation is processed in
four steps: (i) generation on one site; (ii) broadcast to other sites; (iii) reception
on other sites; (iv) execution on other sites.

In the following, we give the conflict relation between two insert operations:

Definition 1. (Conflict Relation) Two insert operations op1 = Ins(p1, c1)
and op2 = Ins(p2, c2), generated on different sites, conflict with each other iff:
(i) op1 and op2 are generated on the same text state; and, (ii) p1 = p2, i.e. they
have the same insertion position.

2.2 Transformation Principle

One of the significant issues when designing collaborative objects with a repli-
cated architecture and an arbitrary communication of messages between sites is
the consistency maintenance (or convergence) of all replicas. To illustrate this
problem, consider the following example:

Example 1. Consider the following group text editor scenario (see Figure 1):
there are two users (sites) working on a shared document represented by a se-
quence of characters. These characters are addressed from 0 to the end of the
document. Initially, both copies hold the string “efecte”. User 1 executes oper-
ation op1 = Ins(1, “f”) to insert the character “f” at position 1. Concurrently,
user 2 performs op2 = Del(5) to delete the character “e” at position 5. When
op1 is received and executed on site 2, it produces the expected string “effect”.
But, when op2 is received on site 1, it does not take into account that op1 has
been executed before it and it produces the string “effece”. The result at site
1 is different from the result of site 2 and it apparently violates the intention
of op2 since the last character “e”, which was intended to be deleted, is still
present in the final string. Consequently, we obtain a divergence between sites 1
and 2. It should be pointed out that even if a serialization protocol [2] was used
to require that all sites execute op1 and op2 in the same order (i.e. a global order
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Fig. 1. Incorrect integration Fig. 2. Integration with transformation

on concurrent operations) to obtain an identical result “effece”, this identical
result is still inconsistent with the original intention of op2.

To maintain convergence, an OT approach has been proposed by Ellis and
Gibbs [2] where a user X might get an operation op that was previously executed
by some other user Y on the replica of the shared object. User X does not
necessarily integrate op by executing it as it is on its replica. Instead, he might
execute a variant of op, denoted by op′ (called a transformation of op) that
intuitively intends to achieve the same effect as op. This approach is based on
an algorithm which takes two concurrent operations that are defined on the same
object state. We denote this algorithm by a function T .

Example 2. In Figure 2, we illustrate the effect of T on the previous exam-
ple. When op2 is received on site 1, op2 needs to be transformed according
to op1 as follows: T ((Del(5), Ins(1, “f”)) = Del(6). The deletion position of
op2 is incremented because op1 has inserted a character at position 1, which
is before the character deleted by op2. Next, op′2 is executed on site 1. In
the same way, when op1 is received on site 2, it is transformed as follows:
T (Ins(1, “f”), Del(5)) = Ins(1, “f”); op1 remains the same because “f” is in-
serted before the deletion position of op2.

In the OT approach, every site is equipped by two main components [2,11]:
the integration component and the transformation component. The integration
component is an algorithm which is responsible for receiving, broadcasting and
executing operations. It is independent of the semantics of the collaborative ob-
jects. Several integration algorithms have been proposed in the groupware area,
such as dOPT [2], adOPTed [11], SOCT2,4 [14,19] and GOTO [16]. The trans-
formation component is a set of OT algorithms which is responsible for merging
two concurrent operations defined on the same state. Every OT algorithm is
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specific to the semantics of a collaborative object (text in our example). Every
site generates operations sequentially and stores these operations in a data struc-
ture called history. When a site receives a remote operation op, the integration
component executes the following steps:

1. from the local history it determines the sequence seq of operations that are
concurrent to op;

2. it calls the transformation component in order to get operation op′ that is
the transformation of op according to seq;

3. it executes op′ on the current state;
4. it adds op′ to local history.

In this paper, we only deal with the design of OT algorithm for collaborative
objects which have linear structure (such as list, text or ordered XML tree).

2.3 Convergence Conditions

Let seq be a sequence of operations. Transforming any editing operation op
according to seq, denoted by T ∗(op, seq) is recursively defined as follows:

T ∗(op, []) = op where [] is the empty sequence;
T ∗(op, [op1; op2; . . . ; opn]) = T ∗(T (op, op1), [op2; . . . ; opn])

Using an OT algorithm requires us to satisfy two conditions [11]. Given
two operations op1 and op2, let op′2 = T (op2, op1) and op′1 = T (op1, op2), the
conditions are as follows:

– Condition C1: st � [op1 ; op′2] = st � [op2 ; op′1], for every object state st.
– Condition C2: if [op1; op′2] ≡ [op2; op′1] then T ∗(op, [op1; op′2]) = T ∗(op,

[op2; op′1]).

C1 defines a state identity and ensures that if op1 and op2 are concurrent,
the effect of executing op1 before op2 is the same as executing op2 before op1.
This condition is necessary but not sufficient when the number of concurrent
operations is greater than two. As for C2, it ensures that transforming op along
equivalent and different operation sequences will give the same operation. In
previous work [11,9], the authors have proved that conditions C1 and C2 are
sufficient to ensure the convergence property for any number of concurrent op-
erations which can be executed in arbitrary order.

It should be pointed out that verifying that a given OT algorithm verifies
C1 and C2 is a computationally expensive problem even for a simple document
text. Using a theorem prover to automate the verification process is needed and
would be a crucial step for building correct collaborative objects based on OT
approach [5–7].

3 Convergence Problems

In order to illustrate the convergence problems encountered in building OT al-
gorithm for linear collaborative objects, we present a well known transformation
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algorithm designed by Ellis and Gibbs [2] who are the pioneers of the OT ap-
proach. This algorithm is used to synchronize a collaborative text object, shared
by two or more users. There are two editing operations: Ins(p, c, pr) to insert
a character c at position p and Del(p, pr) to delete a character at position p.
Operations Ins and Del are extended with another parameter pr1. This one
represents a priority scheme that is used to solve a conflict occurring when two
concurrent insert operations were originally intended to insert different charac-
ters at the same position. In Figure 3, we give the four transformation cases for
Ins and Del proposed by Ellis and Gibbs. There are two interesting situations
in the first case. The first situation is when the arguments of the two insert
operations are equal (i.e. p1 = p2 and c1 = c2). In this case the function T
returns the idle operation Nop that has a null effect on text state 2. The second
interesting situation is when only the insertion positions are equal (i.e. p1 = p2).
Such conflicts are resolved by using the priority order associated with each insert
operation. The insertion position will be shifted to the right (p1 + 1) when Ins
has a higher priority. The remaining cases of T are quite simple.

Using our theorem-proving approach [5,6], we have detected that the function
T of Figure 3 contains some not obvious bugs that lead to divergence situations.
These situations are detailed in the following.

3.1 Violation of C1

The scenario violating C1 is depicted in Figure 4 (for clarity we have omitted
the priority parameter). There are two users: (i) user1 inserts x in position 1
(op1) while user2 concurrently deletes the character at the same position (op2).
(ii) When op2 is received by site 1, op2 must be transformed according to op1. So
T (Del(1), Ins(1, x)) is called and Del(2) is returned. (iii) In the same way, op1 is
received on site 2 and must be transformed according to op2. T (Ins(1, x), Del(1))
is called and returns Ins(0, x). Condition C1 is violated. Accordingly, the final
results on both sites are different.

The error comes from the definition of T (Ins(p1, c1, pr1), Del(p2, pr2)). The
condition p1 < p2 should be rewritten p1 ≤ p2. This modification is sufficient to
satisfy the condition C1.

3.2 Violation of C2

Even having corrected the previous error, we have detected that condition C2

is not satisfied. Figure 5 presents a scenario for C2 violation. In this scenario
seq = [op2; op′3] and seq′ = [op3; op′2] are two equivalent sequences. Using the
function T of Figure 3 we must have T (op1, seq) = T (op1, seq

′):

T ∗(op1, seq) = op′1 = T (T (op1, op2), op′3) = Ins(2, x)
T ∗(op1, seq

′) = op′′1 = T (T (op1, op3), op′2) = Ins(3, x)

1 This priority is the site identifier where operations have been generated. Two oper-
ations generated from different sites have always different priorities.

2 The definition of T is completed by: T (Nop, op) = Nop and T (op,Nop) = op for
every operation op.
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T(Ins(p1, c1, pr1), Ins(p2, c2, pr2)) =
if p1 < p2 then return Ins(p1, c1, pr1)
elseif p1 > p2 then return Ins(p1 + 1, c1, pr1)

elseif c1 == c2 then return Nop()
elseif pr1 > pr2 then return Ins(p1 + 1, c1, pr1)

else return Ins(p1, c1, pr1)
endif ;

T(Ins(p1, c1, pr1), Del(p2, pr2)) =
if p1 < p2 then return Ins(p1, c1, pr1)
else return Ins(p1 − 1, c1, pr1)
endif ;

T(Del(p1, pr1),Ins(p2, c2, pr2)) =
if p1 < p2 then return Del(p1, pr1)
else return Del(p1 + 1, pr1)
endif ;

T(Del(p1, pr1),Del(p2, pr2)) =
if p1 < p2 then return Del(p1, pr1)
elseif p1 > p2 then return Del(p1 − 1, pr1)

else return Nop()
endif ;

Fig. 3. Transformation function defined by Ellis and Gibbs [2]

As we can see, op′1 �= op′′1 , C2 is violated; and therefore the convergence is not
achieved. The scenario illustrated in Figure 5 is called C2 puzzle.

3.3 Analyzing the Problem

C2 is considered as particularly difficult to satisfy. To better understand the
source of this problem, we consider the previous scenario violating C2 (see Fig-
ure 5). There are three concurrent operations op1 = Ins(3, x), op2 = Del(2)
and op3 = Ins(2, y) where the insertion positions (i.e. Pos(Ins(p, c, pr)) = p)
initially have the following relation: Pos(op1) > Pos(op3).

According to Definition 1, op1 and op3 are not in conflict. In this scenario
we have two equivalent operation sequences S1 = [op2; op′3] and S2 = [op3; op′2]
where op′3 = T (op3, op2) and op′2 = T (op2, op3). The above relation between
op1 and op3 is not preserved when transforming op1 along sequence S1 since
Pos(T (op1, op2)) = Pos(op′3).

The transformation process may lead to two concurrent insert operations
(with different original insertion positions) to get into a false conflict situation (to
have the same insertion position). Unfortunately, the original relation between
the positions of these operations is lost because of their transformations with
other operations. Therefore, we need to know how the insert operations were
generated in order to avoid divergence problems.
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Fig. 4. Scenario violating C1 Fig. 5. Scenario violating C2

In this paper, we propose a new approach to solve the divergence problem.
Intuitively, we notice that storing previous insertion positions for every trans-
formation step is sufficient to recover the original position relation between two
insert operations.

4 Our Solution

In this section, we present our approach to achieving convergence. Firstly, we
will introduce the key concept of position word for keeping track of insertion
positions. Next, we will give our new OT function and how this function resolves
the divergence problem. Finally, we will show the correctness of our approach.

4.1 Position Words

For any set of symbols Σ called an alphabet, Σ∗ denotes the set of words over
Σ. The empty word is denoted by ε. For ω ∈ Σ∗, then |ω| denotes the length of
ω. If ω = uv, for some u, v ∈ Σ∗, then u is a prefix of ω and v is a suffix of
ω. For every ω ∈ Σ∗, such that |ω| > 0, we denote Base(ω) (resp. Top(ω)) the
last (resp. first) symbol of ω. Thus, Top(abcde) = a and Base(abcde) = e. We
assume that Σ is totally ordered and denote the strict part of this order by >.
If ω1, ω2 ∈ Σ∗, then ω1 � ω2 is the lexicographic ordering of Σ∗ if: (i) ω1 is a
prefix of ω2, or (ii) ω1 = ρu and ω2 = ρv, where ρ ∈ Σ∗ is the longest prefix
common to ω1 and ω2, and Top(u) precedes Top(v) in the alphabetic order.
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Definition 2. (p-word) We consider the natural numbers N as an alphabet.
We define the set of p words P ⊂ N

∗ as follows: (i) ε ∈ P; (ii) if n ∈ N then
n ∈ P; (iii) if ω is a nonempty p-word and n ∈ N then nω ∈ P iff n− Top(ω) ∈
{0, 1,−1}.

We observe immediately that we can concatenate two p-words to get another
one if the origin of the first differs of at most 1 from the first letter of the second
one:

Theorem 1. Let ω1 and ω2 be two nonempty p-words. The concatenation of ω1

and ω2, written ω1 ·ω2 or simply ω1ω2, is a p-word iff either Base(ω1) = Top(ω2)
or Base(ω1) = Top(ω2) ± 1.

For example, ω1 = 00, ω2 = 1232 and ω1ω2 = 001232 are p-words but
ω3 = 3476 is not.

Definition 3. (Equivalence of p-words) The equivalence relation on the set
of p words P is defined by: ω1 ≡P ω2 iff Top(ω1) = Top(ω2) and Base(ω1) =
Base(ω2), where ω1, ω2 ∈ P.

We can also show that this relation is a congruence using Definitions 2 and 3:

Proposition 1. (Right congruence) The equivalence relation ≡P is a right
congruence, that is, for all ρ ∈ P: ω1 ≡P ω2 iff ω1ρ ≡P ω2ρ

4.2 OT Algorithm

In order to preserve the order relation between two insert operations, we propose
to keep all different positions occupied by a character during the transformation
process. It means that instead of the single position we maintain a stack of
positions called a p-word. Each time an operation is transformed we push the last
position before transformation in the p-word. The size of the stack is proportional
to the number of concurrent operations. In Figure 6 we give the details of our new
OT function. When two insertion operations insert two different characters at
the same position (they are in conflict), a choice has to be made: which character
must be inserted before the other? The solution that is generally adopted consists
of associating a priority to each character (i.e., the character’s code or the site
identifier). In our OT function, when a conflict occurs, the character whose code
Code(c) is the highest is inserted before the other.

If two p-words are identical it means that the two associated insert operations
are equal. Otherwise the p-word allows to track the order relation between the
two operations. We shall therefore redefine the insert operation as Ins(p, c, w)
where p is the insertion position, c the character to be added and w a p-word.
When an operation is generated, the p-word is empty, i.e. Ins(3, x, ε). When an
operation is transformed and the insertion position is changed, the original posi-
tion is pushed to the p-word. For example, T (Ins(3, x, ε), Del(1)) = Ins(2, x, [3])
and T (Ins(2, x, [3]), Ins(1, x, ε)) = Ins(3, x, [2 · 3]).
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T(Ins(p1, c1, w1),Ins(p2, c2, w2)) =
let α1=PW (Ins(p1, c1, w1)) and α2=PW (Ins(p2, c2, w2))
if (α1 ≺ α2 or (α1 = α2 and Code(c1) < Code(c2)))
then return Ins(p1, c1, w1)
elseif (α1 � α2 or (α1 = α2 and Code(c1) > Code(c2)))

then return Ins(p1 + 1, c1, p1w1)
else return Nop

endif ;

T(Ins(p1, c1, w1),Del(p2)) =
if p1 > p2 then return Ins(p1 − 1, c1, p1w1)
elseif p1 < p2 then return Ins(p1, c1, w1)

else return Ins(p1, c1, p1w1)
endif ;

T(Del(p1),Del(p2)) =
if p1 < p2 then return Del(p1)
elseif p1 > p2 then return Del(p1 − 1)

else return Nop
endif ;

T(Del(p1),Ins(p2, c2, w2)) =
if p1 < p2 then return Del(p1)
else return Del(p1 + 1)
endif ;

Fig. 6. New OT function

We define a function PW which enables to construct p-words from editing
operations. It takes an operation as parameter and returns its p-word:

PW (Ins(p, c, w)) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

p if w = ε
pw if w �= ε and

(p = Top(w)
or p = Top(w) ± 1)

ε otherwise
PW (Del(p)) = p

Figure 7 shows how the p-words solve the C2 puzzle depicted in Figure 5.
When op1 is transformed according to op3, 3 > 2, so op1 is inserted after op3.
This order relation must be preserved when op′1 = T (Ins(3, x, ε), Del(2)) =
Ins(2, x, [3]) will be transformed according to op′3. To preserve the relation
detected between op1 and op3, we must observe PW (op′1) � PW (op′3). As
[2; 3] � [2; 2] is true, the order relation is preserved.

There is still a problem. This solution leads to the convergence (i.e. the same
states), but C2 is not respected. Indeed, we can verify in Figure 7 that:

T ∗(op1, [op2; op′3]) �= T ∗(op1, [op3; op′2])
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Fig. 7. Correct execution of C2 puzzle

When two identical insertions operations are transformed according to two
equivalent operation sequences, their p-words may get different. If they are dif-
ferent, they can be considered as equivalent if the top and the base of their
p-words are equal. With the equivalence of p-words, we give the equivalence of
two editing operations.

Definition 4. (Operation equivalence) Given two editing operations op1 and
op2, we say that op1 and op2 are equivalent and we denote it also by op1 ≡P
op2 iff one of the following conditions holds: (i) op1 = Ins(p1, c1, w1), op2 =
Ins(p2, c2, w2), c1 = c2 and PW (op1) ≡P PW (op2); (ii) op1 = Del(p1), op2 =
Del(p2) and p1 = p2.

With the above operation equivalence we propose a weak form of the condi-
tion C2 that still ensures the state convergence. This condition is called C′

2.

Definition 5. (Condition C′
2) For every editing operations op, op1 and op2,

if the function T satisfies C1 then:

T ∗(op, [op1 ; T (op2, op1)]) ≡P T ∗(op, [op2 ; T (op1, op2)])

4.3 Correctness

In the following, we give the correctness of our approach by proving that:

1. our OT function does not lose track of insertion positions;
2. the original relation between two insert operations is preserved by transfor-

mation;
3. the conditions C1 and C′

2 are satisfied.
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Most of the proofs have been automatically checked by the theorem prover
SPIKE [1].

Let Char be the set of characters. We define the set of editing operations as
follows: O = {Ins(p, c, w) | p ∈ N and c ∈ Char and w ∈ P} ∪ {Del(p) | p ∈ N}.
Conservation of p-Words. In the following, we show that our OT function
does not lose any information about position words.

Lemma 1. Given an insert operation op1 = Ins(p1, c1, w1). For every editing
operation op ∈ O such that op �= op1, PW (op1) is a suffix of PW (T (op1, op)).

Proof. Let op′1 = T (op1, op) and PW (op1) = p1w1. Then, we consider two cases:

1. op = Ins(p, c, w): Let α1 = PW (op1) and α2 = PW (op).
– if α1 ≺ α2 or (α1 = α2 and Code(c1) < Code(c)) then op′1 = op1;
– if α1 � α2 or (α1 = α2 and Code(c1) > Code(c)) then op′1 = Ins(p1 +

1, c1, p1w1) and p1w1 is a suffix of PW (op′1);
2. op = Del(p)

– if p1 > p then op′1 = Ins(p1 − 1, c1, p1w1) then p1w1 is a suffix of
PW (op′1);

– if p1 < p then op′1 = op1;
– if p1 = p then op′1 = Ins(p1, c1, p1w1) and p1w1 is a suffix of op′1. �

The following theorem states that the extension of our OT function to se-
quences, i.e. T ∗, does not lose any information about position words.

Theorem 2. Given an insert operation op1 = Ins(p1, c1, w1). For every opera-
tion sequence seq, PW (op1) is a suffix of PW (T ∗(op1, seq)).

Proof. By induction on n, the length of seq.

– Basis step: n = 0. Then seq is empty and we have T ∗(op1, []) = op1.
– Induction hypothesis : for n ≥ 0, PW (op1) is a suffix of PW (T ∗(op1, seq)).
– Induction step: Let seq = [seq′; op] where seq′ is a sequence of length

n and op ∈ O. We have T ∗(op1, [seq′; op]) = T (T ∗(op1, seq
′), op). By

Lemma 1, PW (T ∗(op1, seq
′)) is a suffix of PW (T ∗(op1, [seq′; op])) =

PW (T (T ∗(op1, seq
′), op)). By induction hypothesis and the transitivity of

the suffix relation, we conclude that PW (op1) is a suffix of PW (T ∗(op1, seq))
for every sequence of operations seq. �

Position Relations. We can use the position relations between insert opera-
tions as an invariant which must be preserved when these operations are trans-
formed and executed in all remote sites.

Lemma 2. Given two concurrent insert operations op1 and op2. For every edit-
ing operation op ∈ O such that op �= op1 and op �= op2: PW (op1) ≺ PW (op2)
implies PW (T (op1, op)) ≺ PW (T (op2, op))

Proof. We have to consider two cases: op = Ins(p, c, w) and op = Del(p).
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The following theorem shows that the extension of our OT function to se-
quence, i.e. T ∗, preserves also the invariance property.

Theorem 3. Given two concurrent insert operations op1 and op2. For every
sequence of operations seq: PW (op1) ≺ PW (op2) implies PW (T ∗(op1, seq)) ≺
PW (T ∗(op2, seq)).

Proof. By induction on the length of seq. �

Convergence Properties. Recall that the condition C′
2 is a relaxed form of C2.

Indeed C′
2 means that transforming an operation along two equivalent operation

sequences will not give the same result but two equivalent operations. In the
following, we sketch the proof that C1 and C′

2 are verified by our transformations
and we can therefore conclude that it achieves convergence. The complete proofs
of Theorems 4 and 5 below have been automatically checked by the theorem
prover SPIKE. Due to lack of space we only give some representatives cases of
the proofs.

The following theorem shows that our OT function satisfies C1.

Theorem 4. (Condition C1). Given any editing operations op1, op2 ∈ O and
for every object state st we have: st� [op1; T (op2, op1)] = st� [op2; T (op1, op2)].

Proof. Consider the following case: op1 = Ins(p1, c1, w1), op2 = Ins(p2, c2, w2)
and PW (op1) ≺ PW (op2). According to this order, c1 is inserted before c2. If
op1 has been executed then when op2 arrives it is shifted (op′2 = T (op2, op1) =
Ins(p2 + 1, c1, p2w2)) and op′2 inserts c2 to the right of c1. Now, if op1 arrives
after the execution of op2, then op1 is not shifted, i.e. op′1 = T (op1, op2) = op1.
The character c1 is inserted as it is to the left of c2. Thus executing [op1, op

′
2]

and [op2, op
′
1] on the same object state gives also the same object state. �

Theorem 5 shows that our OT function also satisfies C′
2. This theorem means

that if T satisfies condition C1 then when transforming op1 against two equiva-
lent sequences [op2; T (op3, op2)] and [op3; T (op2, op3)] we will obtain two equiv-
alent operations according to Definition 4.

Theorem 5. (Condition C′
2). If the OT function T satisfies C1 then

for all op1, op2, op3 ∈ O we have: T ∗(op1, [op2; T (op3, op2)]) ≡P
T ∗(op1, [op3; T (op2, op3)]).

Proof. Consider the case of op1 = Ins(p1, c1, w1), op2 = Del(p2), p1 = p2 and
p > p2 + 1. Using our OT function (see Figure 6), we have op′1 = T (op1, op2) =
Ins(p1, c1, p1w1) and op′2 = T (op2, op1) = Del(p2 + 1). When transform-
ing op against [Ins(p1, c1, w2); Del(p2 + 1)] we get op′ = Ins(p, c, (p + 1)pw)
and when transforming op against [Del(p2); Ins(p1, c1, p1w1)] we obtain op′′ =
Ins(p, c, (p − 1)pw). Operations op′ and op′′ have the same insertion position
and the same character. It remains to show that PW (op′) ≡P PW (op′′). As
p(p− 1)p ≡P p(p + 1)p and the equivalence relation ≡P is a right congruence by
Proposition 1 then op′ and op′′ are equivalent. �
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5 Formal Specification

For modelling the structure and the manipulation of data in programs, abstract
data types (ADTs) are frequently used [20]. Indeed, the structure of data is
reflected by so called constructors (e.g., 0 and successor s(x), meaning x + 1,
may construct the ADT nat of natural numbers). Moreover, all (potential) data
are covered by the set of constructors terms, exclusively built by constructors.
An ADT may have different sorts, each characterized by a separate set of con-
structors. Furthermore, the manipulation of data is reflected by function symbols
(e.g., plus and minus on nat). The value computed by such functions are spec-
ified by axioms, usually written in equational logic. An algebraic specification is
a description of one or more such abstract data types [20].

5.1 Collaborative Object Specification

More formally a collaborative object can be considered as a structure of the form
G = (O, T ) where O is the set of operations applied to the object and T is the
transformation function. In our approach, we construct an algebraic specification
from a collaborative object. We define a sort Opn for the operation set O, where
each operation serves as a constructor of this sort. These constructors are as
follows: (i) Ins(p, c, ω) inserts element c at position p, (ii) Del(p) deletes the
element at position p.

We use the List ADT for specifying a linear collaborative object. The List
ADT has two constructors: (i) 〈〉 (i.e., an empty list); (ii) l ◦ x (i.e., a list
composed by an element x added to the end of the list l). The data type of
List’s elements is only a template and can be replaced by each type needed. For
instance, an element may be regarded as a character, a paragraph, a page, an
XML node, etc. Because all operations are applied to the object structure in
order to modify it, we give the following function: � : List × Opn → List. All
appropriate axioms of the function � describe the transition between the object
states when applying an operation. For example, the operation Del(p) changes
List as follows:

l � Del(p) =

⎧
⎪⎪⎨

⎪⎪⎩

〈〉 if l = 〈〉
l if l = l′ ◦ c and p ≥ |l|
l′ if l = l′ ◦ c and p = |l| − 1
(l′ � Del(p)) ◦ c if l = l′ ◦ c and p < |l| − 1

where |l| returns the length of the list l.
In the same way, we define Ins(p, c) modifications below:

l � Ins(p, c, ω) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

〈〉 if l = 〈〉 and p �= 0
l ◦ c if l = 〈〉 and p = 0
(l′ � Ins(p, c, ω)) ◦ d if l = l′ ◦ d and p < |l|
(l′ ◦ d) ◦ c if l = l′ ◦ d and p = |l|
l if l = l′ ◦ d and p > |l|

An OT algorithm is defined by the following function: T : Opn×Opn → Opn.
It takes two operation arguments. For example, the following transformation:
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T (Del(p1),Ins(p2, c2, ω2)) = if p1 ≥ p2 then return Del(p1 + 1) else return
Del(p1)

is defined by two conditional equations:

p1 ≥ p2 =⇒ T (Del(p1), Ins(p2, c2, ω2)) = Del(p1 + 1)
p1 � p2 =⇒ T (Del(p1), Ins(p2, c2, ω2)) = Del(p1)

This example illustrates how it is easy to translate a transformation func-
tion into conditional equations. This task is straightforward and can be done
mechanically.

We now express the convergence conditions as theorems to be proved in
our algebraic setting. Both convergence conditions C1 and C2 are formulated as
follows:
Theorem 6. (Condition C1) ∀op1, op2 ∈ Opn and ∀st ∈ List :

(st � op1) � T (op2, op1) = (st � op2) � T (op1, op2).

Theorem 7. (Condition C2) ∀op1, op2, op ∈ Opn :

T (T (op, op1), T (op2, op1)) = T (T (op, op2), T (op1, op2)).

5.2 The Theorem Prover: SPIKE

To automatically check the convergence conditions C1 and C2 we have
used SPIKE [1], an automated induction-based theorem prover. SPIKE was
employed for the following reasons: (i) its high automation degree; (ii) its ability
to perform case analysis (to deal with multiple methods and many transforma-
tion cases); (iii) its ability to find counter-examples; (iv) its incorporation of
decision procedures (to automatically eliminate arithmetic tautologies produced
during the proof attempt) [13].

6 Related Work

Several techniques have been proposed to address C2. These may be categorized
as follows.

The first approach tries to avoid the C2 puzzle scenario. This is achieved by
constraining the communication among replicas in order to restrict the space
of possible execution order. For example, the SOCT4 algorithm [19] uses a se-
quencer, associated with a deferred broadcast and a sequential reception, to
enforce a continuous global order on updates. This global order can also be
obtained by using an undo/do/redo scheme like in GOTO [16].

The second approach deals with resolution of the C2 puzzle. In this case,
concurrent operations can be executed in any order, but transformation func-
tions require to satisfy the C2 condition. This approach has been developed in
adOPTed [11], SOCT2 [14], and GOT [17]. Unfortunately, we have proved else-
where [5] that all previously proposed transformation functions fail to satisfy
this condition.

Recently, Li et al. [8] have tried to analyze the root of the problem behind
C2 puzzle. We have found that there is still a flaw in their solution. Let op1 =
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Ins(p + 1, x), op2 = Ins(p, z) and op3 = Del(p) be three concurrent operations
generated on sites 1, 2 and 3 respectively. They use a function β that computes
for every editing operation the original position according to the initial object
state. For this case, it is possible to get: β(op1) = β(op2) = β(op3) whereas
Pos(op1) > Pos(op2). When a conflict occurs Li et al. use the site identifier to
reorder the character to be inserted (see our OT function in Figure 6). Consider
the following sequences:

S1 = [op1; T (op3, op1)] = [Ins(p + 1, z); Del(p)]
S2 = [op3; T (op1, op3)] = [Del(p); Ins(p, z)]

Transforming op2 against S1 does not give the same operation that trans-
forming op2 against S2. This case leads to divergence problem. Note that
Pos(T (op2, op3)) = Pos(T (op1, op3)). Thus op1 and op2 lose their original re-
lation after transformation according to op3. The mistake is due to the defini-
tion of their β function. Indeed, their definition relies on the exclusion trans-
formation function ET , which is the reversed function of T . For instance, if
T (op1, op2) = op′1 then ET (op′1, op2) = op1. Due to the non-inversibility of T ,
ET is not always defined [16]. Consequently, the convergence property cannot
be achieved in all cases.

7 Conclusion

OT has a great potential for generating non-trivial states of convergence. How-
ever, without a correct set of transformation functions, OT is useless. In this
paper we have pointed out correctness problems of the existing OT algorithms
used to synchronize linear collaborative objects (such as document text or XML
trees) and we have proposed a solution based on a weak form of the condition C2.
Using our theorem-proving approach [5,6] we have provided a complete proof for
our OT algorithm. Furthermore, our solution is generic because it can be applied
to any linear structure-based data.

Although this weak form still ensures the convergence state, we cannot plug
our OT algorithm in all integration algorithms based on the condition C2, such as
adOPTed [11] and SOCT2 [14]. So, we consider our work as a first step towards
to build a generic integration algorithm based only on conditions C1 and C′

2.
Moreover, we plan to optimize our OT algorithm because the size of p-words
increase according to the number of transformation steps.
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