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Abstract: An automotive middleware layer masks the heterogeneity of platforms,
and provides high level communication services to applicative tasks. In addition,
this layer is a software architecture, shared between car makers and third-part
suppliers, ensuring the portability and interoperability of the applicative tasks. In
this study, a method aiming at developing the middleware’s software architecture,
and obtaining a set of tasks well characterized representing the middleware’s
implementation, is presented. This architecture is built with a set of design
patterns, and identifies a set of middleware tasks whose characteristics allow the
execution of an algorithm trying to determine a feasible priority allocation for the

set of applicative and middleware tasks.
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1. INTRODUCTION

Context of the study. On each node of an in-
vehicle network, a set of applicative tasks ex-
ecute control algorithms. Automotive functions
may be performed by several distributed applica-
tive tasks, and thus, these tasks communicate by
producing and consuming signals (e.g. the number
of RPM of the engine) that are sent over the net-
work. On each node, the goal of a middleware layer
is, on the one hand, to mask the heterogeneity
of communication platforms. On the other hand,
to offer communication services independent of
applicative tasks location, and other more special-
ized such as diagnostic modules or I/O abstrac-
tion. In this study, the emphasis is given on the
following set of communication services: sending
of produced signals, and reception of signals to be
consumed.

Since car makers purchase components developed
by third-part suppliers, this middleware layer be-
comes a software architecture, shared between
these actors, which ensures the portability and
the interoperability of the applicative level code.
Moreover, the execution of the communication
services provided by the middleware interferes
with the tasks running in a node, and hence,
increases the probability of the timing constraint,
named relative deadline, associated to the execu-
tion of applicative tasks not being met.

Problem definition. The problem faced by car
makers and third-part suppliers is, on the one
hand, the development of a middleware’s software
architecture that improves the maintenance and
the reusability of the software components, and
can be easily documented. Note that if these char-
acteristics are achieved, the middleware’s software
is easily exchanged between car makers and third-



part suppliers, and can be adapted to different
car makers needs. On the other hand, there is a
problem of starting from this software architec-
ture, and obtaining a middleware’s implementa-
tion that allows to verify that the relative deadline
imposed on the execution of tasks is respected.

Goal of the study. The objective of this paper
is illustrated in figure 1. Precisely, it presents a
method aiming at developing the middleware’s
software architecture, and obtaining a set of char-
acterized tasks representing the middleware’s im-
plementation. The software architecture is com-
posed of:

e a class diagram built from a set of design pat-
terns, which specifies the code sequences ex-
ecuted to accomplish the middleware’s com-
munication services, and

e a set of tasks capable of executing on the
OSEK/VDX Operating System (OSEK/VDX
OS (OSEK Consortium 2005)), which is
becoming the standard operating system
for event-triggered automotive applications.
These tasks are identified using a strategy
whose criterion is adapted to the properties
of OSEK/VDX 0S, and implement the se-
quences of code identified in the class dia-
gram.
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Figure 1. Objectives (represented by dashed
boxes) of this study. The steps and the inter-
mediary results are illustrated by rectangles
with and without rounded corners respec-
tively.

To obtain a set of middleware characterized tasks
(characteristics like the execution time and the
activation period), we use the parameters of the
frames transmitted over the network. From these
parameters (signals composing each frame and
their emission period) we derive the work and
the activation rates of the middleware tasks. From
this point, one is able to quantify the interference
of middleware tasks, and the entire set of tasks
(applicative and middleware) form the input data

for an algorithm that tries to calculate a priority
allocation allowing the respect of the tasks relative
deadline.

Previous work. To our best knowledge, design
patterns (Gamma et al. 1995, Buschmann et
al. 1996, Schmidt et al. 2000) have not been yet
applied in the automotive systems development,
but some work exists concerning their application
to the design of a real-time middleware, TAO
(The ACE ORB (Schmidt and Cleeland 1999)).
This middleware, specified using patterns, offers
services for applications with real-time QoS re-
quirements like video-on-demand or teleconferenc-
ing. However, it is designed to be dynamically con-
figurable, and due to its resources consumption, is
not a feasible solution in the automotive systems
context, where the costs pressure is very strong.
Moreover, there is no identification of the tasks
that will actually implement TAO in the system.

The construction of a configuration of in-vehicle
network frames has been studied in (Marques et
al. 2003, Saket and Navet 2003). These proposed
algorithms construct a set of frames, such that,
the timing constraints associated to the signals
are met, and the bandwidth consumption is min-
imized. However, these studies do not deal with
the development of a middleware capable of per-
forming the transmission and reception of these
frames.

Organization of the study. The reminder of this
paper is organized as follows: section 2 explains
how the class diagram of the middleware’s soft-
ware architecture is obtained, and particularly,
lists the set of used design patterns. Section 3
introduces the strategy allowing the identification
of a set of middleware tasks able to execute on
top of the OSEK/VDX OS, and whose task model
permits the calculation of their interference on
applicative tasks.

2. CLASS DIAGRAM OF THE SOFTWARE
ARCHITECTURE OF THE MIDDLEWARE

A usual method for the design of software archi-
tectures is based on UML (OMG 2004). In par-
ticular, the identification of the structural compo-
nents of the architecture can be achieved through
the use of class diagrams (see figure 2 for an
example). For this purpose, we propose a method
based on design patterns, whose structural repre-
sentation is done using this kind of diagram. We
therefore present, on the one hand, the benefits
of using design patterns for the development of
the middleware’s software architecture, and, on
the other hand, the class diagram identifying the



components of the architecture, as well as, the
design patterns used to achieve it.

2.1 Benefits of using design patterns

A design pattern (Gamma et al. 1995, Buschmann
et al. 1996, Schmidt et al. 2000) identifies the
main aspects of a given object-oriented design
structure: the participating classes and objects,
their roles, and relations. The goal is to solve
design problems arising in a certain context, to
make these designs more flexible and reusable, and
to improve the documentation and maintenance of
existing systems by creating a pattern language.
Numerous problems are addressed by design pat-
terns: structural (architecture and organization of
classes), behavioral (event-handling, synchroniza-
tion, concurrency), etc.

In-vehicle embedded software, and particularly
the middleware, should take advantage of the use
of patterns: increased reusability and improved
maintenance of software efficient solutions in order
to better react to the demands of new automo-
tive functions. Moreover, design patterns are a
good solution to provide portability and interop-
erability between separately developed software
components, which are faced with crucial issues
typical of a multi-task context: concurrency and
synchronization.

2.2 Design patterns for the software architecture

The class diagram representing the software com-
ponents of the middleware is shown in figure 2. It
is composed of the set of classes that participate
in the design patterns used to build the software
architecture of the middleware. In order to obtain
this class diagram from the set of design patterns,
a “composition” activity is needed. Note that there
is, for the present, no formal technique allowing
to accomplish this activity. Following an intuitive
rule, we selected in the structural description of
each design pattern, the class that represents the
core functionality of the middleware. Such a class
is present in each used design pattern, and hence,
we “merged” them in a unique class termed Core
in figure 2. Obviously, the role of this class is
different in each design pattern. In the following,
the used patterns, as well as their application to
the middleware’s context, are introduced:

o Adapter (Gamma et al. 1995): this pattern
allows classes to cooperate together when
their interfaces are incompatible. It is com-
posed of an abstract class defining a standard
interface to be used by client classes, and of
an adapter class that makes the translation
between the standard interface and the in-
compatible one. In figure 2, this pattern is

illustrated by a set of adapter classes (Ad-
MOST and AdCAN), which adjust the inter-
face of in-vehicle networks (MOST (MOST
Cooperation 2004) and CAN (ISO 1994) in
this case) to a standard set of network ser-
vices defined in the abstract class Comm.
This pattern helps the middleware to han-
dle the heterogeneity of communication plat-
forms, and allows the middleware’s main
class, named Core, to be developed and mod-
ified independently of the underlying commu-
nication network.

Observer (Gamma et al. 1995): it should
be used when an object must notify other
objects without making assumptions about
which these objects are. This pattern creates
a loose dependency between objects, such
that, when the state of an object changes,
all its dependents (or observers) are imme-
diately notified. It is represented in figure 2,
firstly, by classes Core and Comm that must
be immediately notified when a new frame
arrives (class Comm must notify class Core)
or is ready to be sent (class Core must no-
tify class Comm). Secondly, by the abstract
class SubjObs defining the interface that each
observer and observed class must implement
(both classes Core and Comm are “observer”
and “observed”). This pattern permits classes
Core and Comm to evolve independently
without hindering the possibility of passing
data between them.

Asynchronous Completion Token (Schmidt
et al. 2000): the purpose of this pattern is to
allow an object to efficiently demultiplex the
responses of asynchronous services invoked
on other objects. For that, when an asynchro-
nous service is invoked, the invoker passes
a token (under the form of an object) con-
taining information that identifies the func-
tion responsible for processing the service’s
response. When the service terminates, the
response contains the token and thus, the
invoker object can identify the function that
will process the response. In the middleware’s
context, this pattern lets class Core (see fig-
ure 2) efficiently manage the frame trans-
mission completion events dispatched by the
network adapter (class Comm in figure 2). If
the used communication platform does not
provide this type of event, or the service
cannot be implemented as asynchronous, the
pattern can still be used with the purpose
of encapsulating the information exchanged
between these two actors. Hence, this pattern
contributes to the creation of a loose coupling
between middleware classes and still allowing
an efficient exchange of data.

Integrated Scheduler, variant of the Active
Object (Schmidt et al. 2000): this pattern
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ACT(completion_method)

int getResponse( )

the actors of the used design patterns

addresses a concurrency aspect by decou-
pling the service invocation (occurring in the
client’s task) from the service execution (hap-
pening in a separate task). In the middle-
ware’s class diagram of figure 2 the pattern
is composed of:

- a service provider represented by class
Core,

- a service requests receiver specified by
class Scheduler that defines the commu-
nication interface provided by the mid-
dleware, and

- a service requests repository depicted
by class Signal, where applicative tasks
store the produced signals and retrieve
the signals to be consumed.

While class Scheduler is executed in applica-
tive tasks, class Core is ran in a separate
set of tasks, and class Signal represents a
shared memory area. Therefore, the commu-
nication services provided by the middleware
are executed asynchronously from applica-
tive tasks. The main consequence is that the
functionalities executed by the tasks running
class Core simply become to, one the one
hand, construct and send frames containing
the produced signals, and, on the other hand,
receive and handle the frames carrying the
signals to be locally consumed.

Moreover, the fact that the production of
signals (performed by applicative tasks) and
their transmission is carried out by different
tasks, has the advantage of allowing the mid-
dleware to send several signals in each frame.
For this purpose, a frame packing algorithm
can be used to determine a configuration
containing information like the distribution
of the signals among the frames, and the

Figure 2. UML class diagram representing the software specification of the middleware. The classes are

instants when these frames must be trans-
mitted. Some frame packing algorithms ex-
ist applying optimization strategies aiming
at, for example, minimizing the bandwidth
consumption (Marques et al. 2003, Saket and
Navet 2003).

3. IDENTIFICATION AND
CHARACTERIZATION OF THE
MIDDLEWARE TASKS

From the software architecture presented in sec-
tion 2, one can determine the sequences of code
that implement the services of the middleware,
and can conclude that the functionalities allowing
to accomplish these services are executed by a set
of tasks. The next logical step is to identify this
set, as well as to specify the sequence of code
that will be executed by each task. Moreover,
the identified tasks must be able to run on the
OSEK/VDX 0S8, and must be characterized (acti-
vation period, execution time, ...) in order to allow
the execution of an algorithm for the calculation
of a feasible priority allocation for the entire set
of tasks (applicative and middleware).

This section begins with the presentation of the
activation mechanisms that trigger the execution
of the middleware functionalities, followed by a set
of strategies applicable in this context and based
on the activation events (instances of the acti-
vation mechanisms) handled by the middleware.
Next, the chosen strategy is introduced, the tech-
nique used to retrieve the code sequence executed
by each task is given, and finally, a discussion of
the chosen strategy is shown.



3.1 Activation mechanisms triggering the functionalities

of the middleware

The two functionalities that the set of middle-
ware tasks must perform are the construction
and sending, and the reception and handling of
frames. Since these functionalities are executed
asynchronously from applicative tasks (see sec-
tion 2.2), the tasks supporting their execution
need activation mechanisms that can be provided
by the OS. OSEK/VDX OS offers different means,
and among them, we keep the following: hardware
interrupts, and timing alarms.

The functionality responsible for the construc-
tion and sending of frames is executed periodi-
cally according to the frame packing configura-
tion. This functionality can be efficiently activated
through a cyclic timing alarm. The execution of
the functionality receiving and handling frames
can be either triggered by a cyclic timing alarm
(polling period), or by a network controller inter-
rupt. The former activation mechanism degrades
the middleware’s performance by increasing the
time delay between the arrival of the frame and
its handling. Thus, in this study, we consider the
following types of activation events:

o time-triggered: OSEK/VDX OS cyclic tim-
ing alarms for the periodic activation of the
functionality responsible for the construction
and transmission of frames, and

e cvent-triggered: network controller interrupts
indicating the sporadic arrival of frames, and
triggering the functionality in charge of re-
ceiving and handling those frames.

3.2 Different strategies for the identification of
middleware tasks

We have specified above the activation mecha-
nisms for each functionality. The problem now is
to determine how many tasks have to be identified
according to the set of activation events. From the
work of (Douglass 1999) and (Saksena et al. 2000),
one can construct a list of strategies based on
the set of activation events and applicable in the
middleware’s context:

(1) one task for each event: this strategy assigns
one task for each frame that is received (if
for each different frame there is a different
interrupt), and for each cyclic timing alarm
(assuming an alarm for each different frame
emission period). The number of middleware
tasks depends on the number of different
frames that are received, and on the number
of distinct transmission periods.

(2) one task for each type of event: this strategy
identifies one task to handle all cyclic timing
alarms, and one task to manage all network

controller interrupts. The amount of middle-
ware tasks is dependent on the different types
of activation events. In this case, there are
only two types and thus, two tasks.

(3) one task for each purpose: one example of
purpose in the middleware’s context is the set
of signals that the nodes exchange for opera-
tion mode management (e.g. Pre-Run-Mode
for node testing and network initialization,
Run-Mode for full functionality of the in-
vehicle system, ...). For instance, one task can
be periodically activated by a cyclic timing
alarm in order to send a frame containing
the signal indicating the current mode, and
can be activated by an interrupt caused by
the arrival of the frame carrying the signal
informing on the new mode. The number of
middleware tasks identified by this strategy
depends then on the purpose of the signals.

3.8 Chosen strategy

The specification of the OSEK/VDX OS advises,
according to the used conformance class, to limit
to 8 or 16 the number of priorities and the number
of tasks (the one executing plus those in the ready
queue). Otherwise, the portability of the software
components is not assured. From this limitation,
one must minimize the amount of middleware
tasks, allowing the execution of a maximum num-
ber of applicative tasks. One can therefore exclude
the utilization of the strategies 1 and 3. The
chosen strategy is the one that assigns one task
to each different type of activation events. There
is then one task responsible for the construction
and sending of frames, activated by cyclic timing
alarms, and another in charge of handling the
newly arrived frames, triggered by network con-
troller interrupts.

Note that from this point, a feasible priority
allocation for the entire set of tasks (applica-
tive and middleware) has to be determined. This
can be achieved with the optimal Audsley algo-
rithm (Audsley 1991): we recall that if a solution
exists then it will necessarily be found. The feasi-
bility test must however calculate the worst-case
response time of the middleware tasks. To perform
this calculation, the characteristics of the tasks are
needed.

3.3.1. Characteristics of the task handling frames

In OSEK/ VDX OS, this task would be most
efficiently implemented as an interrupt service
routine (ISR) activated by network controller in-
terrupts, decreasing even more the number of
tasks necessary to implement the middleware. In
this OS, the ISRs have a higher priority than any
other regular task, hence, it is not necessary to
determine its priority. To quantify its interference



on other tasks, one needs to calculate its execution
time and activation period. These values depend
on the type of the underlying network.

On both event-triggered and time-triggered types
of networks, the time interval between the arrival
of any two frames is not constant. The ISR is thus
considered as sporadic (Liu and Layland 1973,
Mok 1983), and its activation period is set to the
smallest value possible in its context. In a event-
triggered network, the activation period of the
ISR is equal to the time needed to transmit the
smallest frame that is received. Note that in this
case, this estimation is very pessimistic. In a time-
triggered context, the activation period is equal
to smallest time interval between the emission of
two frames received by the ISR. In both cases, the
execution time is assigned to the time necessary
to handle the largest frame received. The worst-
case response time calculation for this type of task
model is detailed in (Tindell 1992).

3.8.2. Characteristics of the task sending frames
Being responsible for the transmission of frames,
the characteristics of this task depend on the
frame packing configuration. The frames to trans-
mit can however be assigned a different emission
period, and therefore, the activation rate of the
task is obliged to respect all those periods. Con-
sequently, we cannot use the usual task model
where tasks have a unique activation period and
execution time (Liu and Layland 1973). We have
to study extended models as multiframe (Mok and
Chen 1996) and generalized multiframe (GMF)
(Baruah et al. 1999):

e if one assumes that the first emission request
of all frames is issued by the first instance of
the task, the multiframe task model can be
used. A multiframe task ¢; is characterized
by a set Cyp, composed of N execution times

such that Cy, = (cgi_), c((;i), ey cgj_l)), and
by a unique activation period Ty, and rela-
tive deadline Dy,. The worst-case response
time calculation method for this type of
task model was introduced in (Takada and
Sakamura 1997).

From the frame packing configuration,
one derives the characteristics of a multi-
frame task ¢; as follows. Let the set Q; =
{(in,l’ Tfi,l)a s (in,k’ Tfi,k)} where in,k
is the time needed to construct and request
transmission of frame f;x, and T, , is the
transmission period of the frame. The ac-
tivation period and relative deadline, Ty,
and Dy,, are simply ged(T, ., ..., Ty, ). For
each activation during the first hyperpe-
riod, lem(TY, ,, ..., Ty, ), one determines the
frames that are to be sent and, thus, the set
of execution times for ¢;:

Vo<a< lcm(Tfi’l, ey Tfi,k)/Td)i -1,

o) = > Qi

{k|a-T, mod Ty, , =0}

e if one of the several execution times is
greater than the relative deadline, then one
can try to overcome this problem by im-
plementing this task as generalized multi-
frame (GMF) (Baruah et al. 1999). Again,
we assume that the first emission request
of all frames is issued by the first instance
of the task. The main difference from the
multiframe task model is that the activa-
tion period and relative deadline also be-
come a vector composed of N elements.
We have then Ty, = (tg:), t((;i), . tgjfl))
and Dy, = (Jfﬁoi), Jf;i), ey Jgj_l)). To deter-
mine the worst-case response time of GMF
tasks one can use the algorithm presented in
(Takada and Sakamura 1997).

From the same set Q; = {(Qy, ., Tf.,), -
(Qy,.1> Ty, ,)} (see the configuration of a mul-
tiframe task), one constructs the vector of
activation periods (and relative deadlines) of
a GMF task ¢; as follows:

0 .
t((m) =min(Ty, ,, ..., Tf, ;)

J
i+1 . 1
tfii ) — minyy(a - Ty, , — E tfm))’
=0

J
a=min{i e N [i Ty, >t}
1=0
This vector is built until the following
expression becomes true:

S (T Ty,)
J

For the vector of execution times one acts
in the following way:

0
cgbi) = Z in”“’
k

41
cg)ﬂf )= Z in,k

{k| Zj:tgi) mod 7y, , =0}
1=0
Furthermore, since GMF tasks do not have
a unique activation period, their implemen-
tation on top of OSEK/VDX OS is not triv-
ial. Appendix A illustrates the problem and
proposes a solution.

If however one of the execution times is still
greater than its corresponding relative deadline,
the solution is to split the work in two tasks
(either multiframe or GMF). One task, having
a higher priority, would be responsible for the
transmission of the frames with smaller deadline,



while the other task would be in charge of sending
the frames with larger deadline. This solution
splits the work among two tasks, and increases
the probability of respect of frames deadline, by
delegating the transmission of those with a stricter
timing constraint to the higher priority task.

3.4 Generation of the code executed by the tasks

The sequence of code that each task must execute
contributes for the task’s execution time. Recall
that one must well characterize each task, in order
to allow the Audsley algorithm to determine the
worst-case response time of each task when trying
to calculate a feasible priority allocation. The
code executed by each task is then retrieved by
simulating the triggering of a network controller
interrupt and a timing alarm, and performing a
run-to-completion through the set of classes. This
procedure identifies the set of objects necessary to
instantiate in each task.

3.5 Discussion of the proposed strategy

This strategy based on the type of the activation
events, is, in our opinion, the more suited to
identify a set of tasks adapted to the middleware’s
context. The reasons justifying this choice are:

e the minimization of the number of middle-
ware tasks. This feature is important be-
cause OSEK/VDX OS specifies a maximum
number of tasks in order to guarantee the
portability of the software components;

e if new frames with different transmission pe-
riods must be sent, the characteristics of the
middleware tasks change but not their task
model. Nevertheless, the amount of tasks
may increase if one of the execution times of
the multiframe or GMF task is greater than
the relative deadline (see section 3.3.2);

e if a new service is included in the middleware,
these two tasks are capable of executing it if
its activation events depend on interrupts or
timing alarms.

Besides the maximum bound on the amount of
tasks, other problems of the OSEK/VDX OS are
the limit of one alarm, and the restriction of one
task activated per alarm. If at least one applica-
tive task uses the alarm, no other task, applicative
or middleware, is able to employ this mechanism
for its activation. An inconvenient of our strategy
relies then on the fact that at least one alarm is
needed (activation of the middleware task send-
ing frames). Without any other mechanism that
might be used for periodic task activation, we are
obliged to take the risk of non-portability of the
middleware’s software.

CONCLUSION

This study proposes a method for the develop-
ment of the software architecture of an in-vehicle
communication middleware. It presents a class
diagram built from a set of design patterns, and
introduces a strategy for the identification of a set
of middleware tasks adapted to the characteristics
of the OSEK/VDX Operating System.

The proposed architecture implements commu-
nication services provided to applicative tasks,
masks the heterogeneity of in-vehicle networks,
and specially, benefits from the advantages of
using design patterns: increased reusability, im-
proved maintenance and evolution, and easier
documentation. The identified tasks accomplish
the middleware’s communication services, and are
characterized in order to allow one to run the
Audsley algorithm, aiming at determining a set of
priorities that permits the respect of the relative
deadline of applicative and middleware tasks.

Future work consists of the definition of an im-
proved frame packing algorithm that tries to build
the set of network frames and the priority al-
location for the tasks of each node, such that,
the timing constraints of applicative and middle-
ware tasks, and signals are met. The goal is to
implement the middleware’s software architecture
presented in this study, and to be able to generate
its configuration, and the one of OSEK/VDX OS,
in conformity with a given set of characterized
applicative tasks and signals.
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Appendix A. IMPLEMENTATION OF
GENERALIZED MULTIFRAME TASKS ON
OSEK/VDX OPERATING SYSTEM

Since generalized multiframe (GMF) tasks do not
have a unique activation period, in OSEK/VDX
OS this value can only be assigned dynamically.
Each instance of a GMF task, just after its begin-
ning of execution, cancels the previous alarm, and
sets a new one equivalent to the next activation
period. This procedure however, does not guar-
antee the respect of the set of activation periods.
Figure A.1 describes this problem.

Ti,p Ti,p+1 Ti,p+2
7 7 7 T ..
= Tj,q — Tj,q+1 -
A
i A BW% A A % A -
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Figure A.1. This figure demonstrates the difficulty
in the setting of an OSEK/VDX Operating
System alarm that respects all activation
periods of a GMF task. For task 7;, one could
set an alarm at the activation instant of its
g-th instance - A;, - in order to activate
the (¢ + 1)-th instance T}, units of time
later. Since the ¢-th instance cannot start
its execution when activated (higher priority
task 7; is running), the alarm will be set
too late, at the beginning of the execution
of the instance - Bj 4. The (¢+ 1)-th instance
is therefore activated (B;, — A, ,) units of
time too late. In the figure, instant A; 441 is
the activation instant that would allow the
respect of T} ., while instant A} ., is the
activation instant that effectively occurs

Task 7;, whose ¢-th activation takes place at
instant A;,, cannot begin its execution since an
instance of an higher priority task 7; is executing.
The setting of the new alarm that should take
place as sooner as possible after instant A; g,
is effectively set at instant B, the beginning
of execution of the g-th instance of 7;. Future
activations of 7; are now delayed of B;, — A;4
units of time. Note that this delay is increased
each time an instance of 7; cannot begin its
execution at its activation instant. To overcome
this problem, when the ¢-th instance of task 7;
begins its execution, it must calculate the value
of Bj, — Aj 4. Instead of setting the alarm with
ijq, it sets with Tj,q — (Bj,q — Aqu).



