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Afaiblissement de la composition faible de scénariosRésumé : Les Message Sequence Charts sont un formalisme bien connu qui permet dedécrire des comportements de systèmes distribués au moyen d'ordres partiels. Cependant,dans sa forme initiale, ce formalisme n'est pas su�samment expressif pour décrire les com-portements typiques de protocoles actuels, comme par exemple les phénomènes de fenêtresglissantes. Une solution proposée dans les CMSCs consiste à intégrer aux MSCs la puis-sance d'expression des automates communicants. cependant, la plupart des propriétés debase qui étaient décidables sur les MSCs deviennent indécidables dans les CMSCs. Cet arti-cle propose une extension des MSCs qui étend leur puissance d'expression tout en préservantla décidabilité de certaines propriétés des MSCs. Cette modi�cation étend la compositionséquentielle de MSCs, mais s'appuie toujours sur une composition de motifs de communi-cations clos (les messages sont émis et reçus dans le même ordre). Cet article donne unedé�nition de ce nouveau formalisme appelé �sliding� Message Sequence Charts (ou SMSCpar la suite). Les SMCs peuvent être incohérents, et nous fournissons une procédure de déci-sion pour transformer des MSCs incohérents en MSCs cohérents. La puissance d'expressiondes SMCs est ensuite comparée à celle des MSCs, des CMSCs, et des projections de MSCs.Mots-clé : Scenarios, composition séquentielle
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4 Loïc Hélouët1 IntroductionSeveral scenario languages have appeared this last decade: Message Sequence Charts [8],Live Sequence Charts [7], UML's sequence diagrams[5], ... These languages depict inter-actions between objects of a distributed system, such as a communication protocol. Veryoften, distributed systems are speci�ed using process algebras or communicating automata.While these models represent systems via parallel composition of communicating machines,scenarios are de�ned as sequential composition of communication patterns. Despite the syn-tactical di�erences between scenario languages, they are all built from the same idea: theyprovide composition means for pomsets. In this paper, we will mainly focus on High-levelMessage Sequence Charts (HMSCs) and their variants.HMSCs can be seen as order automata generating pomset families. The transitions of aHMSC are labeled with basic Message Sequence Charts (bMSC), which are roughly speakingpomsets describing an interaction among components of a distributed system. Pomset com-position is supposed closer to human understanding of distributed behaviors, as it explicitlyrepresents communications (a message emission and reception usually appears in a singlecommunication pattern). This is why scenarios are often recommended for requirementcapture, or to describe typical executions of distributed system. However, HMSCs are notexpressive enough to model behaviors such as executions of sliding windows protocols. Thiscan be considered as a real drawback for a language that must represent typical behaviorsof distributed systems.To solve this problem, several variants of MSCs have been proposed. CompositionalSequence Charts [6] (or CMSCs for short) are an extension of HMSCs, where communica-tions are not always de�ned within a single basic pattern. Roughly speaking, compositionalsequence charts are HMSCs extended with the asynchronous communications of communi-cating automata. However, this formalism has a bigger expressive power than communicat-ing automata, and some simple problems such as deciding whether a message is sent andreceived in at least an execution of a CMSC are undecidable. Note that several trace relatedproblems (language inclusion, intersection etc.) are already undecidable for HMSCs([11]),but that some questions regarding the structure of the pomset family generated remaindecidable for a large subset of HMSCs ([10] has identi�ed a class of HMSC for which thepomset family generated is MSO de�nable).Another drawback of CHMSCs is that some orders generated by the support automatoncontain more receptions than emissions. Hence, they cannot be considered as valid exe-cutions of CHMSC. This is a real drawback of the language, as the invalid orders are notimmediately visible as a structural property of the automaton. A subset of CMSCs called�sure� CMSCs has been proposed. A CMSC is sure i� all orders generated by the supportautomaton contain the same number of emissions and receptions. Several properties whichwere undecidable in general for CHMSC become decidable for sure CHMSC [2, 4].Projection of HMSCs [3] (or pHMSCs for short) is another approach for the de�nition ofsliding windows executions. PHMSCs are given by a HMSC H and a set of preserved events.The pomset family generated by a pHMSC is the projection of the family of H on preservedevents. [3] shows that pHMSC (up to certain limitations) have the same expressive powerINRIA



Weakening the Weak Sequential Composition in Scenarios 5as sure CHMSCs. However, de�ning sliding windows as a projection of a larger HMSC isnot easy, as it would consist in creating a hidden instance every time two messages cross.This paper proposes a new extension to High-level Message Sequence Charts, based on aslight modi�cation of sequential composition. So far, sequential composition of two bMSCsis always weak sequential composition, and this does not allow the construction of scenarioswhere communications cross. In fact, in weak sequential composition, scenarios are piledup one after another. This composition method is somehow too restrictive to allow slidingwindows de�nition. We propose a new sequence for pomsets, that allow a limited overlappingof composed orders.This paper is organized as follows. Section 2 recalls some basic de�nitions on messagesequence charts. Section3 recalls the de�nition of pHMSCs, Section 4 recalls the de�nitionsand problems of CHMSCs. Section 5 introduces our new formalism, and Section 6 comparesthe expressive power of sliding scenarios with that of other formalisms. Section 7 concludesthis work.2 Message Sequence ChartsThis section recalls some basic de�nitions about Message Sequence Charts (or MSC forshort). MSC is a standardized language [8] equipped with a formal semantics [13, 12]. ABasic Message Sequence chart (or bMSC for short) is a pomset labeled with action names andlocations. bMSCs depict simple exchanges among communicating entities called instances.Communications are supposed asynchronous, and events along an instance axis are totallyordered. For a complete description of the core language, interested readers may consult[14].De�nition 1 A bMSC is a tuple B = (E;�; A; I; �; �;m) where E is a set of events, � is apartial order relation on E (re�exive, transitive, antisymmetric), A is a set of action names,I is a set of processes, � : E �! A is a labeling function, and � : E �! I associates alocality to each event, m � E�E is a relation that pairs message emissions and receptions.The set of events E can be partitioned into a set of sending events ES , a set of receivingevents ER and a set of internal actions EA. In addition to the classical de�nition of bMSCs,one can associate a type to each sending or receiving event. This type is a function t : E �!MSG � I � I which associates a message name from a �nite message alphabet MSG, asending and a receiving instance to each communication event.Graphically, a bMSC is represented by vertical axes symbolizing instances. Commu-nications are represented by arrows from the emitting instance to the receiving instance.Figure 1-b shows 3 examples of bMSCs called M1, M2 and M3. bMSCs represent closedcommunication patterns, i.e. all messages sent in a bMSC are received in the same diagram.(8e 2 ES ; 9e0 2 ER such that (e; e0) 2 m ). For a given bMSC B = (E;�; A; I; �; �;m), wewill denote by ]i(B) the number of events situated on instance i 2 I (i.e. ]i(B) = j��1(i)j).For a given event e 2 E, we will denote by rk(e) the rank of event e on instance �(e), i.e.
RR n�0123456789



6 Loïc Hélouëtrk(e) = jfx 2 Ej�(x) = �(e)^x � egj. Basic MSCs alone are not powerful enough to de�necomplex behaviors, and several bMSC composition operators (sequence choice, loops, ...)have been proposed.De�nition 2 The sequential composition of two bMSCs B1 = (E1;�1; A1; I1; �1; �1;m1)and B2 = (E2;�2; A2; I2; �2; �2;m2) is the bMSC B1 � B2 = (E1 ] E2;�1�2; A1 [ A2; I1 [I2; �1]�2; �1]�2;m1]m2), where �1�2= ��1 ] �2 ]f(e1; e2) 2 E1�E2 j �(e1) = �(e2)g��.Intuitively, sequential composition glues bMSCs along their common instance axes. Acommon way to compose bMSCs is to de�ne a kind of partial order automaton, calledHigh-level Message Sequence Chart(or HMSC for short).De�nition 3 A HMSC is a tuple H = (N;�!;B; n0; F ), where N is a set of nodes, n0 isa speci�c node called the �initial node�, B is a set of bMSCs, �!� N � B �N is a set oftransitions, F is a set of accepting nodes.A HMSC de�nes a set of paths, i.e. sequences of transitions of the kind p = n0 B0�!n1 B1�! n2 : : : Bk�1�! nk from the initial node to an accepting node, that will be denoted byPH . HMSCs allow for the de�nition of in�nite behaviors composed of closed communicationpatterns. For a given path p = n0 B0�! n1 B1�! n2 : : : Bk�1�! nk, we will denote by Opthe bMSC obtained by successive concatenation of labels of p : Op = B1 � B2 � � � � Bk�1.The set of partial orders generated by a HMSC is denoted FH and is de�ned as follows:FH = fOpjp 2 PHg. However, HMSCs do not allow for the de�nition of very classicalbehaviors such as sliding windows executions. Figure 1-a shows an example of behaviorthat can not be modeled by a HMSC (for an arbitrary number of messages). This is a realdrawback for scenarios, as this kind of behavior is very usual in distributed systems. Thissliding window execution can be �nitely generated by hiding some elements of the ordersgenerated using HMSC projection [3]. Another approach has been proposed, and extendsMSCs to obtain communicating Message Sequence Charts [6].3 PHMSCs: HMSC projectionsHMSC projection were not initially designed to enhance the expressive power of HMSCs,but rather as an abstraction for veri�cation purposes [3]. However, HMSC projections areexpressive enough to design sliding windows. Consider, for example the HMSC Figure 1-b.A projection of this HMSC on instances A and B generates a set of executions similar tothe chronograms depicted in Figure 1-a).De�nition 4 A projection of a bMSC B = (E;�; A; I; �; �;m) on a set of events E0 � Eis noted �E0(B), and is the restriction of B to events of E0. �0E(B) = (E0;� \(E0 �E0); A; I; �jE0 ; �jE0 ;m \ (E0 � E0)). For a given instance i 2 I, we will often denote by�i(B) the projection of B on events located on instance i, that is �i(B) = ���1(i)(B). The
INRIA
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8 Loïc Hélouëtnotion of projection can be de�ned similarly for HMSCs, and consists in projecting the ordersgenerated on a subset of events.Let H = (N;�!;B; n0; F ) be a HMSC. Let us denote by EH the set of events that arede�ned by bMSCs of M, and let E � EH . The projection of H on E0 is noted �E0(H) andde�nes a partial order family F�E0 obtained by restriction of orders in FH to all occurrencesof events in E0.A drawback of MSC projections is that after abstraction, the notion of message, or eventtype may not be as obvious as in bMSCs. Consider, for example the HMSC of Figure 1-b. Projecting this HMSC on instances A and B produces a set of partial orders that isisomorphic to set of orders depicted Figure 1-a. However, to obtain a sliding window wheremessages of type m and n cross each other, a designer would have to specify in addition tothe initial HMSC and to the projection that the image of messagesm1 andm2 via projectionshould be renamed as m and similarly that n1 + n2 should be renamed n. This is not veryconvenient, even if feasible. Hence, PHMSCs do not preserve event names. Another problemis that pHMSCs do not preserve event types either. In a projection, a causal relation froman event to another located on a di�erent instance is not always a message. If we take asconvention that in projections, causalities from events situated on an instance i to otherevents on another instance j 6= i are messages (assuming, for example that the new messagename is the name of the �rst message leaving i that causes this causal relation), there isstill a problem : some events are at the same time emissions and receptions of messages.These events will be called �multitype events�. Consider, for example, Figure 2. bMSC Mis projected on events e; f and j. In M , event f is a message reception, but in �e;f;j(M),the type of f is not so clear, as it is a causal successor of e and a predecessor of j. Hence,the orders generated by projection cannot be considered as bMSCs anymore.
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Weakening the Weak Sequential Composition in Scenarios 9SC projections are more adapted as an heuristic to decide properties concerning the causalorders between events in a system than for modeling.4 CHMSCSCommunicating Message Sequence charts were �rst introduced by [6], and extend HMSCswith communications inherited from communicating automata. Another variant of CMSCswith di�erent message matching mechanisms was also proposed in [1].De�nition 5 A CMSC is a bMSC where m is a partial mapping, i.e some sending eventsare not mapped to a receiving event, receptions are not the image of any message emission.In addition to this, [6] and [2] require m to be FIFO, i.e. for any pair of message emissionse; f located on the same instance such that e � f , if �(m(e)) = �(m(f)) then m(e) � m(f).A CMSC is left-closed if it does not contain unmatched receptions (i.e for all e 2 ER,reception, 9e0 such that (e0; e) 2 m). A CMSC that is not left closed cannot be considered asthe execution of a communication protocol, as some message are received but never sent. Wedenote by UR(M) the set of unmatched receptions of M , by US(M) the set of unmatchedemissions of M . For a given message t 2MSG, we denote by URt(M) the set of unmatchedreceptions of messages of type t, and by USt(M) the set of unmatched emissions of a messageof type t.The sequential composition of two CMSCs C1 and C2 is slightly di�erent from that ofbMSCs: it merges orders along their common instances, but also pairs unmatched emissionsof C1 with unmatched receptions of C2.De�nition 6 The sequential composition of two CMSCs C1 = (E1;�1; A1; I1; �1; �1;m1)and C2 = (E2;�2; A2; I2; �2; �2;m2) is de�ned if and only if :� C1 is left-closed,� 8t 2Msg, jURt(C2)j � jUSt(C1)j (the number of unmatched receptions of messages oftype t is not greater than the number of unmatched sends of the same type of messagein M1),� For all e; e0 2 E2 such that (e; e0) 2 m2 and e; e0 de�ne a message of type t, jURt(C1)j =jUSt(C1)j. This requirement helps preserving the FIFO property of messages.The sequential composition is de�ned as for bMSCs, with the di�erence that it pair e-missions of C1 with receptions of C2. Let map : E1 �! E2 be the (unique) mappingthat maps the ith unmatched send event of message m with the ith unmatched receptionof the same type. Then, the sequential composition of C1 and C2 produces the cMSCC1 � C2 = (E1 ] E2;�1�2; A1 [ A2; I1 [ I2; I2; �1 [ �2; �1 [ �2;m1 ] m2 ] map), where�1�2= (�1 ] �2 ]f(e1; e2) 2 E1 �E2j�(e1) = �(e2)g ]m1 ]m2 ]mapg)�
RR n�0123456789



10 Loïc HélouëtDe�nition 7 A CHMSC is a HMSC labeled by an alphabet of CMSCs C. Similarly toHMSCs, a CHMSC C = (N;�!; C; n0; F ) de�nes a set of path PC, and to each path p =n0 C1�! n1 : : : Ck�! nk, we can associate the CMSC Cp = C1 �C2 : : : Ck obtained by sequentialcomposition. However, sequential composition is not de�ned for all paths of PC (some pathdo not generate left-closed CMSCs). We say that a CHMSC H is realizable i� 8p = n0 M0�!n1 M1�! n2 : : : nk 2 PH , 8i 2 1::k � 1, (M1 � � � � �Mi) �Mi+1 is de�ned. Realizability isdecidable in O(jI j2:jN j:j �! j) (it mainly consists in verifying that cycles in a CHMSC donot produce more receptions than emissions).A CHMSC C is sure i� all orders generated by paths of C contain only matched messages,i.e, 8p 2 PC ;8t 2 MSG; jURt(Mp)j = jUSt(Mp)j = 0. This property is also decidable inpolynomial time [2].In [3] we show that MSC projections without multitype events have the same expressivepower as sure CHMSCs. CHMSCs are very expressive, as with unmatched emissions andreceptions, they embed the expressiveness of communicating automata. However, as it oftenhappens, this power has a counterpart, and some simple problems become undecidable forCHMSCs. For example, [6] shows that showing the existence of a path p such that a messagem is sent and received in Cp is equivalent to providing a solution for Post's correspondenceproblem. Note that with HMSCs, answering such question is trivial, as messages are sent andrecived within the same bMSC. Figure 3 shows a CHMSC speci�cation for which providingan algorithmic solution to detect if message m is sent and received in a path implies analgorithmic solution to PCP for instance f(ab; abb); (bb; bba); (baa; ab)g. Clearly, this CHMSCcan not be encoded with an equivalent sure CHMSC, as several iterated cMSCs contain morereceptions than emissions.. So, embedding the expressive power of communicating automatainto a scenario language is not either a good solution, and CMSCs can be considered astoo generic. A solution is to restrict the use of CMSCs to sure CMSCs, as proposed by [2].Another possibility is to �nd a new class of scenarios based on closed patterns, that increasesthe expressive power of HMSCs, and for which most of HMSCs decidable properties remaindecidable.5 Sliding ScenariosThis section proposes a new scenario language that contains HMSCs, allows the de�nitionof sliding window-like behaviors while avoiding the expressive power of communicating au-tomata. For this, we allow some overlapping between pomsets in sequential composition.The size of the overlapped zones is de�ned by a function (called hereafter a shifter) attachedto each bMSC.De�nition 8 A shifter is a function f : I �! N that maps any instance name i 2 I to aninteger. The shifted sequential composition of two bMSCS B1 = (E1;�1; A1; I1; �1; �1;m1)and B2 = (E2;�2; A2; I2; �2; �2;m2) with a shifter f : I2 �! N is noted B1 �f B2, and isde�ned as B1 �f B2 = (E1 ] E2;��; A1 [A2; I1 [ I2; �1 ] �2; �1 ] �2;m1 ]m2), where :INRIA



Weakening the Weak Sequential Composition in Scenarios 11

E1 E2 E3

F

E’1

F’

E’3E’2E’1

P4 P5P1

m

o
n

P2

cMSC F’

P3 P4P1 P2

cMSC E1

a

b

i1

P3 P4P1 P2

cMSC E1

b

b

i2

P3 P4P1 P2

cMSC E1

i3

a

b

a

i1

i2

b

a

b

a
b

a

b
b

i3

m

P1 P5

cMSC F

P3 P4P1 P2

cMSC E’1

P3 P4P1 P2

cMSC E’2

P3 P4P1 P2

cMSC E’1

Figure 3: PCP encoded with CHMSCs
RR n�0123456789



12 Loïc Hélouët��= 0@ � 1] � 2]f(e1; e2) 2 E1 �E2j�(e1) = �(e2) = i ^ rk(e1) � rk(e2) + ]i(B1)� f(i)g]f(e2; e1) 2 E2 �E1j�(e1) = �(e2) = i ^ rk(e1) > rk(e2) + ]i(B1)� f(i)g 1A�De�nition 9 Let w = w1:w2 : : : wq and v = v1:v2 : : : vp be two words. Let k 2 N. We willdenote by headk(v) the word v1 : : : vk, by tailk(v) the word vp�k+1 : : : vp, and by vjjkw thewordv1 : : : vp�k:vp�k+1:w1: : : : vp:wp:wp+1 : : : wq. Less formally, vjjkw interlaces the k last let-ters of v with the k �rst letters of w, and leave the rest of v and w unchanged. Note thatfor two bMSCs B1 and B2, and for a shifter f , the projection �i(B1 �f B2) is equivalent to�i(B1)jjf(i)�i(B2).Figure 4 illustrates the e�ects of shifted sequential composition on the respective orderof events on a single instance i. If we compose M1 and M2 with a shifter f such thatf(i) = 3, then we obtain the sequence of events on the rightmost part of the �gure. Notethat the last 3 events of M1 and the �rst 3 events of M2 are interlaced, and not concurrent.Figure 5 shows a shifted concatenation of two bMSCs M1 and M2 with a shifter f suchthat f(A) = 2 and f(B) = 0.1234M1
abcdM2 12a3b4cd

M1�f M21234M1 �M2
abcdFigure 4: The e�ects of shifted composition on a single instanceDe�nition 10 For two bMSCs B1, B2 and a shifter f , the relation �� obtained by shiftedconcatenation M1 �f M2 is not always a partial order. We will say that a bMSC is well-formed i� �� is a partial order relation (re�exive, transitive and antisymmetric).Let us illustrate this with two examples. The previous example of Figure 5-a is well-formed. Now, let us Consider bMSCs M1 and M2 in Figure 5-b. If we compose M1 andM2 with a shifted composition �f such that f(A) = 2 and f(B) = 0, we obtain a scenariowhere message m can only be sent after reception of n, and conversely. Hence, ��f is nota partial order. Well formedness of a scenario can be detected in linear time using Tarjan'sINRIA
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14 Loïc Hélouëtalgorithm [15]. It consists in �nding strongly connected components of the graph (E;��f )that are not singletons. As for HMSCs, shifted concatenation alone is not su�cient to modelcomplex behaviors. The shifted concatenation mechanisms easily extends to HMSCs.De�nition 11 A Sliding HMSC (or SHMSC for short) is a tuple S = (N;�!;B; n0; F;S; �),where N , �!, B, n0, F have the usual meaning for HMSCS, and :� S is a set of shifters,� � : N�B �! S associates a shifter �n;B to a bMSC B in a given node n. In addition,we will suppose that for any transition n B�! n0, dom(�(n;B)) = �(B).Though this composition mechanism may seem a bit arti�cial, it does exactly what weneed : it generates families of orders that allow sliding windows-like behaviors. For example,the sliding window of Figure 1 is generated by the SHMSC of Figure 6. To provide a graphicalrepresentation of shifters, we de�ne them as a list of integers between two brackets, andsuppose that the values of shifters associated to a bMSC at a given node associates the ithvalue to the ith instance (in lexicographical order). In the example of Figure 6 for instance,�n1;M2(A) = 0 and �n2;M1(A) = 2.
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<   2         0     >Figure 6: A SHMSC generating the sliding window of Figure 1A SHMSC de�nes a set of paths PS similar to the set de�ned by a HMSC. The orderassociated to a path p = (n0; B0; n1)(n1; B1; n2) : : : (nk; Bk; nk+1) 2 PS is the order M�p =B0 ��(n1;B1) B1 ��(n2;B2) � � � ��(nk;Bk) Bk. SHMSCs can also be considered as generatorsfor partial order families. Note that similarly to Communicating Message Sequence Charts,the partial order family generated by a SHMSC does not always re�ect the structure of theautomata, as shifted concatenations that are not well-formed are not part of the generatedfamilies. This forces to de�ne properties of SHMSCs. INRIA



Weakening the Weak Sequential Composition in Scenarios 15De�nition 12 A path p 2 PS is consistent i�:i) (no self-overtaking) 8B 2 B that appears at least twice in p, 8e 2 EB and 8k 2 N, theith occurrence of e precedes the i+ kth occurrence of e in M�p ,ii) (well formedness) M�p is well-formed.A SHMSC S is consistent if and only if all path of PS are consistent.When a SHMSC satis�es i) but not ii), we will say that it is ill-formed. The family ofpartial orders generated by a SHMSC S is de�ned asFS = fM�p jp 2 P(S)^M�p consistent g.Let us prove that SHMSC consistency is a decidable property. First, we will study self-overtaking.De�nition 13 Let S = (N;�!;B; n0; F;S; �) be a SHMSC and i be an instance. Thesequences of events generated by the shifted concatenations on i are the outputs of a trans-ducer TSi that reads words in B� and outputs words in SB2BEB. It is de�ned as TSi =(Q;�in;�out; �; QF ; q0), where :� �in = B [ f�g;�out = SB2BEB [ f�g� Q � N � Si21::K�1�iout where K = maxfs(i)js 2 Sg� q0 = (n0; �); QF = F � f�g� � � Q��in ��out �Q is a set of transitions built in the following way:� (q; B; vout; q0) 2 � i� q = (n; v), q0 = (n0; v0), and 9n;B; n0 2�!, and v0 =tailk(vjj�n;B(i)�i(B)), and vout = headk�1(vjj�n;B(i)�i(B)), or� (q; �; v; q0) i� q = (n; v), (n; �; n0) 2�! and q0 = (n0; �) is a �nal state.More intuitively, the transducer associated to each instance memorizes all events thatmay be overtaken by future shifted concatenations of a bMSC (the number of overtakenevents cannot exceed K). Transitions to an accepting state �purge� the memory of thetransducer. Figure 7 shows a SHMSC S and the transducer obtained for instance A for theSHMSC S2.Let us illustrate transducer construction on the examples of Figure 8. Clearly, SHMSCS1 contains self-overtaking, as the second emission of message n overtakes the �rst emissionof n. Note that in a di�erent context a loop on bMSC M2 with the same shifter does notnecessarily produce self-overtaking (see for example SHMSC S2 in the same �gure). Thetransducers associated to sliding MSCS S1 and S2 are provided Figure 9. One can note thatfrom state (n1; !n) of TS1A , �ring transition M2=!n produces an overtaking.
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16 Loïc Hélouët
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Figure 9: transducers for SHMSCs of Figure 8
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18 Loïc HélouëtProposition 1 Let S be a sliding HMSC, and let i be an instance of S. Then, S containsself-overtaking on instance i if and only if 9q = (n;w) reachable state of the transducer TSisuch that n B�! n0 is a transition of S, �n;B(i) = x, w = v:e:v0 and �i(B) = u:e:u0 withjv0j+ juj+ 1� x < 0.For a SHMSC such that each shifter is bounded by a constant k, and such that the numberof events located on each instance of S is bounded by a constant r (i.e. 8i 2 I; j SB2BEB \��1(i)j � r), self-overtaking can be decided in time at most O(jI j� jN j� jBj� r: 1�rk1�r ). Theprojection of the shifted concatenation on an instance i can be de�ned as the output of atransducer that reads as input MSC names, and that outputs shifted sequences of events.The language of MSCs (the input of our transducer) of a SHMSC S is regular. Hence, forany instance i of a SHMSC S, the language �i(FS) is regular. This property of projectionsis important: preserving a regular language on all instance means that SHMSCs could beimplemented by simple communicating automata (when such implementation is possible).More elaborated compositions with, for example addition of a semi-commutation relationon instance projections would rapidly have lead to non-regular languages on instances. Notealso that the projection on an instance is a sequence of events. We could also have allowedsome concurrency between events of both operands. However, with this kind of composition,projection on an instance can be a partial order of unbounded width. Regularity can alsobe useful when trying to detect when a SHMSC is equivalent to a HMSC (a non-regularlanguage could rapidly have meant that this property was undecidable). So far, we haveonly proved that point i) was decidable for SHMSCs. Let us now show that there is a �nitedecision procedure for point ii).De�nition 14 Let E be a set of events, R be a binary relation on these events, and e 2 E.We will denote by #R e the set #R e = fe0 2 Eje0R�eg and by "R f the set "R e = fe0 2EjeR�e0g. Of course, when R is a partial order relation, then "R e\ #R e = ; for anyevent e 2 E. A binary relation R on EM will be called cyclic i� there exists two elementse; f 2 EM such that eR�f , e 6= f and fR�e. The transitive restriction of R is the relationR0 = f(e; e0) 2 E2jeRe0 ^ e 6= e0 ^ ∄x 2 E n fe; e0g; eRxRe0g (R0 removes from R re�exivityand transitive relations). Note that when R is cyclic, its transitive restriction is also cyclic.Detecting cycles in a relation is equivalent to building a partition of E into subset of elementsthat are connected in a graph (E;R).Proposition 2 Let S = (N;�!;B; n0; F;S; �) be a SHMSC. If for all p = n0 B1�! n1 : : : nk,path of S such that M�p is well-formed, and for all transition nk B�! nk+1 such that nk+1 iscoaccessible, M�p ��(nk;B)B is well-formed, then all paths of S generate well-formed orders.proof: Adding B to a path p such that M�p is well formed builds the well-formed orderM�p0for path p0 = n0 M1�! n1 : : : nk B�! nk+1. Hence, if for all B and all context the concatenationof B creates a well-formed order, then S does not generate ill-formed order. �.
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Weakening the Weak Sequential Composition in Scenarios 19This proposition shows that, in order to study well-formedness of a SHMSC, there is noneed to consider all paths of a SHMSC. Showing the absence of cycles after concatenationof a single bMSC at the end of any path is su�cient. Now, let us show that for a givenbMSC B, we can also work on a �nite number of �nite abstractions of the orders generatedby a SHMSC before concatenation of B. A �rst intuition is that after shifted concatenation,the only memory needed is the relative order on events in " EB\ # EB (see Figure 10).However, this ordered set of events is not always �nite.De�nition 15 Let B = (E;�; A; I; �; �) be a bMSC. Let K = (ki1 ; ki2 ; : : : kijIj) be a se-quence of integers where (i1; : : : ijIj) is the sequence of instance names in lexicographicalorder. The K-reduction of B is noted RK(B), and is the projection of B on E0 = fe 2EB j]�(e)(B)� rk(e) � k�(e)g. More intuitively, RK(B) is the projections of B on the ki lastevents of each instance. From now, for a set of instance I and a function f : I �! N, wewill denote by Kf the sequence Kf = �f(i1); : : : f(ijIj)� (Kf is the image by f of I sortedin lexicographical order).Proposition 3 Let O and B be two well-formed bMSCs. Let � be a shifter, and let K = K�be the integer sequence associated to � and IB. Any cycle in the covering relation of O��Bcontains at least one event of B and one event of RK(O).proof: The �rst point is obvious: as O is acyclic, any cycle created in the covering of theorder relation is due to the addition of order passing through at least one event of B. Notethat all immediate successors of events of B in O �� B are either events of EB , or eventssituated on the same instance. As the cycles in the covering relation pass through at leastone event of EB , there must be a pair of events e 2 EB and f 2 O such that �(e) = �(f).From the de�nition of shifted sequential composition, we know that f 2 RK(O). �This proposition is important, as it shows that to detect that adding a bMSC B to anorder O produces a well-formed order, it is su�cient to consider the projection of O �� Bon events of RK(O) and B.Proposition 4 RK(O) �� B = �ERK (O)[EB (O �� B) (composition of a bMSC B with aK-reduction is equivalent to a projection on events of B and events preserved by reduction)proof: To prove this proposition we need the following property of relations and closures.Let R1, R2 be two binary relations on a set of elements E, and let X � E. Let usdenote by IntR1;R2(x; y) the set "R1 x\ #R2 y. If 8x; y 2 X such that x:R1y and x:R2y,IntR1;R2(x; y) 6= ; implies IntR1;R2(x; y) \ X 6= ;, then �(R1 \ X2) [ (R2 \ X2)�� =(R1[R2)�\X2 (in general, this equality does not hold, as restriction to elements of X maycut a chain from an element to another that cannot be rebuilt via transitive closure). So,this property only holds when transitivity is not lost during abstraction. We can also notethat for any pair of relations R1,R2, �R1 [ R2)� = �R�1 [ R�2��.From the de�nition of projection, we know that �RK[B(O��B) = (O��B)\(RK[B)2.Using the de�nition of shifted composition, this can be rewritten asRR n�0123456789



20 Loïc Hélouët
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RK (O)�� B= �ERK(O)[EB (O �� B)O �� BFigure 10: Equivalence between K-restriction composed with a bMSC and projection withK = (2; 2; 1; 2) and ��(A;B;C;D)� = (0; 0; 0; 2).
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Weakening the Weak Sequential Composition in Scenarios 21�RK[B(O��B) = 0@ �O [ �B [f(o; b) 2 O �Bj�(o) = �(b) = i ^ rk(o) � rk(b) + ]i(O)� �(i)g[f(b; o) 2 B �Oj�(o) = �(b) = i ^ rk(o) > rk(b) + ]i(O)� �(i)g 1A�\(RK(O) [ B)2.Without loss of causality we can write that�RK[B(O��B) = 0@ �O [ �B [f(r; b) 2 RK(O)�Bj�(r) = �(b) = i ^ rk(o) � rk(b) + ]i(O)� �(i)g[f(b; r) 2 B �RK(O)j�(r) = �(b) = i ^ rk(o) > rk(b) + ]i(O) � �(i)g 1A�\(RK(O) [ B)2.Let us denote by �2 the relation�2= 0@ �B [f(o; b) 2 O �Bj�(o) = �(b) = i ^ rk(o) � rk(b) + ]i(O) � �(i)g[f(b; o) 2 B �Oj�(o) = �(b) = i ^ rk(o) > rk(b) + ]i(O) � �(i)g 1A�Then, we have �RK (O)[B(O �� B) = (�o [ �2)� \ (RK(O) [ B)2. The next stepis to show that 8x; y 2 RK(O) [ B, such that x �O y and x �2 y, Int�O ;�2(x; y) 6= ;implies Int�O ;�2(x; y) \ (RK(O) [ B) 6= ;. Let us suppose that Int�O ;�2(x; y) 6= ;, butInt�O ;�2(x; y) 6= ;\(RK(O)[B) = ;. So, in the transitive reduction of �O [ �2, any causalchain from x to y passes through at least one event of O n (RK(0) [ B). Furthermore, asx �O y, we cannot have x � z, z � x0 and x0 � y with x; x0 2 RK(O) , z 2 On (RK(O)[B).It also means that a causal chain from x to y passes through an event b 2 B. Hence, thismeans that there is a pair (o; b) or a pair (b; o) with b 2 B and o 2 O n (RK(O) [ B) in�O [ �2, which is impossible, and then leads to a contradiction.So now that we are sure that 8x; y 2 RK(O) [ B, such that x �O y and x �2 y,Int�O ;�2(x; y) 6= ; implies Int�O ;�2(x; y) \ (RK(O) [ B) 6= ;, we can write :�RK(O)[B(O��B) = ���O \(RK(O)[B)2�[ ��2 \(RK(O)[B)2��� = RK(O)��B. �Proposition 5 O �� B is well-formed if and only if �ERK (O)[EB (O �� B) is also well-formed. (projection preserves well-formedness)proof: This is a consequence of Proposition 3. As the order relation is transitive, whenevertwo events e, f appear in a cycle, then e � f and f � e, and any projection containing thesetwo events is cyclic. �Proposition 6 O��B is well-formed if and only if RK(O)��B is well-formed. (reductionpreserves well-formedness)proof: From the preceding propositions, O �� B cyclic implies that there is a cycle pass-ing through two events e 2 EB ; f 2 RK(O), and hence �RK[B(O �� B) contains a cy-cle, and so does RK(O) �� B. Conversely, when RK(O) �� B, so does �ERK (O)[EB . As�ERK (O)[EB (O �� B) � O �� B, O �� B also contains a cycle. �
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22 Loïc HélouëtProposition 7 Let O;B be two well-formed bMSCs. Let � be a shifter, and let K� be thesequence associated to � and IB . Then 8K 0 > K�, RK�(O)�� B is well-formed if and onlyif RK0(O) �� B is well-formed.proof: From proposition 6, we know that RK�(O) �� B is well formed i� O �� B is wellformed. As K 0 > K�, we have RK�(R0K(O)) = RK�(O), so RK�(O) �� B well-formed ifand only if RK�(R0K(O)) �� B is also well-formed. Hence, RK�(O) �� B i� R0K(O) �� Bwell-formed. �From these propositions, we can show that cycle creation can be studied on a �nite setof �nite approximations of all orders generated by a SHMSC. Note that the detection ofcycles in the order relation does not need to take into account the labeling of MSCs, andonly concerns the structure of the orders generated by concatenation. For this reason, wede�ne a token representation for bMSCs as follows.De�nition 16 Let B be a bMSC. The token representation of B is a partial order BT =(T;�T ) where T � N� I is a set of tokens, and �T is a partial order relation, de�ned as:� T = f(n; i) 2 N� I j9e 2 E; �(e) = i ^ n = rk(e)g� �T= ���rk(e); �(e)�; �rk(e0); �(e0)��je � e0�The token representation of a bMSC is isomorphic to (E;�). Concatenation, projections,and K-reductions are de�ned similarly for token representations and bMSCs. From now, letus denote by TI the set of all token representations of bMSCs de�ned on a given set ofinstances I . For a given sequence K = (n1; : : : njIj) of integers such that jI j = jKj, the set ofK-reductions of TI is �nite, and is denoted by T KI . So far, the size of T KI is not known, but[9] gave an upper bound Pn = O(2n24 :2n 32 :ln(n)) for the number of partial orders on a set ofelements of size n. Note however that the number of bMSC reductions must be much lower,as ordering on instances is a total order. For a SHMSC S, as we know that the number oforder reductions is �nite, we can compute a �nite unfolding of S the nodes of which are pairs(n; T ), such that n is a node of S, and T represents a �nite reduction of an order generatedso far by S.De�nition 17 Let S = (N;�!;B; n0; F;S; �) be a SHMSC. The token unfolding of S isthe SHMSC ST = (Q;�!0;B; q0; F 0;S; �0), where :� Q � N � T KmaxI , where Kmax = �max�2Sf�(i1)g; : : :max�2Sf�(ijIj)g� is the se-quence of maximal values associated by the set of shifters to each instance. Note thatwe require all states in HT to be composed of a node of N , and of a well-formedreduction.� q0 = (n0; TKmax), where TKmax is a token representation with max�2Sf�(i)g eventson each instance i 2 I, and such that 8(n; i); (m; j) 2 T with i 6= j, (n; i) � (m; j) and(m; j) � (n; i) INRIA



Weakening the Weak Sequential Composition in Scenarios 23� F 0 = f(n; T )jn 2 Fg� �0 : Q � B �! S associates a shifter �n;B to a couple (q; B) i� q = (n; T ) fr sometoken representaion T .� �!0= ��(n; T ); B; (n0; T 0)�jn B�! n0 ^ T 0 = RKmax(T ��n;B BT ) ^ T 0 well-formed 	Theorem 1 Let S be a SHMSC, and ST be its associated token unfolding. S only generateswell-formed orders i� for all (n; T ), reachable state of ST , for all B 2 B such that n B�! n0,T ��n;B B is well-formed.proof: The proof comes easily from the preceding propositions: if a state with token repre-sentation T is reachable, then there is a path p = n1 : : : nk such that T = RK(M�p )T . Thenif for some B such that there existst a transition nk B�! nk+1, T�B is not well-formed, then,for p0 = n1 : : : nk B�! nk+1, M�p0 is not well-formed. Conversely, if there is a path p that issuch that M�p not well-formed, we can split it into two parts p1, p2 such that p = p1:p2 andM�p1 is the maximal well formed order for a pre�x of p. Hence, p generates a cyclic orderrelation only after a �rst transition n B�! n0 of p2. T = RK(M�p1 is a well-formed tokenrepresentation, and there is a reachable state (n; T ) is ST . According to proposition 6, �ringtransition n B�! n0 from (n; T ) necessarily creates an ill-formed order T �B. �Detecting a cycle in a graph can be performed with a complexity that is linear in the sizeof the graph [15]. The size of each restriction is at most (jI j � k)2, and detecting a cycle in ashifted composition RK(O)��B has a maximal complexity of O�(jI j�k+jEB j)2�. Note thatwe do not have to study all preorders generated by paths of the SHMSC to detect ill-formedSHMSCs, but only the orders. For a SHMSC H which bMSCs de�ne interactions among aset of instances I , and for a given set of shifters S such that 8f 2 S; i 2 I , f(i) � k, thenumber of possible restrictions is lower than T = O(2 (jIj:k)24 :2(jIj:k) 32 :ln(jIj:k)). The numberof states in HT is at most jN j � T (we do not have to study order reductions with lessthan k events on each instance, as we can start our search from an order reduction BTcontaining k events on each instance and such that (n; i); (m; j) 2 T with i 6= j, ). We haveto study the e�ects of all transitions from each well-formed state. So, if we assume that thesize of the biggest bMSC in B is b, well formedness of H can be decided in time lower thanO�(jI j:k + b)2 � jBj �N � 2 (jIj:k)24 :2(jIj:k) 32 :ln(jIj:k)�.Theorem 2 Let S be an ill-formed SHMSC, such that all shifter are bounded by a constantk. Then, there exists a well-formed SHMSC S0 with at most O�jBj�N�2 (jIj:k)24 :2(jIj:k) 32 :ln(jIj:k)�transitions such that FS0 = FS. For any inconsistent SHMSC S, such that the number ofevents on each instance of S is lower or equal to r, there is also a consistent SHMSC S00generating FS with at most O�jBj �N � jI j � r: 1�rk1�r � 2 (jIj:k)24 :2(jIj:k) 32 :ln(jIj:k)� transitions.proof: When an order O is ill-formed, any concatenation of a bMSC to O remains ill-formed. So, we can take for S0 the SHMSC ST . ST suppresses all transitions creatingRR n�0123456789



24 Loïc Hélouëtan order that is not well-formed, the extensions of which are not contained in the pomsetfamily generated by S. Similarly, we can take for S00 the synchronous product of S0 and of allinstance transducers from which transitions generating self-overtaking have been discarded.
�6 Comparison with other languagesNote that the undecidable reachability problem of Section 4 becomes decidable for SHMSCs.Hence, SHMSCs do not contain CHMSCS, and the intersection between SHMSCs and CHM-SCs is less expressive than CHMSCs. It is also worth comparing SHMSCs with HMSCs andother partial order composition languages such as HMSC projections. HMSCs are triviallyembedded in SHMSCs, as a SHMSC equipped with a single shifter �(n;B) : I �! 0 for all2 N and all B 2 B is a HMSC.The example of Figure 11 shows that not all SHMSCs are CHMSCs. It is possible tode�ne a CHMSC that generates a family of partial orders that contains all orders generatedby S2, but not a CHMSC that de�nes the same family. This example cannot either bemodeled with a PMSC. Furthermore, we know since [3] that the class of PMSCs withoutmultitype events is contained in the class of CMSCs. Conversely, the example Figure 12shows that some CMSCS are not SHMSCs.
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26 Loïc HélouëtProposition 8 Let us denote by P;C; S, and Sure the sets of partial order families gener-ated by HMSC projections, CHMSCs, SHMSCs and Sure CHMSCs. Using the results of [3],we know that the following properties hold.i) P \ C = Sureii) 8s 2 S, 8M�p 2 Fs;M�p is sureiii) (S \ C) � Sureiv) (S \ C) � (P \ C)proof of statements i) to iv): Point i) is a result of [3]. Point ii) is true by de�nition ofSliding MSCs. Let us prove point iii). Let us consider a partial order family F generatedby a sliding MSC S and a CHMSC C. C does not contain loops labeled by a CHMSCcontaining more receptions than emissions (otherwise the family generated by C and S cannot be similar), or such loop are not co-accessible. So, for any path p of C,the numberof emissions of each message m that are not yet received in Op is bounded by a constantBm. Adding to Op more than maxfBmjm not received in Opg times a CHMSC containingunmatched receptions of some unmatched messages produces an order with more receptionsthan emissions, as these emissions will never be matched by further concatenations. Thisorder is not contained in F . Hence, when there is loop of C that contains more emissionsthan receptions it can be replaced in C by a �nite number of iterations of this loop, or it isnot coaccessible. Hence C can be rewritten in an equivalent cHMSC C 0 that is sure. Thisproves point iii). Point iv) is a consequence of i) and iii).�From these results, we can depict the relationships between languages in Figure 13.
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Figure 13: A topology of scenario languages
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Weakening the Weak Sequential Composition in Scenarios 277 ConclusionThis paper has proposed an extension of weak sequence that allows creation of slidingwindows-like behaviors from a set of closed communication patterns. We have shown thatwell-formed SHMSCs and ill-formed SHMSCs have the same expressive power. The class ofpartial order families that can be represented by SHMSC is disjoint from the class of familiesrepresented by PHMSCs and CHMSCs. An interesting question is whether the intersection ofSHMSCs and CMSCs has the same expressive power as MSC projections without multitypeevents. If the answer is yes, reusing the results of [3] would give immediately an algorithm todecide the existence of a HMSC generating the same partial order family for a given SHMSCin this intersection.Another open issue is the complexity of the algorithm for well-formedness detection.The upper bound given in this paper relies on the number of partial orders that exist ona set of n elements, which grows rapidly. However, the partial orders generated by shiftedcomposition and restriction are peculiar: they have a bounded width and events are totallyordered on instances. This could help reducing the complexity of the algorithm.References[1] B. Bollig, M. Leucker, and P. Lucas. Extending compositional message sequence graphs.In Proc of LPAR 2002, 2002.[2] B. Genest. L'odyssée des MSC graphes. PhD thesis, Université Paris 7, nov. 2004.[3] B. Genest, L. Hélouët, and A. Muscholl. High-level message sequence charts projection.In Proc. of CONCUR'03, number 2761 in LNCS, pages 311�326. Springer Verlag, Sep2003.[4] B. Genest, D. Kuske, and A. Muscholl. A kleene theorem for a class of communicatingautomata with e�ective algorithms. In Proc of DLT 2004, Eighth International Confer-ence on Developments in Language Theory, number 3340 in LNCS, pages 30�48, dec.2004.[5] Object Management Group. Uini�ed modeling language speci�cation version 2.0: Su-perstructure. Technical Report pct/03-08-02, OMG, 2003.[6] E. Gunter, A. Muscholl, and D. Peled. Compositional message sequence charts. InProc. of TACAS'01, LNCS, 2001.[7] D. Harel and W. Damm. Lscs: breathing life into message sequence charts. TechnicalReport CS98-09, Weizmann Institute, Avril 1998.[8] ITU-TS. ITU-TS Recommendation Z.120: Message Sequence Chart (MSC). ITU-TS,Geneva, September 1999.
RR n�0123456789



28 Loïc Hélouët[9] D.J Kleitman and B.L Rotschild. Asymptotic enumeration of partial orders. Transac-tions of the American Mathematical Society, (205):205�220, 1975.[10] R. Morin. Recognizable sets of message sequence charts. In STACS, pages 523�534,2002.[11] A. Muscholl and D. Peled. Message Sequence Graphs and decision problems onMazurkiewicz traces. In Proceedings of MFCS'99, LNCS 1672, 1999.[12] M. Reniers. Message Sequence Charts: Syntax and Semantics. PhD thesis, EindhovenUniversity of Technology, 1998.[13] M. Reniers and S. Mauw. High-level message sequence charts. In A. Cavalli andA. Sarma, editors, SDL97: Time for Testing - SDL, MSC and Trends, Proc. of the 8thSDL Forum, pages 291�306, Evry, France, September 1997.[14] E. Rudolph, P. Graubman, and J. Grabowski. Tutorial on message sequence charts.Computer Networks and ISDN Systems, 28:1629�1641, 1996.[15] R. Tarjan. Depth-�rst search and linear graph algorithms. SIAM Journal of Computing,1(2), 1992.

INRIA



Unité de recherche INRIA Lorraine, Technopôle de Nancy-Brabois, Campus scientifique,
615 rue du Jardin Botanique, BP 101, 54600 VILLERS LÈS NANCY

Unité de recherche INRIA Rennes, Irisa, Campus universitaire de Beaulieu, 35042 RENNES Cedex
Unité de recherche INRIA Rhône-Alpes, 655, avenue de l’Europe, 38330 MONTBONNOT ST MARTIN

Unité de recherche INRIA Rocquencourt, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex
Unité de recherche INRIA Sophia-Antipolis, 2004 route des Lucioles, BP 93, 06902 SOPHIA-ANTIPOLIS Cedex

Éditeur
INRIA, Domaine de Voluceau, Rocquencourt, BP 105, 78153 LE CHESNAY Cedex (France)http://www.inria.fr

ISSN 0249-6399


