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Technical Report

Abstract—BitTorrent is a recent, yet successful peer-to-peer their network. However, we envision at short or mid term a
protocol focused on efficient content delivery. To gain a better widespread deployment of peer-to-peer applications in enter-
understanding of the key algorithms of the protocol, we have seq Several critical applications for an enterprise require

instrumented a client and run experiments on a large number fficient file distributi tem: OS soft dat
of real torrents. Our experimental evaluation is peer oriented, 2" €Micient Tile distribution system: softwaré upaates,

instead of tracker oriented, which allows us to get detailed antivirus updates, Web site mirroring, backup system, etc.
information on all exchanged messages and protocol events.As a consequence, efficient content delivery will become an

In particular, we have explored the properties of the two jmportant requirement that will drive the design of peer-to-
key algorithms of BitTorrent: the choke and the rarest first peer applications.

algorithms. We have shown that they both perform remarkably . . .
well, but that the old version of the choke algorithm, that is still BitTorrent [9] is a new peer-to-peer application that has

widely deployed, suffers from several problems. We have also became very popular [1], [2], [7]. It is fundamentally different
explored the dynamics of a peer set that captures most of the from all previous peer-to-peer applications. Indeed, BitTorrent

torrent_vgriability and pr_ovides impprtant insights for the design  does not rely on a peer-to-peer network federating users
of realistic models of BitTorrent. Flne_llly, we have. evaluated the sharing many contents. Instead, BitTorrent creates a new peer-
protocol overhead. We have found in our experiments a small .

protocol overhead and explain under which conditions it can to-peer transfer'sesspn, C_a"ed a torrent, for each Com_em', The

increase. drawback of this design is the lack of content localization
support. The major advantage is the focus on efficient content

delivery.

|. INTRODUCTION In this paper, we perform an experimental evaluation of the

In few years, peer-to-peer applications have become amdmy algorithms of BitTorrent. Our intent is to gain a better
the most popular applications in the Internet [1], [2]. Thisinderstanding of these algorithms in a real environment, and
success comes from two major properties of these applita-understand the dynamics of peers. Specifically, we focus
tions: any client can become a server without any complex the client local vision of the torrent. We have instrumented
configuration, and any client can search and download conteatslient and run several experiments on a large number of
hosted by any other client. These applications are basedtorrents. We have chosen torrents with different characteristics,
specific peer-to-peer networks, e.g., eDonkey2K, Gnutella, aogt we do not pretend to have reach completeness. Instead,
FastTrack to name few. All these networks focus on contewe have only scratched the surface of the problem of efficient
localization. This problem has raised a lot of attention in theeer-to-peer content delivery, yet we hope to have done a step

last years [3]-[6]. toward a better understanding of efficient delivery of data in

Recent measurement studies [1], [2], [7], [8] have reportguter-to-peer.

that peer-to-peer traffic represents a significant portion of theWe took during this work several decisions that restrict the
Internet traffic ranging from 10% up to 80% of the traffic orscope of this study. We have chosen to focus on the behavior
backbone links depending on the measurement methodolajy single client in a real torrent. While it may be argued that a
and on their geographic localization. To the best of oudarger number of peers instrumented would have given a better
knowledge, all measurements studies on peer-to-peer traffitderstanding of the torrents, we took the decision to be as
consider traces from backbone links. However, it is likelynobtrusive as possible. Increasing the number of instrumented
that peer-to-peer traffic represents only a small fraction of tleents would have required to either control those clients
traffic on enterprises networks. The main reason is the lackrselves, or to ask some peers to use our instrumented client.
of legal contents to share and the lack of applications in &m both cases, the choice of the instrumented peer set would
enterprise context. This is why network administrators filtdrave been biased, and the behavior of the torrent impacted.
out the peer-to-peer ports in order to prevent such traffic @n the contrary, our decision was to understand how a new
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peer (our instrumented peer) joining a real torrent will behavEor the sake of clarity, we define in this section the terms used
A second decision was to evaluate only real torrents. throughout this paper.

such a context it is not possible to reproduce an experimentFiles transfered using BitTorrent are splitgireces and each

and thus to gain statistical information. However, studyingiece is split inblocks Blocks are the transmission unit on the

the dynamic of the protocol is as important as studying itseetwork, but the protocol only accounts for transfered pieces.

statistical properties. Also, as we considered a large numlberparticular, partially received pieces cannot be served by a

of torrents and observed a consistent behavior on these foeer, only complete pieces can.

rents, we believe our observations to be representative of thécach peer maintains a list of other peers it can potentially

BitTorrent protocol. send pieces to. We call this list tipeer set This notion of
Finally, we decided to present an extensive trace analygiser set is also known as neighbor set. We btadhl peer

rather than a discussion on the possible optimizations of tthe peer with the instrumented BitTorrent client, aedote

protocol. Studying how the various parameters of BitTorrepeers the peers that are in the peer set of the local peer.

can be adjusted to improve the overall efficiency, and propos-We say that peed is interestedn peerB when peerB has

ing improvements to the protocol only makes sense if deficiepieces that peerd does not have. Conversely, pedris not

cies of the protocol or significant room for improvements araterestedin peer B when peerB has a subset of the pieces

identified. We decided in this study to make the step beforaf, peer A. We say that peerl chokespeer B when peerA

i.e., to explore how BitTorrent is behaving on real torrentgannot send data to peBr. Conversely, peeA unchokegpeer

We found in particular that the last piece problem, which i8 when peerA can send data to peés.

one of the most studied problem with proposed improvementsA peer can only send data to a subset of its peer set. We call

of BitTorrent is in fact a marginal problem that cannot béhis subset thactive peer setfThe choke algorithm (described

observed in our torrent set. It appears to us that this studyinissection 11-C.1) is in charge of determining the peers being

a mandatory step toward improvements of the protocol, apdrt of the active peer set, i.e., which remote peers will be

that it is beyond the scope of our study to make an additiondioked and unchoked. Only peers that are unchoked by the

improvement step. local peer and interested in the local peer are part of the active
To the best of our knowledge this study is the first ongeer set.

to offer an experimental evaluation of the key algorithms of A peer has two states: tHeecher statewhen it is down-

BitTorrent on real torrents. In this paper, we provide a sketdbading a content, but does not have yet all pieces;sted

of answer to the following questions: statewhen the peer has all the pieces of the content. For short,

« Does the algorithm used to balance upload and downlo#§ can say that a peer isleecherwhen it is in leecher state
rate at a small time scale (called the choke algorithm, sBBd aseedwhen it is in seed state.
section 11-C.1) provide a reasonable reciprocation at the
scale of a download? How does this algorithm behayg BitTorrent Overview
with free riders? What is the behavior of the algorithm _. . L .
BitTorrent is a P2P application that capitalizes on the

when the peer is both a source and a receiver (i.e., a dwidth of to efficient licat tent |
leecher), and when the peer is a source only (i.e., aseeg Hawl of peers 1o efliciently replicate contents on farge

« Does the content pieces selection algorithm (called rar&St> of PEers. A speC|f|C|ty. of BitTorrent is th? notion of
yrrent, which defines a session of transfer of a single content

first algorithm, see section 11-C.2) provide a good entro o .
9 )P g p% a set of peers. Each torrent is independent. In particular,

of the pieces in the torrent? Does this algorithm solve t : . . .
last pieces problem? ere is no reward or penalty to participate in a given torrent

. How does the set of neighbors of a peer (called a pet&join a new one. A torrent is alive as long as there is at least
set) evolve with time? What is the dynamics of the set &€ seed in the torrent. Peers involved in a torrent cooperate to

peers actively transmitting data (called active peer Set)r,gsphcate the file among each other usswarmingtechniques.

. What is the protocol overhead? In particular, the file is split in pieces of typically 256 kB, and

, , each piece is split in blocks of 16 kB. Other piece sizes are
We present the terminology used throughout this paper fssiple.

section II-A. Then, we give a short overview of the BitTorrent 5 |,qer joins an existing torrent by downloading.@r-

protocol in section 1I-B, and we give a detailed descriptiop, fije usually from a Web server, which contains meta-

of its key algorithms in section II-C. We present our €Xg¢qrmation on the file to be downloaded, e.g., the number

perimentation methodology in section 1ll, and our detailegf pieces and the SHA-1 hash values of each piece, and the
results in section 1V. Related work is discussed in section Yo 4qdress of the so-calld@tacker of the torrent. The tracker
We conclude the paper with a discussion of the results ji0iyhe oniy centralized component of BitTorrent, but it is not

section V1. involved in the actual distribution of the file. It only keeps
track of the peers currently involved in the torrent and collects
Il. BACKGROUND statistics on the torrent.
When joining a torrent, a new peer asks to the tracker
a list of IP addresses of peers to connect to and cooperate
The terminology used in the peer-to-peer community amith, typically 50 peers chosen at random in the list of
in particular in the BitTorrent community is not standardizegheers currently involved in the torrent. This set of peers

t

A. Terminology
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forms the peer set of the new peer. This peer set will be2) The algorithm orders peers that are interested and have
augmented by peers connecting directly to this new peer. sent at least one block in the last 30 seconds according
Such peers are aware of the new peer by receiving its IP to their download rate (to the local peer). A peer
address after a request to the tracker. Each peer reports its that has not sent any block in the last 30 seconds is
state to the tracker every 30 minutes in steady-state regime, calledsnubbedSnubbed peers are excluded in order to
or when disconnecting from the torrent, indicating each time  guarantee that only active peers are unchoked.

the amount of bytes it has uploaded and downloaded since i3) The three fastest peers are unchoked.

joined the torrent. A torrent can thus be viewed as a collection4) If the planned optimistic unchoked peer is not part of
of interconnected peer sets. If ever the number of peers in the the three fastest peers, it is unchoked and the round is
peer set of the new peer falls below a predefined threshold completed.

(typically 20 peers), this peer will contact the tracker again 5) If the planned optimistic unchoked peer is part of the
to obtain a new list of IP addresses of peers. By default, the three fastest peers, another planned optimistic unchoked
maximum peer set size is 80. Moreover, a peer should not peer is chosen at random.

exceed a threshold of 40 initiated connections among the 80 a) If this peer is interested, it is unchoked and the

at each time. As a consequence, the 40 remaining connections round is completed.
should be initiated by remote peers. This policy guarantees a b) If this peer is not interested, it is unchoked and a
good interconnection among the peer sets in the torrent and new planned optimistic unchoked peer is chosen at
avoid the creation of cliques. o random. Step 5a is repeated with the new planned
Each peer knows which pieces each peer in its peer set optimistic unchoked peer. As a consequence, more
has. The consistency of this information is guaranteed by than 4 peers can be unchoked by the algorithm.
the eXChange of messages described in section IV-D. The However' 0n|y 4 interested peers can be unchoked
exchange of pieces among peers is governed by two core in the same round. Unchokinpt interestecheers
algorithms: the choke and the rarest first algorithms. Those allows to recompute the active peer set as soon as
algorithms are further detailed in section II-C. one of such an unchoked peer becomes interested.

Indeed, the choke algorithm is called each time an
unchoked peer becomes interested.

In the following, we call the three peers unchoked in step 3
We focus here on the two most important algorithms @he regular unchoked (RU) peers, and the planned optimistic
BitTorrent: the choke algorithm and the rarest first piecgnchoked peer unchoked in step 4 or step 5a the optimistic
selection algorithm. We will not give all the details of thesgnchoked (OU) peer. The 0pt|m|st|c unchoke peer selection
algorithms, but we will explain the main ideas behind thempas two purposes. It allows to evaluate the download capacity
1) Choke Algorithm:The choke algorithm was introducedof new peers in the peer set, and it allows to bootstrap new
to guarantee a reasonable level of upload and downloggers that do not have any piece to share by giving them their
reciprocation. As a consequence, free riders, i.e., peers theft piece.
never upload, should be penalized. The choke algorithm makesn previous versions of the BitTorrent protocol, the choke
an important distinction between the leecher state and the Sﬁﬁjbrithm was the same in leecher state and in seed state
state. This distinction is very recent in the BitTorrent protoc%lxcept that in seed state the ordering performed in step 2 was
and appeared in version 4.0.0 of thmainlineclient [10]. We pased on upload rates (from the local peer). The current choke
are not aware of a documentation of this new algorithm arRglyorithm in seed state is somewhat different. The algorithm
of an implementation of it apart from thmainline client. s called every ten seconds, and each time a peer leaves the
In the following, we describe the algorithm with the defaU'Eeer set, or each time an unchoked peer becomes interested or
parameters. By changing the default parameters it is possiQl& interested. Each time the choke algorithm is called, we say
to increase the size of the active peer set and the numberQft a new round starts, and the following steps are executed.
optimistic unchokes. Only the peers that are unchoked and interested are considered
In this section, interested always means interested in tigthe following.
l[;)eC:I’I. peer, and choked always means choked by the Iremou:fl) The algorithm orders the peers according to the time
When in leecher state, the choke algorithm is called every
ten seconds and each time a peer leaves the peer set, or each
time an unchoked peer becomes interested or not interested.
As a consequence, the choke period can be much shorter than
10 seconds. Each time the choke algorithm is called, we say
that a new round starts, and the following steps are executed2

C. BitTorrent Algorithms Description

they were last unchoked (most recently unchoked peers
first) for all the peers that were unchoked recently (less
than 20 seconds ago) or that have pending requests for
blocks. The upload rate is then used to decide between
peers with the same last unchoked time, giving priority
to the highest upload.
) The algorithm orders the other peers according to their
1) At the beginning of every three rounds, i.e., every 30  ypload rate, giving priority to the highest upload, and
seconds, the algorithm chooses one peer at random that puyts them after the peers ordered in step 1.
is choked and interested. We call this peer the planned3) puring two rounds out of three, the algorithm keeps
optimistic unchoked peer. unchoked the first 3 peers, and unchokes another inter-
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ested peer selected at random. For the third round, thet received to all peers in its peer set. Each time a block is
algorithm keeps unchoked the first four peers. received, it cancels the request for the received block to all
In the following, we call the three or four peers that arpeers in its peer set. As a peer has a small buffer of pending
kept unchoked in step 3 the seed kept unchoked (SKU) pedggjuests, all blocks are effectively requested close to the end
and the unchoked peer selected at random the seed ran@drthe download. Therefore, thend game modés used at
unchoked (SRU) peer. Step 1 is the key of the new algorithitde very end of the download, thus it has little impact on the
in seed state. Peers are no more ordered according to tigrall performance (see section IV-B.2).
upload rate from the local peer, but using the time of their
last unchoke. As a consequence, the peers in the active peer [1l. EXPERIMENTATION METHODOLOGY
set are changed frequently. A. Choice of the BitTorrent client

The previous version of the algorithm, unlike the new one, . . . ) .
favors peers with a high download rate. This has a majorSeveraI BitTorrent clients are available. The first BitTorrent

drawback: a single peer can monopolize all the resourcesCfNt has been developed by Bram Cohen, the inventor of the
a seed, provided it has the highest download capacity. TIREOtocol. This client is open source and is calfedinline As
drawback can adversely impact a torrent. A free rider pegﬂere is no well mamtamejd.and .oﬁ‘lm.al speglflcatlon of the
i.e., a peer that does not contribute anything, can get a hiBHTorrent protocol_, themainline client is considered as the
download rate without contributing anything. This is not geference of the_ BitTorrent protocol. It should be not_ed that,
problem in a large torrent. But in small torrents, where theMP t0 now, each improvement of Bram Cohen to the BitTorrent
are only few seeds, a free rider can monopolize one or Bfiotocol was replicated to all the other clients.

the seeds and slow down the whole torrent by preventing the!N€ other clients differ from thenainline client on two
propagation of rare pieces that only seeds have. In the cRS¥tS. First, themainline client has a rudimentary user
the torrent is just starting, the free rider can even lock tH@terface. Other clients have a more sophisticated interface
seed and significantly delay the startup of the torrent. THdth @ nice look and feel, realtime statistics, many configu-
drawback can even be exploited by an attacker to stop a nE}On options, etc. Second, as tminline client defines the
torrent, by requesting continuously the same content. BitTorrent protocaol, it is de facto a reference implementation

We will show in section IV how the new algorithm avoids°f the BitTorrent protocol. Other clients offer experimental
such a drawback. extensions to the protocol.

2) Rarest First: The rarest first algorithm is very simple. AS our intent is an evaluation of the strict BitTorrent
The local peer maintains the number of copies in its peer $§ptocol, we have decided to restrict ourselves tortianline
of each content piece. It uses this information to define a rar€gnt. We instrumented version 4.0.2 of theainline client
pieces set. Letr be the number of copies of the rarest piecééleased at the end of May 2005 . S
then the ID of all the pieces with: copies in the peer set are We also considered thézureusclient. This client is the
added to the rarest pieces set. The rarest pieces set is upd&@dt downloaded BitTorrent client at SourceForge[11] with

peer set of the local peer. lot of experimental features and we will discuss one of them

If the local peer has downloaded strictly less than 4 piecd8, section IV-B.3.
it chooses the next piece to request at random. This is called
the random first policy Once it has downloaded at least 43. Experimentations

pieces, it chooses the next piece to download at random in th%e performed a complete instrumentation of thainline

rarest pieces set. BitTorrent also usestict priority policy, client. The instrumentation comprises: a log of each BitTorrent

which is at the block level. When at least one block Ofa.pie(fﬁessage sent or received with the detailed content of the
has been requested, the other blocks of the same piece are

ted with the highest oriorit & sage (except the payload for the PIECE message), a
requested wi € highest prionty. . log of each state change in the choke algorithm, a log of
The aim of the random first policy is o permit a peer t e rate estimation used by the choke algorithm, a log of

download its first pieces faster than with a the rarest ﬁr%portant events (end game mode, seed state), some general
policy, as it is important to have some pieces to reciproceﬂg\aformations ’ ’

for the choke algorithm. Indeed, a piece chosen at randomA" our experimentations were performed with the default

is likely to be more replicated than the rarest pieces, thus Arameters of thenainlineclient. It is outside of the scope of

do_wr_lload time will be in mean faster. The am of the stri is study to evaluate the impact of each BitTorrent parameters
priority policy is to complete the download of a piece as fast YRriation. The main default parameters are: the maximum
possible. As only complete pieces can be sent, it is import

L : . . Emgload rate (default to 20 kB/s), the minimum number of peers
to minimize the number of partially received pieces. Howeve

) . . : V&h the peer set before requesting more peers to the tracker
we will see in section IV-B.2 that some pieces take a long time P g g P
to be downloaded entirely. 1Another branch of development called 4.1.x was released in parallel. It

A last policy, not directly related to the rarest first algorithmgoes not implement any new functionality to the core protocol, but enables

is the end game mod§9]. This mode starts once a peer had new tracker-less functionality. As the evaluation of the tracker functionality
’ outside the scope of this study we focused on version 4.0.2.

. . W&;
requested all blocks, i.e., blocks are either requested or alreatne mainiine client is the second most downloaded BitTorrent client at
received. During this mode, the peer requests all blocks reafurceForge with more than 42 million downloads
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(default to 20), the maximum number of connections the local

peer can initiate (default to 40), the maximum number peers

TABLE |

TORRENTS CHARACTERISTICS

in the peer set (default to 80), the number of peers in th

active peer set including the optimistic unchoke (default to 4), Torreft D _# Ofsieeds # of Lfse chers Torremfo'ée (MB)
the block size (default t@'* Bytes), the number of pieces 2 1 40 800
downloaded before switching from random to rarest piece 3 1 2 580
selection (default to 4). g iég 159 420

In our experiments, we uniquely identify a peer by its IP 5 102 3472 500
address and peer ID. The peer ID is a string composed of the 7 9 30 350
client ID and a randomly generated string. This random string 8 1 29 350
is regenerated each time the client is restarted. The client ID i$ 190 122%2 7108502 21gc?o
a string composed of the client name and version number, e.g, 11 1 130 820
M4-0-2 for themainlineclient in version 4.0.2. We are aware 12 30 230 820

of around 20 different BitTorrent clients, each client existing

in several different versions. When in a given experiment, we

see several peer IDs on the same IP addyess compare the 1
client ID of the different peer IDs. In case the client ID is
the same for all the peer IDs on a same |IP address, we deem
that this is the same peer. The pair (IP, client ID) does not
guarantee that each peer can be uniquely identified, because
several peers beyond a NAT can use the same client in the
same version. However, considering the large number of client
IDs, it is common in our experiments to observe 15 different
client IDs, the probability of collision is reasonably low for
our purposes. Unlike what was reported by Bhagwan et al.
[12], we did not see any problem of peer identification due to 0
NATs. In fact, BitTorrent has an option, activated by default,

to prevent accepting multiple incoming connections from thgy 1. cDF of the number of bytes uploaded to each remote peer when the
same IP address. The idea is to prevent peers to increase their peer is in leecher state.

share of the torrent, by opening multiple clients from the same

machine.

We did all our experimentations from a machine connectgdesent the results for each experiment. Instead, we illustrate
to a high speed backbone. However, the upload capacity€gch important result with a figure representing the behavior
limited by default by the client to 20 kB/s. There is no limitof a representative torrent, and we discuss the differences of
to the download capacity. We obtained effective maximutehavior for the other torrents.
download speed ranging from 20 kB/s up to 1500 kB/s
depending on the experiments.

The experimental evaluation of the BitTorrent protocol is .
complex. Each experiment in not reproducible as it heavify: Coke Algorithm
depends on the behavior of peers, the number of seeds anth the following figures, the legendll represents the
leechers in the torrent, and the subset of peers randomlypulation of all peers that were in the peer set during the
returned by the tracker. However, by considering a largxperiment, i.e., all the leechers and all the seeds. The legend
variety of torrents and by having a precise instrumentation, we seedrepresents the population of all peers that were in the
were able to identify fundamental behaviors of the BitTorrenteer set in the experiment, but that were not initial seed, i.e.,
protocol. seed the first time they joined the peer set. In particular, the

We ran between 1 and 3 experiments on 12 differenb seedpeers can become seed during the experiment after
torrents. Each experiment lasted for 8 hours in order to matteey first join the peer set of the local peer.
sure that each client became a seed and to have a representatiVe all population gives a global view over all peers,
trace in seed state. but does not allow to make a distinction between seeds and

We give the characteristic of each torrent in Table |. Thieechers. However, it is important to identify the seeds among
number of seeds and leechers is given at the beginning of the set of peers that do not receive anything from the local peer,
experiment. Therefore, these numbers can be much differenbatause by definition seeds cannot receive any piece. To make
the end of the experiment. Whereas these torrents have vitig distinction, theno seedpopulation that does not contain
different characteristics, we found surprisingly a very stabt&e initial seeds is presented along with tik population in
behavior of the protocol. Due to space limitations we cannfifjures.
tsAII the figures in this section are given for torrent 7. The

| peer spent 562 minutes in the torrent. It stayed 228
minutes in leecher state and 334 minutes in seed state.

Bytes Uploaded to Each Remote Peer, LS

—All
---No Seed

10 20 30 40 50 60
MBytes

IV. EXPERIMENTATION RESULTS

SBetween 0% to 16% of the IP addresses, depending on the experime

are associated in our traces to more than one peer ID, the mean is aro
7%.
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Bytes Uploaded to Each Remote Peer, LS Cumulative Interested Time of Remote Peers, LS
60 i ; : 14000 : . :
— All
50k —o No Seed| | 12000¢
a0t 10000¢
8 @ 8000F ]
& 30 GE-’
= £ 6000 1
20 1
4000f 1
10r 1
2000r 1
0 T T@T??’ 2, ‘?TL? Tm Fote, aled T@ 3, ‘ ‘ { ’ ‘ ‘ M ‘
0 20 40 60 80 0 L 1
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Fig. 2. Aggregate amount of bytes uploaded to each remote peer when

29 Igf'gf 4. Cumulative interested time of the remote peers in the pieces of the
local peer is in leecher state.

local peer, when the local peer is in leecher state.

Unchokes in Leecher State
1200 . : ,

n IRU cannot receive any bytes from the local peer in leecher state.
,, 1000 LB These peers are the peers with ID 62 to 79 in Fig. 2 and Fig. 3.
2 800/ . | Finally, only three peers (peers with ID 29, 59, and 61) were
S discovered before the seed state and were not seed, but did
?5 600F ] not receive any byte from the local peer. Fig. 4 shows the
B cumulative interested time of the remote peers in the pieces
E 400 1 of the local peer, when the local peer is in leecher state. Peers
Z 00 with ID 29 and 61 were interested in the local peer, i.e., had
e I a chance to be unchoked by the local peer, respectively 9
% 20 40 50 80 seconds and 120 seconds. They were never unchoked due to a
Peer ID too short interested time. The peer with ID 59 was interested
Fig. 3.  Number of times each peer is unchoked when the local peer |s§r9t?rssgoﬂiivlgvtgf lt?fs"il peer and were ?pt|m|st|call3; unChSIkei
the leecher state. . , peer never sent a request for a bloc

to the local peer. This is probably due to an overloaded or
misbehaving peer. Faall peers®+2+2 ~ 42% of the peers

1) Leecher StateFig. 1 represents the CDF of the numbe@nd for theno seedpeers %2 ~ 31% of the peers did not
of bytes uploaded to each remote peer, when the local pé&geive anything, which matches what we see in Fig. 1.
is in leecher state. The solid line represents the CDFafor  In summary, few peers receive most of the bytes, most of
peers and the dashed line represents the CDF for alhthethe peers receive few bytes. The peers that do not receive
seedpeers. Fig. 2 represents the aggregate amount of by&ything are either initial seeds, or not interested enough in
uploaded to each remote peer, when the local peer is in leectner pieces of the local peer. This result is a direct consequence
state. Fig. 3 shows the number of times each peer is unchokédhe choke algorithm in leecher state. We see in Fig. 3 that
either as regular unchoke (RU) or as optimistic unchoke (OUost of the peers are optimistically unchoked, and few peers
Peer IDs for Fig. 2 and Fig. 3 are ordered according to the tirage regularly unchoked a lot of time. The peers that are not
the peer is discovered by the local peer, first discovered pegchoked at all are either initial seeds, or peers that do not
with the lowest ID. All peers IDs for the entire experimenstay in the peer set long enough to be optimistically unchoked,
are given. or peers that are no interested in the pieces of the local peer.

We see in Fig. 1 that most of the peers receive few byteifter 600 seconds of experiment and up to the end of the
and few peers receive most of the bytes. There are 42&fl of leecher state, a minimum of 18 and a maximum of 28 peers
peers and 31% of thao seedpeers that do not receive anyare interested in the local peer. In leecher state, the local peer
byte from the local peer. We see in Fig. 2 that the popu|ati¢ﬁinterested to a minimum of 19 and a maximum of 37 remote
size ofall peers is 79, i.e., there are 79 peers seen by the lobgers. Therefore, the result is not biased due to a lack of peers,
peer during the entire experiment. The population size of thé to a lack of interest.
no seedpeers is 67, i.e., there are 12 initial seeds indlle = The observed behavior of the choke algorithm in leecher
peers population. These initial seeds are identified as a cretae is the exact expected behavior. The optimistic unchoke
without a circle around in Fig. 2. gives a chance to all peers, and the regular unchoke keeps

We say that the local peer discovers a remote peer whenchoked the remote peers from which the local peer gets the
this remote peer enters for the first time the peer set. All tiéghest download rate.
initial seeds were discovered by the local peer before the seedecause the choke algorithm takes its decisions based on the
state, but 18 other peers were discovered after the seed stateent download rate of the remote peers, it does not achieve
for both theall andno seedbopulations. Thus, these 18 peera perfect reciprocation of the amount of bytes downloaded
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and uploaded. Fig. 5 shows the relation between the amosgatonds (228 minutes), i.e., when the peer is in leecher state,
of bytes downloaded from leechers (top subplot), the amouand with another slope from 13,680 seconds up to the end
of bytes uploaded (middle subplot), and the time each peeroisthe experiment, i.e., when the local peer is in seed state.
unchoked (bottom subplot). Peers are ordered according to T change in the slope is due to seeds leaving the peer set
amount of bytes downloaded, the same order is kept for tidaen the local peer becomes a seed. Indeed, when a leecher
two other subplots. We see that the peers from which the lodsicomes a seed, it removes from its peer set all the seeds.
peer downloads the most are also the peers the most frequefittg time spent in the peer set in seed state follows a uniform
unchoked and the peers that receive the most uploaded bytisiribution as the shape of the CDF is linear. Therefore, the
Even if the reciprocation is not strict, the correlation is quitsumber of bytes uploaded to each remote peer shall follow
remarkable. the same distribution, which is confirmed by Fig. 6.

We observed a similar behavior of the choke algorithm in The uniform distribution of the time spent in the peer set
leecher state for all the experiments we performed. is not a constant in our experiments. For some experiments,

2) Seed StateFig. 6 represents the CDF of the numbethe CDF of the time spent in the peer set is more concave,
of bytes uploaded to each remote peer, when the local péwticating that some peers spend a longer time in the peer set,
is in seed state. The solid line represents the CDFalbr whereas most of the peers spend a shorter time compared to a
peers and the dashed line represents the CDF for alhthe uniform distribution. However, we observe the same behavior
seedpeers. We see that the shape of the curve significan@f the choke algorithm in seed state for all experiments. In
differs from the shape of the curve in Fig. 1. The amount ¢farticular, the shape of the CDF of the number of bytes
bytes uploaded to each peer is uniformly distributed amongloaded to each remote peer closely match the shape of the
the peers. This uniform distribution is a direct consequence @PF of the time spent in the peer set when the local peer is
time spent by each peer in the peer set. The choke algoritiinseed state. Therefore, the service time given by the choke
gives roughly to each peer the same service time. Howevelgorithm in seed state depends linearly on the time spent in
when a peer leaves the peer set, it receives a shorter sertfigepeer set.
time than a peer that stays longer. Fig. 7 shows the CDF of theFig. 8 shows the number of time each peer is unchoked
time spent in the peer set. We observe that the curve candikher as seed random unchoke (SRU) or as seed keep unchoke
linearly approximated with a given slope between 0 and 13,688KU). We see that the number of unchokes is well balanced
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among the peers in the peer set. SRUs account for a smalB) Summary of the Results on the Choke Algoritirhe
part of the total number of unchokes. Indeed, this type ohoke algorithm is at the core of the BitTorrent protocol. Its
unchoke is only intended to give a chance to a new peeritopact on the efficiency of the protocol is hard to understand,
enter the active peer set. Then this peer remains a few rouadsit depends on many dynamic factors that are unknown:
in the active peer set as SKU. The peer leaves the active psanote peers download capacity, dynamics of the peers in
set when four new peers are unchoked as SRU more recetitly peer set, interested and interesting state of the peers,
than itself. It can also prematurely leave the active peer sethiottlenecks in the network, etc. For this reason, it hard to
case it does not download anything during a round. state, without doing a real experiment, that the short time
We see that with the new choke algorithm in seed stateseale reciprocation of the choke algorithm can lead to a
peer with a high download capacity can no more lock a seedasonable reciprocation in a time scale spanning the whole
This is a significant improvement of the algorithm. Howevetprrent experiment.
as only themainlineclient implements this new algorithm, itis We found that in leecher state: i)All leechers get a chance
not yet possible to evaluate its impact on the overall efficienty join the active peer set; ii)Only a few leechers remain a
of the protocol on real torrents. significant amount of time in the active peer set; iii)For those
We will now discuss the impact of the choke algorithm imeechers, there is a good reciprocation between the amount of
seed state on a torrent. A peer can download from leechesges uploaded and downloaded.
and from seeds, but the choke algorithm cannot reciprocatene found that in seed state: i)All leechers get an equal
to seeds, as seeds are never interested. As a consequenchasmce to stay in the active peer set; ii) The amount of data
peer downloading most of its data from seeds will correctlyploaded to a leecher is proportional to the time the leecher
reciprocate to the leechers it downloads from, but its cont§pent in the peer set; iii) The new choke algorithm performs
bution to the torrent in leecher state will be lower than in thieetter than the old one. In particular it is robust to free riders,
case it is served by leechers only. Indeed, when the local peed favors a better reciprocation.
has a high download capacity and it downloads most of its One fundamental requirement of the choke algorithm is that
data from seeds, this capacity is only used to favor itself (highcan always find interesting peers and peers that are inter-
download rate) and not to contribute to the torrent (low uploaskted. A second requirement is that the set of peers interesting
time) in leecher state. Without such seeds, the download timed the set of peers interested is quite stable, at a time scale
would have been longer, thus a longer upload time, whithrger than a choke algorithm round. If these requirements are
means a higher contribution to the torrent in leecher statsot fulfilled, we cannot make any assumption on the outcome
Moreover, as explained in section 1I-C.1, when the local peef the choke algorithm. For this reason, a second algorithm is
has a high download capacity, it can attract and monopolizénacharge to guarantee that both requirements are fulfilled: the
seed implementing the old choke algorithm in seed state. rarest first algorithm.
In our experiments we found several times a large amount of
data downloaded from seeds for torrents with a lot of leechers i .
and few seeds. For instance, for an experiment on torrenteéz, Rarest First Algorithm
the local peer downloaded more than 400 MB from a single The rarest first algorithm target is to maximize the entropy
seed for a total content size of 820 MB. The seed was usinfythe pieces in the torrent, i.e., the diversity of the pieces
a client with the old choke algorithm in seed state. For feamong peers. In particular, it should prevent pieces to become
experiments, we found a large amount of bytes downloadegte pieces, i.e., pieces with only one copy, or significantly
from seeds with a version of the BitTorrent client with théess copies than the mean number of copies. A high entropy
new choke algorithmngainlineclient 4.0.0 and higher). Theseis fundamental to the correct behavior of the choke algorithm
experiments were launched on torrents with a higher numidét.
of seeds than leechers, e.g., torrent 1 or torrent 10. In suchlhe rarest first algorithm should also prevent the last pieces
cases, the seeds have few leechers to serve, thus the new choilelem, in conjunction with the end game mode. We say that
algorithm does not have enough leechers in the peer setthere is a last pieces problem when the download speed suffers
perform a noticeable load balancing. That explains the largesignificant slow down for the last pieces.
amount of bytes downloaded from seeds even with the newl) Rarest Piece Avoidancerhe following figures are the
choke algorithm. results of an experiment on torrent 7. The content distributed
For one experiment on torrent 5, the local peer downloadadthis torrent is split in 1395 pieces.
exclusively from seeds. This torrent has a lot of seeds andFig. 9 represents the evolution of the number of copies of
few leechers. The peer set of the local peer did not contgieces in the peer set with time. The dotted line represents
any leecher. Even if in such a case, the local peer cantioé number of copies of the most replicated piece in the
contribute, as there is no leecher in its peer set, it can adverseder set at each instant. The solid line represents the average
monopolize the seeds implementing the old choke algorithmumber of copies over all the pieces in the peer set at each
in seed state. instant. The dashed line represents the number of copies of
In summary, the choke algorithm in seed state is as irthe least replicated piece in the peer set at each instant. The
portant as in leecher state to guarantee a good reciprocatimost and least replicated pieces change over time. Despite
The new choke algorithm is more robust to free riders and & very dynamic environment, the mean number of copies
misbehaviors than the old one. is well bounded by the number of copies of the most and
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Fig. 9. Evolution of the number of copies of pieces in the peer set.
Fig. 11. Evolution of the number of rarest pieces in the peer set.
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torrent 11.

least replicated pieces. In particular, the number of copies of
the least replicated piece remains close to the average. PR@sistent drop of the number of rarest pieces in Fig.11.
decrease in the number of copies 13680 seconds (228 minuted)e observed the same behavior for almost all our ex-
after the beginning of the experiment corresponds to the logariments. However, for a few experiments, we encountered
peer switching to seed state. Indeed, when a peer becomesgods with some pieces missing in the peer set. To illustrate
seed, it closes its connections to all the seeds, following thds case, we now focus on results of an experiment performed
BitTorrent protocol. on torrent 11. The file distributed in this torrent is split in
The evolution of the number of copies closely follows thd657 pieces. We run this experiment during 32828 seconds.
evolution of the peer set size as shown in Fig. 10. This isAt the beginning of the experiment there were 1 seed and
hint toward the independence between the number of cople30 leechers in the torrent. After 28081 seconds, we probed
in the peer set and the identity of the peers in the set. Inde#tt tracker for statistics and found 1 seed and 243 leechers.
with a high entropy, any subset of peers shall have the safier 32749 seconds we found 16 seeds and 222 leechers in
statistical properties, e.g., the same mean number of copiethie torrent. As a consequence, this torrent had only one seed
We see in Fig. 9 that even if the min curve closely follow#or the duration of most of our experiment. Moreover, in the
the mean, it does not significantly get closer. However, tieer set of the local peer, there was no seed in the intervals
rarest first algorithm does a very good job at increasing tfi¢,.2594] seconds and [13783,32448] seconds.
number of copies of the rarest pieces. To support this claimFig. 12 represents the evolution of the number of copies of
we have plotted over time the number of rarest pieces, i.pieces in the peer set with time. We see some major differences
the set size of the pieces that are equally rarest. Fig. 11 shaesnpared to Fig. 9. First, the number of copies of the least
this curve. We have removed from the data the first secondplicated piece is often equal to zero. This means that some
as when the first peer joins the peer set and it is not a sepitices are missing in the peer set. Second, the mean number
the number of rarest pieces can reach high values. of copies is significantly lower than the number of copies of
We see in this figure a sawtooth behavior that is represeéhe most replicated piece. Unlike what we observed in Fig. 9,
tative of the behavior of the rarest first algorithm. Each pe#dre mean curve does not follow a parallel trajectory to the
joining or leaving the peer set can alter the set of rarest piecesax curve. Instead, it is continuously increasing toward the
However, as soon as a new set of pieces becomes rarest,ntlas curve, and does not follow the same trend as the peer
rarest first algorithm quickly duplicates them as shown by set size shown in Fig. 13. As the mean curve increase is not
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11.

a single copy in the peer set when the seed is in the peer set
due to an increase in the number of peers in the peer set, sl is missing when the seed leaves the peer set. Therefore,
means that the rarest first algorithm increases the entropytleé rarest pieces set for this experiment contains pieces that
the pieces in the peer set over time. are at most present on a single peer in the peer set of the

In order to gain a better understanding of the replicatidacal peer. Fig. 15 complements this result. We see that each
process of the pieces for torrent 11, we plotted the evolutidime the seed leaves the peer set, a high number of pieces is
in the peer set of the local peer of the number of rarest piegesssing. When the seed is not in the peer set, the source of
over time in Fig. 14 and of the number of missing piecethe rarest pieces is outside the peer set, as the rarest pieces are
over time in Fig. 15. Whereas the former simply shows thie missing pieces. However, the local peer perceived decrease
replication of the pieces within the peer set of the local peggte of the rarest pieces does not change from the beginning
the later shows the impact of the peers outside the peer setupnto 30000 seconds. That confirms that the capacity of the
the replication of the missing pieces within the peer set. torrent to serve the rarest pieces is stable, whatever the peer

We see in Fig. 14 that the number of rarest pieces decreasesfor each peer is.
linearly with time. As the size of each piece in this torrent In conclusion, our guess is that with the rarest first policy,
is 512 kB, a rapid calculation shows that the rarest piect®e pieces availability in the peer set is independent of the
are duplicated in the peer set at a rate close to 20 kB/s. Tieers in this set. All our experimental results tend to confirm
exact rate is not the same from experiment to experiment, Ithis guess. However, a global view of the torrent is needed
the linear trend is a constant in all our experiments. As we confirm this guess. Whereas it is beyond the scope of this
only have traces of the local peer, but not of all the peers jpaper to evaluate globally a torrent, this is an interesting area
the torrent, we cannot identify the peers outside the peer $at future research.
contributing pieces to the peers in the peer set. For this reaso) Last Piece ProblemThe rarest first algorithm is some-
it is not possible to give the exact reason of this linear trentimes presented as a solution to the last piece problem [13].
Our guess is that, as the entropy is high, the number of pe&ve evaluate in this section whether the rarest first algorithm
that can serve the rarest pieces is stable. For this reason,dblwes the last piece problem. We give results for an experi-
capacity of the torrent to serve the rarest pieces is constangnt on torrent 7 and discuss the differences with the other
whatever the peer set is. experiments.

Fig. 12 shows that the least replicated piece (min curve) hasFig. 16 shows the CDF of the block interarrival time. The
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solid line represents the CDF for all blocks, the dashed line Pieces and Blocks Download Throughput

represents the CDF for the 100 first downloaded blocks, and ! ‘ ‘ ‘ -

the dotted line represents the CDF for the 100 last downloaded osl

blocks. We first see that the curve for the last 100 blocks is

very close to the one for all blocks. The interarrival time for 06l

the 100 first blocks is larger than for the 100 last blocks. For é

a total of 22308 blocKsaround 83% of the blocks have a 0.4t ]
interarrival time lower than 1 second, 98% of the blocks have 72:2?;
an interarrival time lower than 2 seconds, and only three blocks 0.2 ]
have an interarrival time higher than 5 seconds. The highest

interarrival time among the last 100 blocks is 3.47 seconds. Y P S S R R
Among the 100 first blocks we find the two worst interarrival Throughput (KBytes/s)

time.

. Fig. 19. CDF of the pieces and blocks download throughput.
We have never observed a last blocks problem in all our

experiments. As the last 100 blocks do not suffer from a
significant interarrival time increase, the local peer did nQt

suffer from a slow down at the end of the download Howevelro”d line shows the CDF for all the pieces, the dashed line
we found several times a first blocks problem. This is due epresents the CDF for the pieces served by a single peer, the

the startup phase of the local peer, which depends on the Eoo ted line represents the CDF for the pieces served by at least

of peers returned by the tracker and the moment at which tﬁge different peers. We see that pieces served by more than

remot rs decid timistically unchoker d random peer have a higher first to last block piece interarrival time
emote peers decide tptimistically unchoker seed rando than pieces served by a single peer. The maximum interarrival

uncho_kethte llo<|:_a| tpe_er. we (:;]SCU?S tm SE;]C“O” IV-B.3 hOVi’ime in the case of the single peer download is 556 seconds.
ex,[a)\eg:nelrsg Cr']en S |_mprfO\(/je €s arfup [|)_|ase. il In case of a multi peers download, 7.6% of the pieces have
Dblock Is the unit of data transfer. However, partially, fist 1o |ast received block interarrival time larger than 556
received pieces (_:annot be retransmnted by a BltTorrent Cl'egéconds, and the maximum interarrival time is 3343 seconds.
only complete pieces can. For this reason it is mportantég the local peer cannot upload pieces partially received, a
r

study 'Fhe piece interarrival time, Wh'Ch. IS reprt_esentauve ge interarrival time between the first and last received blocks
the ability of the local peer to upload pieces. Fig. 17 shovyé suboptimal

the CDF of piece interarrival time. The solid line represents . . . . . .
It is important to evaluate the impact of a large interarrival

the CDF for all pieces, the dashed line represents the CDF f?{ﬁe between the first and last received blocks on the piece

the 100 first downloaded pieces, and the dotted line represents . rrival rate. Fig. 19 shows the CDF of the pieces down-

the CDF for the 100 last downloaded pieces. We see that th?orﬁd throughput and of the blocks download throughput. We

is no last pieces problem. We observed the same trend in %mpute the blocks (resp. pieces) download throughput CDF

our experiments. The interarrival time is lower than 10 seconcés

for 68% of the pieces, it is lower than 30 seconds for 97 Oy d|V|Q|ng th? bIO.Ck (resp. p|e_ce) size by.the block (resp.
iece) interarrival time for each interarrival time. We see that

of the pieces, and only three pieces have an interarrival ti'ﬁgth CDF closely overlap, meaning that the blocks and pieces
larger than 50 seconds. d '

. . . . ownload throughput is roughly equivalent. Consequently, the
i Fig. 18 shows the CDF of the mter_arnval time between il onstraint to send pieces only, but not blocks, does not lead
first and last received blocks of a piece for each piece. T

a significant loss of efficiency.
4 N _ _ Fig. 20 represents the CDF of the pieces servednby
Each piece is split into a fixed number of blocks, except the last piece t

h o
can be smaller depending on the file size. In this case, there are 1394 pié@i&erem peers. The .SOI'd line represents the CDF for_ all
split into 16 blocks and the last piece is split into 4 blocks. pieces, the dashed line represents the CDF for all pieces
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Fig. 20. CDF of the number of pieces served by a different number of peefsacher state.

downloaded before the end game mode, and the dotted ll@aded first. Thus, in case the remote peer stops uploading data
represents the CDF of the pieces downloaded once in dfdthe local peer, it is possible that the few peers that have a
game mode. We see that a significant portion of the piecegpy of the piece do not want to upload it to the local peer.
are downloaded by more than a single peer. Some pieces l@svever, the strict priority policy mitigates successfully this
downloaded from 7 different peers. We note that the end ga@wback of the rarest first algorithm.

mode does not lead to an increase in the number of peers thdtinally, we have seen that whereas we did not observe a last
serve a single piece. As the end game mode is activated figces problem, we observed a first pieces problem. The first
the last few blocks to download, the respective percentageﬂlﬁces take time to download, when the initial peer set returned
pieces served by a single peer or several peers in end gdméhe tracker is too small. In such a case, the Azureus client
mode is not significant. Whereas the end game mode triggefters a significant improvement. Indeed, with Azureus, peers
a request for the last blocks to all peers in the peer set, ®@n exchange their peer set during the initial peer handshake
see in all our experiments that the end game mode does petformed to join the peer set of the local peer. This results in
lead to a piece downloaded by more peers than before the @néery fast growth of the peer set as compared taa@line
game mode. client. We have not evaluated in detail this improvement, but

All the results in this section are given for an experimerit is an interesting problem for future research.
on torrent 7. However, we did not observe any fundamental
differences in the other experiments. The major difference @3 Peer Set and Active Peer Set Evolution
the absolute interarrival time that decreases_ for all the plots|, this section, we evaluate the dynamics of the peer set and
when the download speed of the local peer increases. o the active peer set. This dynamics is important as it captures
~ We have not evaluated the respective merits of the rarggbst of the variability of the torrent. These results provide
first algorithm and of the end game mode. We do not expegko important insights for the design of realistic models of
to see a major impact of the end game mode. First, the egfftorrent. Al the figures in this section are given for torrent 7.
game mode is only activated for the last few blocks, thus a1) Active Peer SetThe dynamics of the active peer set
very low impact on the overall efficiency. Second, this modgepends on the choke algorithm, but also on the dynamics of
is useful in case of pathological cases, when the last pieGRg peers, and on the pieces availability. In this section, we
are downloaded_ from a slow peer. Whereas a user can tole@[ﬁjy the dynamics of the active peer set on real torrents.

a slowdown during a download, it can be frustrating to see it |, the following figures,all represents all peers that were
at the end of the download. The end game mode acts Mg§&ne peer set during the experiments, adseedepresents

as a psychological factor than as a significant improvement gf the peers that were in the peer set in the experiment, but
the overall BitTorrent download speed. that were not seed the first time they joined the peer set.

3) Summary of the Results on the Rarest First Algorithm: Fig. 21 represents the CDF of the time spent by the remote
The rarest first algorithm is at the core of the BitTOI’I’EI’ﬁeerS in the active peer set of the local peer when it is in
protocol, as important as the choke algorithm. The rarest fifskcher state. We observe a CDF very close to the one of
algorithm is simple and based on local decisions. Fig. 1. It was indeed observed in section IV-A.1 that there is

We found that: i)The rarest first algorithm increases the strong correlation between the time spent in the active peer
entropy of pieces in the peer set; ii)The rarest first algorithget and the amount of bytes uploaded to remote peers. The
does a good job at attracting missing pieces in a peer sekin difference between Fig. 1 and Fig. 21 is that the peer
ii)The last pieces problem is overstated, but the first piecesth ID 59 was unchoked, but did not receive any block. As
problem is underestimated. a consequence, fall peers% ~ 40% of the peers and

We saw that multi peer download of a single piece does rfor the no seedpeers% ~ 30% of the peers are never in
impact significantly the pieces download speed of the locthle active peer set (see section IV-A.1 for a detailed discussion
peer. With the rarest first algorithm, rarest pieces are downn theall andno seedpopulations).
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Fig. 22. CDF of the time spent in the active peer set in seed state.
Fig. 23. Evolution of the peer set population.

In Fig. 3, we see that few peers stay a long time in thef popular BitTorrent clienfs When a local peer becomes a
active peer set as regular unchoke, and the optimistic unchejgd, it disconnects from all the seeds in its peer set. The
gives most of the peers a chance to join the active peer sghinline client reacts to such a disconnect by dropping the
In summary, the active peer set is stable for the three pegghnection. Instead, the misbehaving clients try to reconnect.
that are unchoked as regular unchoke, the additional p&ghereas this behavior could make sense when the local peer
unchoked as optimistic unchoke changes frequently and Ganin leecher state, it is meaningless when the remote peer
be approximated as a random choice in the peer set. Thiscomes a seed. As the frequency of the reconnect is small,
conclusion is consistent with all our experiments. this behavior generates a large amount of useless messages.

Fig. 22 represents the CDF of the time spent by remolt#owever, compared to the amount of regular messages, these
peers in the active peer set of the local peer when it is in se¢geless messages are negligible.
state. We see a CDF very close to the one of Fig. 6. ThereFig. 23 shows a slow increase of the unique peers joining
is indeed a strong correlation between the time spent in the peer set. At the end of the experiment, 79 different peers
active peer set and the amount of bytes uploaded to rembgve joined the peer set. This result is consistent with all the
peers. other experiments. Moreover, the increase of the unique peers

As explained in section IV-A.2, the distribution of the timd®Ining the peer set follows a linear trend with time. The only
spent in the active peer set in seed state is similar to tﬁéceptlons are when the number of different peers reaches the

distribution of the time spent in the peer set in seed state. RF€ of the torre_nt. In this case, the curve flattens. Th|_s _result
analogous behavior has been observed in all our experimeltdMPortant as it means that the amount of new peers injected
In particular, the CDF of the time spent by remote peers IR (he Peer set is roughly constant with time. We do not have
the active peer set of the local peer when it is in seed st@® convincing explanation for this trend, and we intend to

(Fig. 22), the CDF of the number of bytes uploaded to ealyirther investigate this result in the future.

remote peer when the local peer is in the seed state (Fig. 6),

and the CDF of the time spent in the peer set (Fig. 7) have protocol Overhead

the same shape. In the next section we evaluate the dynami

of the peer set in our experiments. C‘Fhere are 11 messages in BitTorfeas specified by the

mainline client in version 4.0.x. All the messages are sent
2) Peer SetFig. 10 represents the evolution of the peer sgking TCP. In the following, we give a brief description of

size with time. The peer set size decreases 13680 seconds @ff€rBitTorrent messages, the size of each message is given

the start of the experiment, which corresponds to the local p&@thout the TCP/IP header overhead of 40 bytes.

switching to seed state. We see that the peer set size has a ot 1o HANDSHAKE (HS) message is the first message

of smallvanaltl(_)nsr,]_lng)ar:ncglar Whﬁn the IIoca:jp(re]er isin Ise_ed exchanged when a peer initiates a connection with a
state. To explain this behavior, we have plotted the cumulative o616 "one. The initiator of the connection sends a

nymber of peers_joiping. and leaving tr_le peer set with_time in HANDSHAKEmessage to a remote peer. The remote peer
Fig. 23 The solid line is the cum.ulat'lve number o_f times a ;- cwers with anothel ANDSHAKEmessage. Then the
peer joins the peer set, the dotted line is the cumulative number connection is deemed to be setup and no rdAAND-

of times a peer leaves the peer set, and the dashed line is the SHAKE message is exchanged. A connection between
cumulative number of times a unique peer (identified by its two peers is symmetric. If the connection is closed, a new
IP address and client ID) joins the peer set.

We first note the huge difference between the cumulative®We have observed this misbehavior for BitComet, Azureus, and variations

number of joins and the cumulative number of unique pegfhem: _ _ , _
Due to space limitations, we do not give all the details, but a rapid

jOir.“ng the peer set. The d?ﬁer_ence grows when the I_ocal pes%‘?vey of the different messages. The interested reader is referred to the
switches to seed state. This difference is due to a misbehavie¢cumentation available on the BitTorrent Web site [10].
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handshake is required to setup again this connection. The o Number of Messages per Type
HANDSHAKEmessage size is 68 bytes. [ JSent

« The KEEP ALIVE (KA) message is periodically sent i Il Received
to each remote peer to avoid a connection timeout on 2
the connection to this remote peer. TREEP ALIVE g
message size is 4 bytes. é 10

o The CHOKE (C) message is sent to a remote peer the s,
local peer wants to choke. THeHOKE message size is £ 107
5 bytes. z

« The UNCHOKE (UC) message is sent to a remote 107
peer the local peer wants to unchoke. THRCHOKE o

message size is 5 bytes. HSKA CUC I Nl HBF R P CA

o The INTERESTED(l) message is sent to a remote peer
when the local peer is interested in the content of thjdd: 24
remote peer. ThHtNTERESTEDmessage size is 5 bytes.ype'

o TheNOT INTERESTEDNI) message is sent to a remote

Messages sent from and received by the local peer per message

Bytes per Type of Messages

peer when the local peer is not interested in the content 10° =
i()SftShisytgsnote peer. TAROT INTERESTEDnessage size o Bl Roceived
« TheHAVE (H) is sent to each remote peer when the local 4

peer has received a new piece. It contains the new piece

ID. The HAVE message size is 9 bytes. %103—
« TheBITFIELD (BF) message is sent only once after each <

handshake to notify the remote peer of the pieces the 10°%

local peer already has. Both the initiator of the connec- 104

tion and the remote peer sendBATFIELD message.

The BITFIELD message size is variable. Its size is a 10°

function of the number of pieces in the content and is HS KA CUC T NI H BE R P CA
(W] + 5 bytes. Fig. 25. Bytes sent from and received by the local peer per message type.
« The REQUEST(R) message is sent to a remote peer
to request a block to this remote peer. TREQUEST
message size is 17 bytes. REQUEST and PIECE messages account for most of the
o The PIECE (P) message is the only one that is usemhessages sent and received. Fig. 25 shows thaPIREE
to send blocks. EacRIECE message contains only onemessages account for most of the bytes sent and received far
block. Its size is a function of the block size. For a defaulhore than theHAVE, REQUEST and BITFIELD messages.
block size of2!* bytes, the size of th®lIECE message All the other messages have only a negligible impact on the
will be 214 + 13 bytes. overhead of the protocol. This result is consistent with all our
« The CANCEL(CA) message is used during the end gamexperiments and explain the low overhead of the protocol.
mode to cancel eREQUEST message. TheCANCEL Overall, the protocol download and upload overhead is
message size is 17 bytes. lower than 2% in most of our experiments. The messages that
We have described the way local peer, remote peer. As #ecount for most of the overhead are the HAVE, REQUEST,
connections between the local peer and the remote peersamnd BITFIELD messages. The contribution to the overhead of
symmetric, each remote peer can be considered as a local gdlepther messages can be neglected in our experiments. For
from its point of view. Therefore, each remote peer will alsthree experiments on torrent 5, 9, and 6, we got a download
send messages to the local peer. overhead of respectively 23%, 7%, and 3%, which are the
We have evaluated for each experiment the protocol ovérighest download overhead over all our experiments. This
head. We count as overhead the 40 bytes of the TCP/IP heanlearhead is due to the small size of the contents in these
for each message exchanged plus the BitTorrent mességeents (6 MB, 140 MB, 200 MB), and to a long time in
overhead. We count as payload the bytes received or senséed state (8 hours). The longer the peer stays in seed state, the
a PIECE message without the PIECE message overhead. Migher its download overhead. Indeed, in seed state a peer does
upload overhead is the ratio of all the sent messages overheatireceive anymore payload data, but it continues to receive
over the total amount of bytes sent (overhead + payload). TB&Torrent messages. However, even for a small content and
download overhead is the ratio of all the received messageyeral hours in seed state, the overhead remains reasonable.
overhead over the total amount of bytes received (overhead +or some experiments, we observed an upload overhead up
payload). to 15%. Several factors contribute to a large upload overhead.
Fig. 24 shows the number of messages and Fig. 25 thAesmall time spent in seed state reduces the amount of pieces
number of bytes sent and received by the local peer for eamimtributed, whereas all the HAVE and REQUEST messages
type of messages for torrent 7. According to Fig. 24H#/E, sent by the local peer during an experiment are sent in leecher




INRIA-00000156, VERSION 3 - 9 NOVEMBER 2005 15

state. In case the download speed is high and the upload sp€kd authors concentrate on the evaluation of the BitTorrent
is low, then the local peer will contribute even less, but ifgerformance by looking at the upload capacity of the nodes
amount of sent HAVE and REQUEST messages will remaand at the fairness defined in terms of the volume of data
the same. This is the main reason for the observed overheadg@fved by each node. They varied various parameters of the
15%. For very large contents, e.g., torrent 10, the BITFIELBimulation as the peer set and active peer set size. They provide
message will be large, thus a larger overhead in particularimportant insights on the behavior of BitTorrent. However,
seed state. they do not evaluate a peer set larger than 15 peers, whereas
The download overhead increases moderately with the titfe real implementation of BitTorrent has a default value of
spent in seed state, and it is inevitable to have a downlo&d peers. This restriction may have an important impact on
overhead that increases while in seed state. The upload otke behavior of the protocol as the piece selection strategy
head increases, as peers contribute less. Thus, selfish peeisipacted by the peer set size. Finally, the validation of
will experience a higher upload overhead. In conclusion, tle simulator is always hard to perform, and the simulator
BitTorrent protocol overhead can be considered as small. restrictions may biased the results. Our study provides real
word results that can be used to validate simulated scenarios.
Moreover, our study is different because we do not modify the
default parameters of BitTorrent, but we observed its default
Whereas BitTorrent can be considered as one of the mbghavior on a large variety of real torrents.
successful peer-to-peer protocol, there are few studies on it. Pouwelse et al. [18] study the file popularity, file availability,
Several analytical studies of BitTorrent-like protocols existownload performance, content lifetime and pollution level on
[14], [15], [16]. Whereas they provide a good insight on tha popular BitTorrent tracker site. This work is orthogonal to
behavior of such protocols, the assumptions made limit to@rs as they do not study the core algorithms of BitTorrent,
scope of their conclusions. Biersack et al. [16] propose &ut rather focus on the contents distributed using BitTorrent
analysis of three content distribution models: a linear chaiand on the users behavior. The work that is the most closely
a tree, and a forest of trees. They discuss the impact of tlegated to our study was done by Izal et al. [19]. In this paper,
number of chunks (what we call pieces) and of the numbgfe authors provide seminal insights on BitTorrent based on
of simultaneous uploads (what we call the active peer set) iddta collected from aracker log for a single yet popular
each model. They show that the number of chunks should fagrent, even if a sketch of a local vision from a local peer
large and that the number of simultaneous uploads should g#spective is presented. Their results provide information on
between 3 and 5. Yang et al. [15] study the service capacitygders behavior, and show a correlation between uploaded and
BitTorrent-like protocols. They show that the service capacitjownloaded amount of data. Our work differs from [19] in
increases exponentially at the beginning of the torrent and thigrat we provide a thorough measurement-based analysis of the
scale well with the number of peers. They also present tradaadamental algorithms of BitTorrent. We also study a large
obtained from a tracker. Such traces are very different fromriety of torrents, which allows us to do not be biased toward
ours, as they do not allow to study the dynamics of a peer.particular type of torrent. Moreover, without pretending to
Both studies presented in [16] and [15] are orthogonal to owiaswer all possible questions that arise from a simple yet
as they do not consider the dynamics induced by the choke guverful protocol as BitTorrent, we provide the mean of
rarest first algorithms. Qiu and Srikant [14] extend the initialnderstanding the basic functioning of the core algorithms of
work presented in [15] by providing an analytical solutiomBitTorrent.
to a fluid model of BitTorrent. Their results show the high
efficiency in terms of system capacity utilization of BitTorrent, VI
both in a steady state and in a transient regime. Furthermore,
the authors concentrate on a game-theoretical analysis of thé this paper, we have evaluated using experimentations the
choke and rarest first algorithms. However, a major limitatioproperties of the two core algorithms of BitTorrent: the choke
of this analytical model is the assumption of global knowledgd rarest first algorithms. We have instrumented a BitTorrent
of all peers to make the peer selection. Indeed, in a redient and run experiments on a large number of torrents with
system, each peer has only a limited view of the other peeYdlying characteristics in terms of number of leechers, number
which is defined by its peer set. As a consequence, a pééseeds, and content sizes. A detailed analysis of the results
cannot find the best suited peers to send data to in all ethese experiements gave us a good understanding of the
peers in the torrent (global optimization assumption), but Rroperties of these algorithms. Our main findings are:
its own peer set (local and distributed optimization). Also, « Both algorithms are jointly responsible for an efficient
they do not evaluate the rarest first algorithm, but assume a content replication;
uniform distribution of pieces. Our study is complementary, « The choke algorithm gives a fair chance to each peer to
as it provides the validation of some of their assumptions and be served by a given peer;
a detailed experimental study of the dynamics of BitTorrent. « The choke algorithm achieves a reasonable reciprocation
Felber et al. [17] compare different peer and piece selection with respect to the amount of data exchanged between
strategies in static scenarios using simulations. Bharambe et leechers;
al. [13] present a simulation-based study of BitTorrent using e The new version of the choke algorithm in seed state is
a discrete-event simulator that supports up to 5000 peers. more robust than the old one to free-riders, by evenly

V. RELATED WORK

. DIscussION



INRIA-00000156, VERSION 3 - 9 NOVEMBER 2005

sharing the capacity offered by a seed among all candgi4]
date leechers;

o The rarest first algorithm, independently executed t{y5]

each peer, consistently increases with time the diversity
(entropy) of the pieces in the peer set; (16]

« The last pieces problem is overstated whereas the first

pieces problem is underestimated,;

« The active peer set is stable for three peers, and dAé

additional peer can be considered as chosen periodically
randomly in the peer set. [18]

« The overhead of the protocol is, in general, very low;

We believe that this work sheds a new light on two new
algorithms that enrich previous content distribution techniqué$]
in the Internet. BitTorrent is the only existing peer-to-peer
replication protocol that exploits these two promising algo-
rithms in order to improve system capacity utilization. We

deem that an exhaustive understanding of these two algorithms

is of fundamental importance for the design of future peer-
to-peer content distribution applications. The results and dis-

cussions presented in this paper could be used as a seed for

future research, for example, toward the definition of analytical
models based orealistic assumptions that can only find their
roots in a thorough experimental study.

ACKNOWLEDGMENT

We would like to thank Ernst W. Biersack for his valuable
comments.

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

9]

[10]
[11]
[12]

[13]

REFERENCES

T. Karagiannis, A. Broido, M. Faloutsos, and K. C. Claffy, “Transport
layer identification of p2p traffic,” inProc. ACM IMC'04 Taormina,
Sicily, ltaly, October 2004.

T. Karagiannis, A. Broido, N. Brownlee, and K. C. Claffy, “Is p2p dying
or just hiding?” inProc. IEEE Globecom’04Dalla, Texas, USA, Nov.
29-Dec. 3 2004.

I. Stoica, R. Morris, D. Karger, M. F. Kaashoek, and H. Balakrishnan,
“Chord: A scalable peer-to-peer lookup service for internet applications,”
in Proc. ACM SIGCOMM'01San Diego, California, USA, August 27-
31 2001.

S. Ratnasamy, P. Francis, M. Handley, R. Karp, and S. Shenker, “A
scalable content-addressable network,”"Hroc. ACM SIGCOMM'01
San Diego, California, USA, August 27-31 2001.

Y. Chawathe, S. Ratnasamy, L. Breslau, and S. Shenker, “Making
gnutella-like p2p systems scalable,” iAroc. ACM SIGCOMM'03
Karlsruhe, Germany, August 25-29 2003.

K. Gummadi, R. Gummadi, S. Gribble, S. Ratnasamy, S. Shenker,
and |. Stoica, “The impact of dht routing geometry on resilience and
proximity,” in Proc. ACM SIGCOMM’'03Karlsruhe, Germany, August
25-29 2003.

A. Parker, “The true picture of
http://www.cachelogic.com/, July 2004.
CAIDA, “Characterization of internet traffic loads, segregated by ap-
plication,” http://www.caida.org/analysis/workload/byapplication/, June
2002.

B. Cohen, “Incentives build robustness in bittorrent,” froc. First
Workshop on Economics of Peer-to-Peer Systdaskeley, USA, June
2003.

http://www.bittorrent.com/.

http://sourceforge.net/.

R. Bhagwan, S. Savagen, and G. Voelker, “Understanding availability,”
in International Workshop on Peer-to-Peer SysteBerkeley, CA, USA,
February 2003.

A. R. Bharambe, C. Herley, and V. N. Padmanabhan, “Analysing
and improving bittorrent performance,” Microsoft Research, Microsoft
Corporation One Microsoft Way Redmond, WA 98052, USA, Tech. Rep.
MSR-TR-2005-03, February 2005.

peer-to-peer filesharing,”

16

D. Qiu and R. Srikant, “Modeling and performance analysis of
bittorrent-like peer-to-peer networks,” iRroc. ACM SIGCOMM'04
Portland, Oregon, USA, Aug. 30-Sept. 3 2004.

X. Yang and G. de Veciana, “Service capacity in peer-to-peer networks,”
in Proc. IEEE Infocom’04Hong Kong, China, March 2004, pp. 1-11.
E. W. Biersack, P. Rodriguez, and P. Felber, “Performance analysis of
peer-to-peer networks for file distribution,” Broc. Fifth International
Workshop on Quality of Future Internet Services (QoflS'®8rcelona,
Spain, September 2004.

P. Felber and E. W. Biersack, “Self-scaling networks for content distrib-
ution,” in Proc. International Workshop on Self-* Properties in Complex
Information SystemsBertinoro, Italy, May-June 2004.

J. A. Pouwelse, P. Garbacki, D. H. J. Epema, and H. J. Sips, “The
bittorrent p2p file-sharing system: Measurements and analysiBfoa.

4th International Workshop on Peer-to-Peer Systems (IPTPSi&)ca,
New York, USA, February 2005.

M. lzal, G. Urvoy-Keller, E. W. Biersack, P. Felber, A. A. Hamra,
and L. Garés-Erice, “Dissecting bittorrent: Five months in a torrent's
lifetime,” in Proc. PAM'04 Antibes Juan-les-Pins, France, April 2004.



