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Sur l'e�cacit�e de la duplication partielle pourl'impl�ementation des m�emoires partag�ees r�epartiesR�esum�e : Les m�emoires partag�ees r�eparties constituent une abstraction qui est tradi-tionellement concr�etis�ee par un syst�eme r�eparti de m�emoire coh�erente, au-dessus d'un sys-t�eme de communication par messages. Dans ce rapport, on analyse l'impossibilit�e d'avoirune impl�ementation e�cace de m�emoire partag�ee r�epartie �a coh�erence causale, bas�ee surla duplication partielle des variables. L'e�cacit�e est envisag�ee en terme d'information con-trôle qui doit être propag�ee pour assurer la coh�erence. On introduit les notions de graphede partage et d'arceau, qui mod�elisent la r�epartition des variables et la notion de châ�nede d�ependance pour caract�eriser les processus qui doivent g�erer des informations relatives�a une variable dont ils ne poss�edent pas de copie locale. Ensuite, on a�aiblit le crit�ere decoh�erence causale, dans le but de d�eterminer un nouveau crit�ere de coh�erence qui soit su�-isament faible pour permettre un impl�ementation e�cace bas�ee sur la duplication partielle,mais su�sament forte pour pouvoir r�esoudre des probl�emes int�eressants. Finalement, onprouve que le crit�ere appel�e PRAM satisfait ces exigences, et illustrons sa pertinence enmontrant une impl�ementation de l'algorithme de plus court chemin de Bellman-Ford.Mots cl�es : M�emoire partag�ee r�epartie, duplication partielle, crit�eres de coh�erence, co-h�erence causale, coh�erence PRAM, algorithme de plus court chemin.



31 IntroductionDistributed Shared Memory (DSM) is one of the most interesting abstraction providingdata-centric communication among a set of application processes which are decoupled intime, space and 
ow. This abstraction allows programmers to design solutions by consid-ering the well-known shared variables programming paradigm, independently of the system(centralized or distributed) that will run his program. Moreover, there are a lot of problems(in numerical analysis, image or signal processing, to cite just a few) that are easier to solveby using the shared variables paradigm rather than using the message passing one.Distributed shared memory abstraction is traditionally realized through a distributedmemory consistency system(MCS) on top of a message passing system providing a commu-nication primitive with a certain quality of service in terms of ordering and reliability [5].Such a system consists of a collection of nodes. On each node there is an application processand a MCS process. An application process invokes an operation through its local MCS pro-cess which is in charge of the actual execution of the operation. To improve performance,the implementation of MCS is based on replication of variables at MCS processes and prop-agation of the variable updates [9]. As variables can be concurrently accessed (by read andwrite operations), users must be provided with a consistency criterion that precisely de�nesthe semantics of the shared memory. Such a criterion de�nes the values returned by eachread operation executed on the shared memory.Many consistency criteria have been considered, e.g., from more to less constraining ones:Atomic [12], Sequential [11], Causal [3] and PRAM [13]. Less constraining MCS are easierto implement, but, conversely, they o�er a more restricted programming model. The Causalconsistency model has gained interest because it o�ers a good tradeo� between memoryaccess order constraints and the complexity of the programming model as well as of thecomplexity of the memory model itself.To improve performance, MCS enforcing Causal (or stronger) consistency have beenusually implemented by protocols based on complete replication of memory locations [10,4, 8], i.e. each MCS process manages a copy of each shared variable. It is easy to noticethat in the case of complete replication, dealing with a large number of shared variablesavoids scalability. Thus, in large scale systems, implementations based on partial replication,i.e. each process manages only a subset of shared variables, seems to be more reasonable.Since each process in the system could be justi�ably interested only in a subset of sharedvariables, partial replication is intended to avoid a process to manage information it is notinterested in. In this sense, partial replication loses its meaning if to provide consistent valuesto the corresponding application process, each MCS process has to consider informationabout variables that the corresponding application process will never read or write. Someimplementations are based on partial replication [7, 14], but they su�er this drawback.In this paper we study the problem of maintaining consistency in a partial replicatedenvironment. More precisely, according to the variables distribution and to the consistencycriterion chosen, we discuss the possibility of an e�cient partial replication implementation,i.e., for each shared variable, only MCS processes owning a local copy have to manage infor-mation concerning this variable. Our study shows that MCS enforcing Causal consistencyPI n�1727



4criterion (or stronger consistency criteria) have no e�cient partial replication implementa-tion. Then, several weaker criteria are considered, but all su�er the same drawback. Finally,it is shown that the PRAM consistency criterion is weak enough to allow e�cient partialreplication implementation. To motivate the interest of this result, the Bellman-Ford algo-rithm to �nd the shortest paths issued from a node is realized in an MCS enforcing PRAMconsistency criterion, and partial replication of variables.The rest of the paper is organized as follows. In Section 2 we present the shared memorymodel. In Section 3, we discuss partial replication issues and we present our main result,namely a characterization for the possibility of e�cient partial replication implementation.Section 4 shows some usual consistency criteria for which no e�cient partial replicationimplementation is possible. Finally, Section 5 is devoted to the PRAM consistency criterionand Section 6 to the solution of Bellman-Ford algorithm in such a MCS.2 The Shared Memory ModelWe consider a �nite set of sequential application processes �=fap1; ap2; : : : apng interactingvia a �nite set of shared variables, X=fx1; x2; :::xmg. Each variable xh can be accessedthrough read and write operations. A write operation invoked by an application processapi, denoted wi(xh)v, stores a new value v in variable xh. A read operation invoked by anapplication process api, denoted ri(xh)v, returns to api the value v stored in variable xh1.Each variable has an initial value ?.A local history of an application process api, denoted hi, is a sequence of read and writeoperations performed by api. If an operation o1 precedes an operation o2 in hi, we saythat o1 precedes o2 in program order. This precedence relation, denoted by o1 7!i o2, isa total order. A history H=hh1; h2; : : : hni is the collection of local histories, one for eachapplication process. The set of operations in a history H is denoted OH .Operations done by distinct application processes can be related by the read-from orderrelation. Given two operations o1 and o2 in OH , the read-from order relation, 7!ro, on somehistory H is any relation with the following properties [3]2:� if o1 7!ro o2, then there are x and v such that o1 = w(x)v and o2 = r(x)v;� for any operation o2, there is at most one operation o1 such that o1 7!ro o2;� if o2 = r(x)v for some x and there is no operation o1 such that o1 7!ro o2, then v = ?;that is, a read with no write must read the initial value.Finally, given a history H , the causality order 7!co, [3], is a partial order that is thetransitive closure of the union of the history's program order and the read-from order.1Whenever we are not interested in pointing out the value or the variable or the process identi�er, we omitit in the notation of the operation. For example w represents a generic write operation while wi representsa write operation invoked by the application process api, etc.2It must be noted that the read-from order relation just introduced is the same as the writes-into relationde�ned in [3]. Irisa



5Formally, given two operations o1 and o2 in OH , o1 7!co o2 if and only if one of the followingcases holds:� 9 api s.t. o1 7!i o2 (program order),� 9 api; apj s.t. o1 is invoked by api, o2 is invoked by apj and o1 7!ro o2 (read-fromorder),� 9 o3 2 OH s.t. o1 7!co o3 and o3 7!co o2 (transitive closure).If o1 and o2 are two operations belonging to OH , we say that o1 and o2 are concurrentw.r.t. 7!co, denoted o1 jjco o2, if and only if :(o1 7!co o2) and :(o2 7!co o1).Properties of a historyDe�nition 1 (Serialization). Given a history H, S is a serialization of H if S is a se-quence containing exactly the operations of H such that each read operation of a variable xreturns the value written by the most recent precedent write on x in S.A serialization S respects a given order if, for any two operations o1 and o2 in S, o1precedes o2 in that order implies that o1 precedes o2 in S.Let Hi+w be the history containing all operation in hi and all write operations of H .De�nition 2 (Causally Consistent History [3]). A history H is causal consistent if foreach application process api there is a serialization Si of Hi+w that respects 7!co.A memory is causal if it admits only causally consistent histories.3 The problem of e�cient partial replication implemen-tation of causal memoriesIn this section we analyze the e�ciency of implementing causal memories when each appli-cation process api accesses only a subset of the shared variables X , denoted Xi. Assuminga partial replicated environment means that each MCS process pi manages a replica of avariable x i� x 2 Xi. Our aim is to determine which MCS processes are concerned by in-formation on the occurrence of operations performed on the variable x in the system. Moreprecisely, given a variable x, we will say that a MCS process pi is x-relevant if, in at leastone history, it has to transmit some information on the occurrence of operations performedon variable x in this history, to ensure a causally consistent shared memory. Of course,each process managing a replica of x is x-relevant. Ideally, we would like that only thoseprocesses are x-relevant. But unfortunately, as will be proved in this section, if the variabledistribution is not known a priori, it is not possible for the MCS to ensure a causally consis-tent shared memory, if each MCS process pi only manages information about Xi. The mainresult of the section is a characterization of x-relevant processes.PI n�1727



6 To this aim, we �rst introduce the notion of share graph, denoted SG, to characterizevariable distribution and then we de�ne the concepts of hoop and of dependency chain tohighlight how particular variables distribution can impose global information propagation.3.1 The share graph, hoops and dependency chainsThe share graph is an undirected (symmetric) graph whose vertices are processes, and anedge (i; j) exists between pi and pj i� there exists a variable x replicated both on pi and pj(i.e. x 2 Xi \ Xj). Possibly, each edge (i; j) is labelled with the set of variables replicatedboth on pi and pj .Figure 1 depicts an example of share graph representing a system of three processes pi, pjand pk interacting through the following set of shared variables X = fx1; x2g. In particular,Xi = fx1; x2g; Xk = fx2g and Xj = fx1g.
x1

x2
pi pk

pj

x1

x2
pi pk

pjFigure 1: A share graphIt is simple to notice that each variable x de�nes a sub-graph C(x) of SG spanned by theprocesses on which x is replicated (and the edges having x on their label). This subgraphC(x) is a clique, i.e. there is an edge between every pair of vertices. The "share graph" isthe union of all cliques C(x). Formally, SG = Sx2X C(x).In the example depicted in Figure 1, we have the following cliques:i) C(x1) = (Vx1 ; Ex1) where Vx1 = fpi; pjg and Ex1 = f(i; j)g,ii) C(x2) = (Vx2 ; Ex2) where Vx2 = fpi; pkg and Ex2 = f(i; k)g.Given a variable x, we call x-hoop, any path of SG, between two distinct processes inC(x), whose intermediate vertices do not belong to C(x) (�gure 2). Formally:De�nition 3 (Hoop). Given a variable x and two processes pa and pb in C(x), we saythat there is a x-hoop between pa and pb (or simply a hoop, if no confusion arises), if thereexists a path [pa = p0; p1; : : : ; pk = pb] in SG such that:i) ph 62 C(x) (1 � h � k � 1) andii) each consecutive pair (ph�1; ph) shares a variable xh such that xh 6= x (1 � h � k)Let us remark that the notion of hoop depends only on the distribution of variables onthe processes, i.e. on the topology of the corresponding share graph. In particular, it isindependent of any particular history.
Irisa
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Figure 2: An x-hoopThe following concept of dependency chain along an hoop captures the dependenciesthat can be created between operations occurring in a history, when these operations areperformed by processes belonging to a hoop.De�nition 4 (Dependency chain). Let [pa; : : : ; pb] be a x-hoop in a share graph SG.Let H be a history. We say that H includes a x-dependency chain3 along this hoop if thefollowing three conditions are veri�ed:1. OH includes wa(x)v, and2. OH includes ob(x), where ob can be a read or a write on x, and3. OH includes a pattern of operations, at least one for each process belonging to the hoop,that implies wa(x)v 7!co ob(x).More precisely, we also say that wa(x)v and ob(x) are the initial and the �nal operationsof the x-dependency chain from wa(x)v to ob(x). Figure 3 depicts such a dependency chain.
p
 w�(x)v w�(x�)v�
p��� r���(x���)v w���(x�)v�
p� r�(x�)v�
p� r�(x�)v� w�(x�)v�
p� r�(x�)v� w�(x���)v���………..

………..

o�(x)
p
 w�(x)v w�(x�)v�
p��� r���(x���)v w���(x�)v�
p� r�(x�)v�
p� r�(x�)v� w�(x�)v�
p� r�(x�)v� w�(x���)v���………..

………..

o�(x)Figure 3: An x-dependency chain from wa(x)v to ob(x)3simply dependency chain when confusion cannot arise
PI n�1727



83.2 A characterization of x-relevant processesIn this section, a precise characterization of x-relevant processes, where x is a variable, isgiven.Theorem 1. Given a variable x, a process pi is x-relevant if, and only if, it belongs to C(x)or it belongs to an x-hoop.Proof.Necessity. If pi 2 C(x), then it is obviously x-relevant. Consider now a process pi 62 C(x),but belonging to an x-hoop between two processes in C(x), namely pa and pb. The historyH , depicted Figure 3, includes an x-dependency chain along this hoop, from wa(x)v toob(x)v. In fact, we have wa(x)v !a wa(x1)v1, and, for each h, 1 � h � k � 1, rh(xh)vh !hwh(xh+1)vh+1, and rb(xk)vk !b ob(x). If ob(x) is a read operation, the value that can bereturned is constrained by the operation wa(x)v, i.e., to ensure causal consistency, it cannotreturn neither ? nor any value written by a write operation belonging to the causal pastof wa(x)v. Similarly, if ob(x) is a write operation, namely ob(x) = wb(x)v0, the dependencywa(x)v 7!co wb(x)v0 implies that, to ensure causal consistency, if a process pc 2 C(x) readsboth values v and v0 then it reads them in such a order.In both cases, information regarding the dependency wa(x)v 7!co ob(x) has to be prop-agated through intermediary processes p1; : : : ; pk�1 belonging to the x-hoop, in particularby pi.Su�ciency. The analysis above shows that the purpose of transmitting control informationconcerning the variable x is to ensure causal consistency. In particular, if an operationo1=wa(x)v is performed by a process pa 2 C(x), then any operation o2 = ob(x) performedby another process pb 2 C(x) is constrained by o1 only if o1 7!co o2.We have that o1 7!co o2 only if one of the two following cases holds:1. A "direct" relation: o1 7!ro o2. In this case, no third part process is involved in thetransmission of information concerning the occurrence of the operation o1.2. An "indirect" relation: there exists at least one oh such that o1 7!co oh and oh 7!co o2.Such an indirect relation involve a sequence � of processes p0 = pa; : : : ; ph; : : : ; pk = pb(k � 1) such that two consecutive processes ph�1 and ph (1 � h � k) respectivelyperform operations oh�1 and oh with oh�1 7!ro oh. This implies that there exists avariable xh such that oh�1=wh�1(xh)vh and oh=rh(xh)vh. Consequently, xh is sharedby ph�1 and ph, i.e., ph�1 and ph are linked by an edge in the graph SG, meaningthat the sequence � is a path between pa and pb in the share graph SG. Such a pathis either completely included in C(x), or is a succession of x-hoops, and along each ofthem there is a x-dependency chain. Thus, a process pi 62 C(x) and not belonging toany x-hoop cannot be involved in these dependency chains. The result follows from thefact that this reasoning can be applied to any variable x, then to any pair of processespa and pb in C(x), and �nally to any x-dependency chain along any x-hoop betweenpa and pb. Irisa



9
3.3 Impossibility of e�cient partial replicationShared memory is a powerful abstraction in large-scale systems spanning geographicallydistant sites; these environments are naturally appropriate for distributed applications sup-porting collaboration. Two fundamental requirements of large-scale systems are scalabilityand low-latency accesses:i) to be scalable a system should accommodate large number of processes and shouldallow applications to manage a great deal of data;ii) in order to ensure low latency in accessing shared data, copy of interested data arereplicated at each site.According to this, causal consistency criterion has been introduced by Ahamad et al. [2],[3] in order to avoid large latencies and high communication costs that arise in implementingtraditional stronger consistency criteria, e.g., atomic [12] and sequential consistency [11].\Many applications can easily be programmed with shared data that is causally consistent,and there are e�cient and scalable implementations of causal memory" [2]. In particular,low latency is guaranteed by allowing processes to access local copy of shared data throughwait-free operations. It means that causal consistency reduces the global synchronizationbetween processes which is necessary to return consistent values.This criterion is meaningful in systems in which complete replication is requested, i.e.,when each process accesses all data in the system. On the other hand, considering large scalesystem with a huge and probably increasing number of processes and data, partial replicationseems to be more reasonable: each process can directly access data it is interested in withoutintroducing a heavy information 
ow in the network. From the results obtained in Section3.2, several observations can be made, depending which is the a priori knowledge on variabledistribution.If a particular distribution of variables is assumed, it could be possible to build the sharegraph and analyze it o�-line in order to enumerate, for each variable x not totally replicated,all the x-hoops. It results from Theorem 1 that only processes belonging to one of thesex-hoops will be concerned by the variable x. Thus, an ad-hoc implementation of causal DSMcan be optimally designed. However, even under this assumption on variable distribution,enumerating all the hoops can be very long because it amounts to enumerate a set of pathsin a graph that can be very big if there are many processes.In a more general setting, implementations of DSM cannot rely on a particular andstatic variable distribution, and, in that case, any process is likely to belong to any hoop. Itresults from Theorem 1 that each process in the system has to transmit control informationregarding all the shared data, contradicting scalability.Thus, causal consistency does not appear as the most appropriate consistency criterionfor large-scale systems. For this reason, in the next sections we try to weaken the causalconsistency in order to �nd a consistency criterion that allows e�cient partial replicationimplementations of the shared memory, while being strong enough to solve interesting prob-lems.PI n�1727



104 Weakening the causal consistency criterionIn the proof of Theorem 1, we point out that implementation constraints and informationpropagation in order to maintain consistency are due to dependency chains that can becreated along the hoops.In the next sections we investigate new order relations obtained by weakening the causal-ity order relation such that, for any variable x, x-hoops cannot lead to the creation of x-dependency chains. The notion of dependency chain has been de�ned with respect to theparticular order relation introduced. This de�nition holds for any relation de�ned on thesets OH , just by replacing the 7!co relation by the appropriate relation, and Theorem 1 stillholds in this new setting.In the following, we respectively denote the initial and the �nal operation of a depen-dency chain as o1 and o2.4.1 Lazy Causal ConsistencyIn this section we consider a weakened version of the traditional program order relation,based on the observation that some operations performed by a process could be permutedwithout e�ect on the output of the program (e.g., two successive read operations on twodi�erent variables). This partial order, named Lazy Program Order and denoted !li, isde�ned for each api 2 � as follows:De�nition 5 (Lazy program order). Given two operations o1 and o2 in hi, o1 !li o2i� o1 is invoked before o2 and one of the following condition holds:� o1 is a read operation and o2 is a read operation on the same variable or a write onany variable.� o1 is a write and o2 is an operation on the same variable;� 9 o3 such that o1 !li o3 and o3 !li o2Given a history H , the lazy causality order 7!lco, is a partial order that is the transitiveclosure of the union of the history's lazy program order and the read-from order. Formally:De�nition 6 (Lazy causal order). Given two operations o1 and o2 in OH , o1 7!lco o2 ifand only if one of the following cases holds:� 9 api s.t. o1 7!li o2 (lazy program order),� 9 api; apj s.t. o1 is invoked by api, o2 is invoked by apj and o1 7!ro o2 (read-fromorder),� 9 o3 2 OH s.t. o1 7!lco o3 and o3 7!lco o2 (transitive closure).If o1 and o2 are two operations belonging to OH , we say that o1 and o2 are concurrentw.r.t. 7!lco, denoted o1 jjlco o2, if and only if :(o1 7!lco o2) and :(o2 7!lco o1). Irisa



11De�nition 7 (Lazy Causally Consistent History). A history H is lazy causal consis-tent if for each application process api there is a serialization Si of Hi+w that respects 7!lco.A memory is lazy causal if it admits only lazy causally consistent histories.Figure 4 depicts an history which is lazy causal but not causal.
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Figure 4: A lazy causal but not causal historyThe corresponding serializations for the lazy causal are:S1 = w1(x)a; r1(x)a; w1(y)b; w2(y)cS2 = w1(x)a; w1(y)b; r2(y)b; w2(y)cS3 = r3(x)?; w1(x)a; w1(y)b; w2(y)c; r3(y)cIn this history, no x-dependency chain is created along the x-hoop [p1; p2; p3]. In fact,even though w1(x)a 7!lco r3(y)c, we have, according to de�nition 7, r3(y)cjjlcor3(x)? andthus w1(x)a 67!lco r3(x)?. In particular, the value returned by the last read operation isconsistent.However, the situation is di�erent if we consider the history depicted in Figure 5. Inthat case, an x-dependency chain along the x-hoop [p1; p2; p3] is created since, according tode�nition 7, r3(y)c!l3 w3(x)d and thus w1(x)a 7!lco w3(x)d.In particular, if process p4 reads both values a and d, it has to read them in this order(it is not the case in the history depicted Figure 5, which is not lazy causal consistent). InPI n�1727
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Figure 5: A not lazy causal historyparticular, p2 is x-relevant, although p2 62 C(x). In this sense, the new order relation is stilltoo strong to allow e�cient partial replication.Weakening further on the lazy program order, such that only operations on the same vari-able will be related, is not reasonable. In fact, even though this new relation would avoid thecreation of dependency chains along hoops (and then would allow e�cient implementationof DSM exploiting partial replication), it is too weak to solve interesting problems.According to this, in the next section we consider the weakening of the traditional read-from relation that can exist between operations made by di�erent processes.4.2 Lazy Semi-Causal ConsistencyAhamad et al. [1] have introduced a weakened form of read-from relation, called weak writes-before. Their de�nition is based on a weakened program order, called weak program order,that is stronger than the lazy program order introduced in the previous section. In thissection, we introduce the lazy writes-before relation, obtained from the weak writes-beforeby substituting lazy program order to weak program order. This relation, denoted !lwb, isformally de�ned as follows.
Irisa



13De�nition 8 (Lazy write-before order). Given two operations o1 and o2 in OH , thelazy writes-before order relation, !lwb, on some history H is any relation with the followingproperties:� o1 = wi(x)v� o2 = rj(y)u� exits an operation o0 = wi(y)u such that o1 !li o0Given a history H , we de�ne the lazy semi-causality order relation, denoted 7!lco, as thetransitive closure of the union of the history's lazy program order and the lazy writes-beforeorder relation.Formally:De�nition 9 (Lazy semi-causal order). Given two operations o1 and o2 in Oh, o1 7!lsco2 if and only if one of the following cases holds:� o1 !li o2 for some pi;� o1 !lwb o2� 9 o3 such that o1 7!lsc o3 and o3 7!lsc o2If o1 and o2 are two operations belonging to OH , we say that o1 and o2 are concurrentw.r.t. 7!lsc, denoted o1 jjlcc o2, if and only if :(o1 7!lsc o2) and :(o2 7!lsc o1).De�nition 10 (Lazy Semi-Causally Consistent History). A history H is lazy semi-causally consistent if for each application process api there is a serialization Si of Hi+w thatrespects 7!lsc.A memory is Lazy Semi-Causal (LSC) i� it allows only lazy semi-causally consistenthistories.We show that this consistency criterion is still too strong for an e�cient partial replica-tion. In particular, we point out an history in which an x-dependency chain is created alongan x-hoop. This dependency chain arises because of 7!lwb relation.More precisely, in Figure 6 we have w1(x)a 7!lsc w3(x)d. In fact, w1(x)a 7!lwb r2(y)b(because of w1(y)b) and w2(y)e 7!lwb r2(z)c (because of w2(z)c). Then, since r2(y)b 7!liw2(y)e and r3(z)c 7!li w3(x)d, due to transitivity we have w1(x)a 7!lsc w3(x)d.In particular, if process p4 reads both values a and d, it has to read them in this order(it is not the case in the history depicted Figure 6, which is not lazy semi-causal consistent).In particular, p2 is x-relevant, although p2 62 C(x). In this sense, the new order relation isstill too strong to allow e�cient partial replication.It must be noticed that, since the semi-causality order relation, introduced by Ahamad etal. in [1], is stronger than the lazy-semi-causality introduced here, the semi-causality orderrelation does not allow e�cient partial replication either.PI n�1727
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Figure 6: A not lazy semi-causally consistent historyFinally, the last possibility is to weaken the transitivity property such that two opera-tions executed by di�erent processes can be related only by the direct read-from relation.For what said, in the next section we consider a well-known consistency criterion, PRAM(PipelinedRAM)[13] and we prove that a PRAM memory can be e�ciently implemented ina partial replicated environment.5 PRAMThe PRAM consistency criterion [13] is weaker than the causal consistency criterion in thesense that it relaxes the transitivity due to intermediary processes [15]. In other words,it only requires that all processes observe the writes performed by a same process pi inthe same order (e.g., pi program order), while they may disagree on the order of writes bydi�erent processes. The PRAM consistency is based on a relation, denoted 7!pram, weakerthan 7!co. Formally [15]4:De�nition 11 (PRAM relation). Given two operations o1 and o2 in OH , o1 7!pram o2if, and only if, one of the following conditions holds:1. 9pi : o1 7!i o2 (program order), or4in [15] this relation is denoted 7!H0 . Irisa



152. 9pi 9pj i 6= j : o1 = wi(x)v and o2 = rj(x)v, i.e. o1 7!ro o2 (read-from relation).Note that 7!pram is an acyclic relation, but is not a partial order due to the lack oftransitivity.De�nition 12 (PRAM consistent history). A history H is PRAM consistent if, foreach application process api, there exists a serialization Hi+w that respects 7!pram.A memory is PRAM i� it allows only PRAM consistent histories.The following result shows that PRAM memories allow e�cient partial replication im-plementations.Theorem 2. In a PRAM consistent history, no dependency chain can be created alonghoops.Proof. Let x be a variable and [pa; : : : ; pb] be a x-hoop. A x-dependency chain along thishoop is created if H includes wa(x)v, ob(x) and a pattern of operations, at least one foreach process of the x-hoop, implying wa(x)v 7!pram ob(x). But the latter dependency canoccur only if point 1 or point 2 of De�nition 11 holds. Point 1 is excluded because a 6= b.Point 2 is possible only if ob(x) = rb(x)v and the dependency wa(x)v 7!pram rb(x)v iswa(x)v 7!ro rb(x)v, i.e., does not result from the operations performed by the intermediaryprocesses of the hoop.As a consequence of this result, for each variable x, there is no x-relevant process out ofC(x), and thus, PRAM memories allow e�cient partial replication implementations.Although being weaker than causal memories, Lipton and Sandberg show in [13] thatPRAM memories are strong enough to solve a large number of applications like FFT, matrixproduct, dynamic programming and more generally the class of oblivious computations5. Inhis PhD, Sinha [16] shows that totally asynchronous iterative methods to �nd �xed pointscan converge in Slow memories, which are still weaker than PRAM. In the next section weillustrate this power, together with the usefulness of partial replication, by showing how theBellman-Ford shortest path algorithm can be solved by using PRAM memory.6 Case study: Bellmann-Ford algorithmA packet-switching network can be seen as a directed graph, G(V;�), where each packet-switching node is a vertex in V and each communication link between node is a pair of paralleledges in �, each carrying data in one direction. In such a network, a routing decision isnecessary to transmit a packet from a source node to a destination node traversing severallinks and packet switches. This can be modelled as the problem of �nding a path through thegraph. Analogously for an Internet or an intranet network. In general, all packet-switchingnetworks and all internets base their routing decision on some form of least-cost criterion,5"A computation is oblivious if its data motion and the operations it executes at a given step areindependent of the actual values of data."[13]PI n�1727



16i.e minimize the number of hope that correspond in graph theory to �nding the minimumpath distance. Most least-cost routing algorithms widespread are a variations of one of thetwo common algorithms, Dijkstra's algorithm and the Bellman-Ford algorithm[6].6.1 A distributed implementation of the Bellman-Ford algorithmexploiting partial replicationIn the following we propose a distributed implementation of the Bellman-Ford algorithm tocompute the minimum path from a source node to every other nodes in a system, pointingout the usefulness of partial replication to e�ciently distribute the computation. In thefollowing we refer to nodes as processes.The system (network) is composed by N processes ap1; : : : ; apN and it is modelled witha graph G = (V;�), where V is the set of vertex, one for each process in the system and �is the set of edges (i; j) such that api, apj belong to V and there exists a link between i andj. Let us use the following notation:� ��1(i) = fj 2 V j(i; j) 2 �g is the set of predecessors of process api,� s=source process,� w(i; j)=link cost from process api to process apj . In particular:i) w(i; i) = 0,ii) w(i; j) =1 if the two processes are not directly connected,iii) w(i; j) � 0 if the two processes are directly connected;� xki= cost of the least-cost path from source process s to process api under the constraintof no more than k links traversed.The centralized algorithm proceeds in steps. For each successive k � 0:1. [Initialization]x0i =1, 8 i 6= sxks = 0, for all k2. [Update] for each successive k � 0:8 i 6= s, compute xk+1i = minj2��1(i)[xkj + w(j; i)]It is well-known that, if there are no negative cost cycles, the algorithm converge in at mostN steps.The algorithm is distributively implemented as follows. Without loss of generality, weassume that process ap1 is the source node. We denote as xi the current minimum valuefrom node 1 to node i. Then, to compute all the minimum path from process ap1 to everyIrisa



17other process in the system, processes cooperate reading and writing the following set ofshared variables X = fx1; x2; : : : ; xNg. Moreover, since the algorithm is iterative, inorder to ensure liveness we need to introduce synchronization points in the computation.In particular, we want to ensure that at the beginning of each iteration each process apireads the new values written by his predecessors ��1(i). Thus each process knows that atmost after N iterations, it has computed the shortest path. With this aim, we introducethe following set of shared variables S = fk1; k2; : : : ; kNg.Each application process api only access a subset of shared variables. More precisely,api accesses xh 2 X and kh 2 S, such that h = i or aph is a predecessor of api.Minimum Path1 ki := 0;2 if (i == 1)3 xi := 0;4 else xi :=1;5 while(ki < N)do6 while(Vh2��1(i)(kh < ki))do ;7 xi := min([xj + w(j; i)] 8j 2 ��1(i));8 ki := ki + 1Figure 7: pseudocode executed by process apiSince each variable xi and ki is written only by one process, namely api, it is simple tonotice that the algorithm in Figure 7, correctly runs on a PRAM shared memory. Moreover,since each process has to access only a subset of the shared memory, we can assume a partialreplication implementation of such memory. In particular, at each node where the processapi is running to compute the shortest path, there is also a MCS process that ensure Pramconsistency in the access to the shared variables.The algorithm proposed is deadlock-free. In fact, given two processes api and apj suchthat api is a predecessor of apj and viceversa, the corresponding barrier conditions (line 6of Figure 7) cannot be satis�ed at the same time: ki < kj and kj < ki.
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18 As an example, let us consider the network depicted in Figure 8. We have the followingset of processes � = fap1; ap2; ap3; ap4; ap5g and the corresponding variable distribution:X1 = fx1; k1g,X2 = fx1; x2; x3; k1; k2; k3g,X3 = fx1; x2; x3; k1; k2; k3g,X4 = fx2; x3; x4; k2; k3; k4g,X5 = fx3; x4; x5; k3; k4; k5g.In Figure 9 we show the pattern of operations generated by each process at the k-th stepof iteration, we only explicit value returned by operations of interest. In reality, in orderto point out the su�ciency of PRAM shared memory to ensure the safety and the livenessof the algorithm, we start the scenario showing the two last write operations made by eachprocess at (k� 1)-th step. In this sense, it must be noticed that the protocol correctly runsif each process reads the values written by each of its neighbors according to their programorder.
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Figure 9: A step of the protocol in Figure 7 for the network in Figure 87 ConclusionThis paper has focused on the pertinence of implementing distributed shared memories byusing partial replication of variables. It has introduced the notions of share graph andhoops to model the distribution of variables on the processes, and the notion of dependencychain along hoops to characterize processes that have to transmit information on variablesthat they don't manage. As a consequence, it has been shown that, in general, distributedshared memories enforcing consistency criteria stronger than lazy-semi-causality do not allowIrisa
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