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Abstract:  We propose an implementation sélf-adjusting and self-healing atomic memdanyhighly dynamic
systems exploiting peer-to-peer (p2p) techniques. Ouragmh, name®&AM brings together new and old research
areas such as p2p overlays, dynamic quorums and repliceotoit SAM, nodes form a connected overlay. To
emulate the behavior of an atomic memory we use interseetedfnodes, namelyjuorumswhere each node hosts
a replica of an object. In our approach, a quorum set is obddiy performing a deterministic traversal of the overlay.
The SAM overlay features seff-capabilities: that is, the overlay self-heals on the fly whedes hosting replicas
leave the system and the number of active replicas in thdayweéynamically self-adjusts function of the object
load. In particular, SAM pushes requests from loaded raplio less solicited replicas. If such replicas do not exist,
the replicas overlay self-adjusts to absorb the extra loigowt breaking the atomicity. We propose a distributed
implementation of SAM where nodes exploit only a restridtexhl view of the system, for the sake of scalability. We
provide a complete specification of our system and provetiraplements object atomicity.

Key-words: Distributed Systems, Atomic Memory, Self-* Systems, Quuoy$calability, Fault Tolerance
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Mémoire atomique auto-reconfigurable pour systemes P2P

Résumé : Ce rapport présente une mémoire atomique auto-ajustablg@tréparante en systemes hautement dy-
namiques. Nous proposons une implémentation de celleséieosur I'utilisation de techniques égales-a-égales (p2p)
Cette solution, appelé®8AM rassemble des thématiques de recherches aussi bienrexigume récentes telles que
les couches de communication p2p, les quorums dynamiqueségilication controlée. Les noeuds de SAM forment
un sur-graphe connecté. Une copie de chaque objet estuéplaydifférents nceuds, appeléglicas Afin d’assurer
I'atomicité de ces objets, nous utilisons dporums ensembles intersectés de réplicas. Ces quorums sontishtien

une traversée déterministe effectuée au sein du graphentiunication. De plus ce graphe posséde des propriétés
auto-* : Celui-ci s’auto-répare a la volée lorsque des o&gliquittent le systéme et le nombre de réplicas s’autdeajus
en fonction de la charge. Plus particulierement, SAM régartomatiquement la charge en distribuant les requétes
effectuées sur des nceuds surchargés a d’autres nceudss Bisaeeuds sont surchargés alors le sur-graphe s’auto-
ajuste pour absorber la charge induite en garantissaamiiaité. Dans ce rapport nous proposons une implementation
distribuée de SAM ol chaque nceud ne possede qu’une commaadeaale du systéme, permettant ainsi son utilisation
a grande échelle. Nous spécifions formellement cet algoatét prouvons qu’il satisfait la propriété d’atomicité des
objets.

Mots clés : Systemes répartis, Mémoire atomique, Systemes Auto-*r@upPassage a I'échelle, Tolérance aux
défaillances



1 Introduction

The real notoriety of peer-to-peer file sharing guaranteestibsequent success of p2p systems in commercial appli-
cations. However, in order to move further, the p2p comnyumiteds to focus on designing fundamental abstractions
that offer strong computational guarantees. Atomic menmeybasic service in distributed computing that offers a
persistent storage with linearizable read/write semanfibis service has a broad Internet-scale applicationssiGo

er e-auctions, for example. The atomic memory could be ugaethbh auctioneer to write its bid and read the others
bids. Alternatively, the distributed on-line booking neexh atomic memory in order to record in a persistent manner
the state of the booking process.

Designing atomic memory in p2p systems faces several prablg2p systems are by their nature ad-hoc dis-
tributed systems without any organization or centralizaatiol. Unlike classical distributed systems, p2p systems
compass processes (peers) that experience highly dynaméviors including spontaneous join and leave or change
in their local connections. The high dynamism of the netwwak a tremendous impact on data availability. The use of
classical distributed computing solutions, like replicat for example, introduces an extra cost related to: (lijpma
taining a sufficient number of replicas despite frequerdatimections; and (2) maintaining the consistency among the
replicas. The former problem can be solved usiefj-healingtechniques while the latter one finds solutions in the
use ofdynamic quoruméntersecting sets).

Another issue posed by the dynamism of the network is thécaeplress (load). An inadequate number of replicas
may have important impact on the replica access latencye dime access latency increases with the access rate.
Moreover, due to limitations of the local buffers size a nagligible fraction of replica accesses might be lost.
Consequently, the number of replicas should spontaneadghgt to the access rate.

1.1 Related Works

Starting with Gifford’s weighted votes [9], quorum systef®sl4, 6, 27] have been widely used to provide consistency.
Several quorum-based approaches have been used to pravidal exclusion [20] or shared memory emulation [5].
Recently, quorum-based implementations of atomic memargynamic systems have been proposed in [16, 7, 10].
All these works have a common design seed — they use recoalffiguuorum systems, work pioneered by Herlihy
[12] for static distributed systems. In cite [19, 8] the aurthshowed that using two quorums systems concurrently
preserves atomicity. This result has been latter explaitéde implementation of the reconfigurable quorum systems
for highly dynamic systems. That is, periodically the systeroceeds to modifications of the current quorums set
(referred as configuration). This reconfiguration proceskBandled in [16, 10] by using Paxos [15]. The Paxos
consensus algorithm serves to agree on a total order of tifegocations. Alternatively, a restricted reconfiguration
process is used in [7] in order to cope with dynamic operalistatistics in ad-hoc networks. That is, during periods
of time in which the number of read operations exceeds theéyeuof write operations the authors advocate for the use
of fast read quorums and slow write quorums. When the dtatisf the operations change then the system reverses
its strategy via reconfiguration. In [7] the reconfiguraamncess does not need consensus since the system is limited
to the use of a small finite set of configurations.

In this work we follow an alternative approach for impleniagtatomic memory in dynamic systems stared by
the recent achievements in the context of dynamic quorum$ap overlays. Dynamic quorums have been mainly
investigated in [24, 2, 21]. Naor and Wieder, [24] soughtiSohs for deterministic quorums using dynamic paths
in a planar overlay [22]. Simultaneously, probabilisticogums were proposed by Abraham and Malkhi [2] based
on an overlay designed as a dynamic approximation of De Bigriaphs [1]. Recently, in [27] the authors discuss
the impact of dynamism on the multi-dimensional quorumesyst for read-few/write-many replica control protocols.
They briefly describe strategies for the design of multi-eisional quorum systems that combine local information in
order to deal with frequent join and leaves of replicas anatgn sets caching in order to reduce the access latency.
ANDOr strategies [23] are studied in [21] in order to implerhfault-tolerant storage in dynamic environment.

1.2 Contributions

In this report we propose a modular construction of an atarmémory for dynamic systems with self-adjusting and
self-healing capabilities. Our approach brings togetbeeral new and old research areas exploiting the best of thes
worlds: p2p overlays, dynamic quorums and replica control.
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The architecture of our system is composed of three interected modules each being designed to serve for a
specific task (i.e. data availability, linearizability @ad balancing of replicated data).

To ensure data availability despite the system dynamisnrepkcate data among several nodes. Replicas of the
same object define a torus overlay (similar to CAN [25]) pabefficient in the design of quorum systems ([13, 23]).
A specific module in our solutioridjuster serves to heal the overlay when replicas fail. Moreovas, thodule
dynamically adjusts the size of the replicas overlay fuorctf the replicas stress.

To emulate the behavior of an atomic memory we use interdsets of nodes, namedyiorums In our approach,

a quorum set is sampled from a deterministic overlay traleencapsulated in théraversalmodule. To ensure
atomicity—i.e. linearizability—of read/write operatisnve perform appropriate read and write traversal stregegie
The particularity of our approach is the use of a single retriplcommunication phase for read operations. This
improves the efficiency of the atomic memory when read o@ratare frequent compared with write operations.
Moreover, when a pick of requests occurs we overlap operatidgthout breaking atomicity. We use Input/Output
Automata [17] to formally specify our algorithm and prove étomicity property.

Finally, in order to balance the load of the system we propasteategy, encapsulated in thiewarter modulethat
aims at pushing requests from loaded nodes to less solivitées. If such nodes do not exist new replicas are added
to the system without breaking the atomicity by the mean efAtjuster module.

We have exploited p2p techniques in order to provide an oreti@ratomic memory. In response to the request ac-
cess rate, the atomic memory is expanded or reduced to fiethawd while preserving reasonable probe-complexity.
The p2p techniques we use allow to augment the atomic memitinyseif* features using only constant size local
information (lightweight reconfiguration). That is, eaeplica only maintains information related to its neigh ot
in the replicas overlay and clients need to know only one riodhkis overlay. Moreover, unlike solutions based on
reconfigurations clients or replicas owners do not have taveare of the reconfiguration process. In conclusion,
our work can be seen as a hybrid between the reconfigurateedlsystems and strategic adaptive systems. We use
lightweight reconfiguration in order to achieve the selélireg and self-adjusting properties and adaptive stragigi
order to sample read and write quorums and to balance theaegtess.

The report is organized as follows. The system model is gegdin Section 2. An overview of SAM is presented
in Section 3. SAM specification appears in Section 4 and thefmf SAM'’s atomicity is given in Section 5. Finally,
in Section 6 we conclude and present some future researstop

2 Model

In this section we present the model used in SAM. First we ersigk the dynamic aspect of our model, the commu-
nication pattern used and we present the overlying commatinitgraph. Second, we restate the atomicity definition
proposed by Lynch.

2.1 Dynamic System Model

All modern applications in dynamic distributed systemstzaeed orthe principle of data independenee the sep-
aration of data from the programs that use the data. Thisemingas first developed in the context of database
management systems. In the following we consider a dynaysitesyDS as the tupleDS = (I, X)), wherel is a set

of finite, yet unbounded node identifiers, alids an unbounded universe of shared data, referred in thenfoly as
objects.

The physical network is described by a weakly connectedhyrtip nodes represent processes of the system and
its links represent established communication links betwgrocesses. The graph is referred in the following as the
communication graph. The communication graph is subjefreguent and unpredictable changes: nodes can leave
or join the system arbitrarily often, and they can fail temgsily (transient faults) or permanently (crash failures)

Each object has an unigue owner (the node hosting the olajedtinay be replicated at the other nodes. The only
actions executed on each object are reads, writes andagpliRead and write operations are defined by two type of
traversals. Thus each of them consists in probing a set dqby traversing the logical overlay described below. By
abuse of notation, we refer to a read or a write operationsg=rively, a read or a write traversal.

We consider the network plus the data stored in the netwqrtesented by a logical multi-layer overlay, each
logical layerl being a weakly connected graph, also referred to as thedbgienmunication graph at layerin order
to connect to a particular layéra node executes an underlying connection protocol. A nadé is calledactiveat a
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layer! if there exists at least one noglevhich is connected dtand aware of. The set of logicaheighborsof a node

i at a layerl is the set of nodeg such that the logical linki, j) is up ¢ andj are aware of each other). Notice that a
nodei may belong to several layers simultaneously. Thusay have different sets of neighbors at different logical
layers. Can, Pastry or Chord ([25, 26, 28]) are typical labaverlays using DHTs as design principle.

Replicas of an object share a same logical overlay, orgdriza torus topology (as for example CAN [25]).
Basically, a 2-dimensional coordinate spfite) x [0, 1) is shared by all the replicas of an object. Thus we say that
the bound$ of the system are given by the minimal absciésanin = 0, and ordinaté.ymin = 0 and the maximal
abscissa.zmaz = 1 and ordinatéh.ymaz = 1. Each replica € I has an exclusive responsibility region in this
space. Likewise its region is given by [tszmin, i.xmaz) X [i.ymin, i.ymaz) interval product.

2.2 Self Atomic Memory

In this work we emulate an atomic memory with $athpabilities. Atomicity is often defined in terms of an equiv
lence with a serial memory. In the following we adopt the dééin proposed in [16].

Definition 1 (Atomicity) Let DS = (P, X) be a dynamic system. If all the read and write operations Hrat
invoked complete, then the read and write operations foecthj can be partially ordered by an ordering, so that
the following conditions are satisfied:

1. The partial order is consistent with the external ordetha# invocations and responses, that is, there does not
exist read or write operations,; andm, such thatr; completes before, starts, yetry < m;

2. All write operations are totally ordered and every reaceagtion is ordered with respect to all the writes;

3. Every read operation ordered after any write returns takie of the last write preceding it in the partial order;
any read operation ordered before all writes returns theigivalue of the object.

4. No operation has infinitely many other operations orddyetbre it;

In order to be operational in a dynamic environment, two thololal properties are required from an atomic mem-
ory: self-healingandself-adjusting Self-healing aims to ensure the availability of an objebenever failures occur
while self-adjusting aims to expand or restraint the nunabeeplicas function of the access rate.

3 SAM Overview

SAM aims at emulating an atomic memory on top of a replicatesiesn with self-adjusting and self-healing ca-
pabilities. In this section we gives an informal descriptaf SAM. We present how SAM copes with dynamism,
how operations resort to quorums for guaranteeing atoynanitd how SAM auto-adjust in case a non-willing load is
detected.

3.1 Dealing with Dynamism

The entrance and departure of a replica dynamically chatihgedecomposition of the regions. These regions are
rectangles in the plane. Replicas owners of adjacent regiom called neighbors in the overlay and are linked by
virtual links. The overlay has a torus topology in the seisd the zones over the left and right (resp. upper and
lower) borders are neighbors of each other. Initially, dhly owner of the object is responsible for the whole space.
The bootstrapping process pushes a finite, bounded set lafagm the network. These replicas are added to the
overlay using well-known strategies [25, 24]: the ownerref bbject specifies randomly chosen points in the logical
overlay, and the zone in which each new replica falls is gplivo. Half the zone is left to the owner of the zone, and
the other half is assigned to the new replica. In the follgwire omit a more detailed description of the bootstrapping
process. Note that an interesting point to explore heresigninoduction of efficient incentive mechanisms to motvat
nodes to host replicas (i.e. to be part of the atomic memdigghniques from game theory or mechanism theory can
be used to this end, however this topic is beyond the scogesopaper.

PIn1717



3.2 Quorum Based Operations

Replicas are accessed by clients through read and writatiges on the object. Each read operation consists in
traversing the overlay following a horizontal trajectohat wraps all the overlay. All the zones (more precisely, all
the replicas identified by these zones) that intersect taietsal define aonsultation quorumEach write operation
consists in traversing the overlay following a horizontajéctory and then a vertical one. All the zones (more pre-
cisely, all the replicas identified by these zones) thargeet this traversal definepmopagation quorumPlease refer

to Definitions 2 and 3 for a formal description.

Definition 2 (Consultation Quorum @.) A consultation quorund). C I is a set of nodes, such that

¢ Uyjeq {li-amin, j.zmaz)} = [b.xmin, b.xmaz)

° ﬂv]'ch{[.j-ﬂ?min,j-fmm’)} =0
e Ji € Q. V) E Qe i.ymin + (i.ymax — i.ymin/2) € [j.ymin, j.ymaz)
Definition 3 (Propagation Quorum (),,) A propagation quorund), C I is a set of nodes, such that
e Usjeq, {lj-ymin, j.ymaz)} = [b.ymin, b.ymaz)
. ﬂvjer{[j.ymin,j.ymax)} =0
o Ji € Qp, V] € Qyp,i.xmin + (i.cmazx — i.zmin/2) € [j.xmin, j.xmaz)

Each read quorum intersects each write quorum. When objisatritten, it is written at each replica of a writing
guorum. When the value of objeetis searched, all the replicas of a read quorum are queried.

Theorem 3.1 For any consultation quorund)., and propagation quorund),, the following intersecting property
holds: Q. N Q, # 0.

Proof. The result follows trivially from definitions 2 and 3. For ahir ()., @), the replica responsible for point
(i.zmin + (i.zmaz — i.xmin/2),i.ymin + (i.ymaz — i.ymin/2)) belongs taQ). N Q,. O

3.3 Load Balancing

SAM starts with a read/write request from a client. A clienbmits a request to one of the replicas of the overlay.
This replica is referred as the initiating replica. Uponeipt of a read (resp. write) request, the initiating replica
does not immediately initiate a read/write traversal buaiber enqueues the request. All replicas periodically sca
their queues to pick the requests for which a traversal imtaid. The strategy to pick these requests is as follows: A
write traversal is initiated only for the most recently ergad write request (if any), while a read traversal is itetia
for one of the enqueued read request (if any). Old write dmera can be safely discarded (no write traversals are
initiated for them) as they will not influence anymore theestaf the object. There is no such constraint for a read.
Once the traversals are initiated, the initiating replingées its queue, after having kept track of all the readéwri
requests to later return the status of the read operatiohendgrite operation to the requesting clients. Despite this
request aggregation strategy allowing to reduce the régtiest are actually served, the number of enqueued requests
at an initiating replica can still grow very fast, incurriimga local overload. To prevent this, if the length of the qrieu
is above a predefined threshold, then received read/wrjteests are forwarded to another replica that is free enough.
The search of a non-overloaded replica consists in visttiegoverlay along a diagonal line. If such a replica is found,
then it becomes the initiating replica for these requedteraise the size of the replica overlay (that is, the quorum
system) is expanded for supporting new requests. Altegigtiwhen the queue of a replica, it leaves voluntarily the
overlay. Thus, the size of the replica overlay is shrinksriheo to adjust the current system load.

When a replica leaves (voluntary or not), the zone is locadigled by relying on a strategy similar to the one
proposed in CAN. On the other hand, joins are triggered by S5Nbllows: a replica is inserted within the quorum
system only when it is required (i.e., for expansion purpose
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Figure 1: Overview of SAM at nodéefor a single object

3.4 The Modular Approach

SAM is specified in Input/Output Automata (IOA) Language,[18] and is structured as the composition of four
main automata:

° OpemtinnManageer automaton

o Adjuster, ; automaton

e CommunicationLink, ; ; automaton
e Joiner, ; automaton

Wherei € I andx € X is the considered object.

The OperationManager, ; has two goals. That is its transitions are divided in twoed#ht sets, each serv-
ing a specific objectivetraversingof thwarting we refer to the transitions sets as respectively Theversal, ;
and theLoadBalancer, ;. For the sake of simplicity in the IOA code, we merged those $ets of transitions in one
OperationManager , ; automaton, since the states used by both are quite ideriigafly, the LoadBalancer ; tran-
sitions scans the overlay to identify non overloaded reglid’heTraversal,, ; automaton is in charge of maintaining
the consistency of the overlay applying appropriate sjiatefor executing linearizable operations on the replicas
The Adjuster, ; handles the expansion or shrink of the quorum system whenegeested by théoadBalancer, ;
automaton, and the departure of non responding replicas.nTdin function of this automaton is to assign logical
responsibility zones to physical replicas and maintais tioirrespondence consistent.

The CommunicationLink. ; ; receives messages aftesemd; ; output event of theddjuster, ; and send them
to the appropriate targgtby the mean of aecv; ; output event. Finally, th&/oiner, ; works roughly as follow:
it is contacted by a joining node. After the node receives@mawledgment from this automaton, it is considered
as joined. Notice at this time the node is part of the systemniight not be a replica yet. We do not specify
CommunicationLink, ; ; and.Joiner, ; automata here, but we rather focus onfheversal,, ;, the LoadBalancer ;
and theAdjuster,, ;, all specified in Section 4.

In the remaining of the report, we restrict our attention tdycone objectz. Thus, ther subscript is omitted.
Relationship among the three automata in terms of inpyildwctions is depicted in Figure 1.

4 SAM in details

We present here the formal specification of the SAM algoritiior this purpose we use the I0A language which is
roughly based on precondition-effect actions that spegifgh component automaton behavior. First we specify the
Traversal and theLoadBalancer modules as part of a singt@peration Manager automaton that handles operations,
then we present a lower-level module, called th&uster automaton, handling the overlay.
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4.1 The Traversal

The traversal is in charge of maintaining the consistenahefreplicas applying appropriate strategies for exegutin
linearizable operations via read or write quorums.

In [5, 16] a read operation is realized in two phases. Theditstaims at gathering the tag and the value of the last
write, and the second to propagate the latest (possibly tagayalue pair to a write quorum. GeoQuorums [7] aims at
reducing the cost of read operations by allowing their efienun only one phase (i.e. the consultation phase). This is
achieved by including an additional phase in the write ofi@nanamely theonfirmationphase, in which the initiator
of a write sends a specific confirmation message when the opéeation is completed.

Similar to GeoQuorums, SAM aims at improving the efficienéyte atomic memory by maintaining a single
phase for read operations. However, one-phase read apenzitjht violate the linearizability. Thatis, a read openat
executed concurrently with a write operation may consuiealf value not completely propagated, while a latter read
may consult an old value (see Figure 2).

w(b)
QO®O
" 00@e0) T
Q O Q Z w5 ol :
7 :O O O= ' roa) wib)

Figure 2: Atomicity Violation

This violates the atomicity definition (see Definition 1)n& the problem comes from the early termination of
a read operation that consults a fresh value which is sti#ll propagation phase, we propose to let this propagation
terminate before allowing the read to terminate. That thegianother read operation consults this fresh writteneval
or it is ordered before the first one.

The write strategy in SAM is composed ofansultatiorand apropagatiornphase, while the read strategy includes
only the consultation phase. In the consultation phasegtkday is traversed from one side to another (for example
west to east) and all the nodes encountered are requestibe folbject value and timestamp. Finally, the most up-to-
date value is returned. In the propagation phase, the gvisrteaversed in two orthogonal directions with respect to
consultation. This guarantees that any write and read qu®mtersect.

Propagation proceeds in both directions so that each eejgligisited twice in this phase: the first time the object
is locked, preventing concurrent reads to get a stale valbée the second time the lock is released, indicating the
completion of the write operation. In dynamic systems amctajnay be locked forever due to unforeseen leaves. We
deal with this problem by assuming the use of a leasing giydtel]. We assume without loss of generality that in
the consultation phase the overlay is traversed from wessasty while in the propagation phase it is traversed toward
both north and south directions. Figure 3 shows the operaliases. In the following we detail the states and the
transitions of the Traversal automaton.

4.1.1 States

The state variables of th@perationManager are decribed for nodein Figure 4. First of all, each replica maintains
a tag and a value of the object by the mean of #ligand val fields. These fields are updated during operation at
some replica depending on their quorum belongingness.tiheecord fully describes a traversal. It contains some
identifying subfields such as its identifigd, its type which indicates if the operation associated igal or awrite,

the node that requested this operation namely the requester and the replica that decided to start the traversal
called the initiatorintr. Othertrv’s subfields are dynamically changed when the traversalnslipg: thetag and

val are updated during the consultation phase,dire set is the direction to which the traversal has to be sgh} (

at the beginning and then possiilyv, S} if a propagation starts) and théase indicates the traversal progression.
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Finally thebatch subfield is essentially used by thead Balancer as indicated in Subsection 4.2 for overlapping some
traversals.

The traversal aims at contacting a set of replicas amongubeug system (it literally traverses the quorum sys-
tem). That is messages are sent from neighbor to neighldinsf at the initiator replicantr. Similar messages are
also used by the thwart mechanism that is described in theestibn 4.2. The messages sent during the traversal con-
tain the traversal identifiatid, type type, intitiator intr, but also information about where it has to be sent (reggrdin
to dir andline). The startestr is the node that starts the thwart mechanism (see Subsdcfdor details on this
mechanism). Thetr field equals— in case of a traversal message.

There are other fields that are related to the Traversal. dhkebnfailed field indicates whether the current node
is crashed or not, the booleaeplica indicates if the node is a replica of the object. Moreoveg, gbnding-prop
field is used to specify which traversal propagation is pegdihen the current read traversal is done. That is, it is a
mapping from the read traversal to all the propagation teals it encounters. This field and theked field are used
to lock the read traversal until some propagation phasesnate for guaranteeing linearizability.

Finally the accumulator field, namebkc, indicates each phase termination. If the initiator of ér@alr has
received one of the traversal messages it has sent, it kifwavsai a quorum has been contacted. In that case,
acc[t] # (. Forinstance, when the initiator receives back a traversaéssage coming from thié direction, it knows
that a consultation quorum of replica has been contactete{er} C acc[r] and the consultation phase is finished.
Likewise, if it receives back two messages of a traversalstihitiated and coming from th¥ andS directions, then
{N, S} C acc|r] which means that the propagation phase is complete.

4.1.2 Transitions

The transitions of the Traversal automaton are descritratbibei in Figure 5. A read or write traversal starts at nede

in the consultation phase as a result oparation; input event. The traversal starts with éygeration; event choosing

a new unique identifier for it and initializing all the varlab. The traversal proceeds with messages being sent by a
nodes to one of its east neighboys through asend; ; event. Such an event is triggered only i not locked/freeze

or the current operation is a write. Otherwise the actioriashed until one of these conditions occur.

When a nodg receives a traversal message from thiuster; automaton by arv-participate; input event, it
checks whether it is the initiator of this traversal. If heni®t, j simply copies traversal information to forward the
message in the same direction, and update&iitg, value) pair with the one received (when the received value is
more recent than the one stored locally). Since the topa®gytorus, contacting successive neighbors in the same
sense involves obviously to re-contact the initiator at sgmint. Theacc field is used by the initiator to stop a

d

[uonEsydal

consulthtion

H F

Figure 3: The Traversal
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Domains:

1, the set of node identifiers.

TId € N x I, the set of traversal identifiers.
V, the set of all possible values for an object.

States: o
trv a record with fields val € V
tid € Tld failed a boolean
type € {read,write} replica a boolean
rgstr € 1 queue an ordered set of traversaisy
intr € 1 treating a set of traversalgrv
val €V pending-props a set of traversalsrv
tag e Nx I x N clock € R>0
phase € {idle, starting, waiting, ending } treat-time € R>0
dirs C {N, S, E} treat-fqcy € R>0
batch, an ordered set of traversatsy shrink-time € R>°
m arecord with fields shrink-fqcy € R>0
tid € TId threshold € R>0
type € {read,write} fwd € Tld
wtr € 1 starter € 1
str € 1 order-expand a boolean
dir € {N,S,E} r-access € N
line € N x N w-access € N
tag arecord with fields acc amapping fromT'Id to {N, S, E'}
ct €N locked a mapping from7'ld to T'ld
id el
index € 1
Signature:
Input: Internal:
operation(type,v); i, i € I, thwart;, 1€ T
type € {read,write},v € V trv-cons;, i € I
trv-participate(m);, i € trv-prop;, i € I
thwart-participate(m);, i € T set-lock;, 1 € T
update-adj-om(t, v, pp);, i € I, Output:
teT,veV,ppe Tld x {N,S,E} trv-involve(m);, i € T
thwart-involve(m);, i €
shrink;, 1 € T

expand(ra, wa);, i € I, ra,wa € N

operation-ack(v); j, i€ [,v € V

update-om-adj(t, v, pp)i, @ € I,t € T,v € V,
pp € Tld x {N,S,E}

Figure 4: OperationManager; automaton: Signature and states

traversal: when the initiator writes the traversal directin acc this completes the consultation phase, triggering the
operation-ack action for a read operation or the-prop action for a write.

In the propagation phase, the traversal is made in Bo#nd S directions, by therv-involve andtrv-participate
events. The write operation completes by sendinperation-ack output event. The only difference with the previous
phase is that a node sets a local lock to prevent a concugadtaf a non updated value. The lock is set at a process
by the first message receipt and unlocked by the second neesaajpt. Note the presence of fladed input action.
This action is trigged by the environment and aims at indlicgthat a crash has occured. That iaded flag, initially
false is set to true and any other action is disabled.

4.2 The Load Balancer

The LoadBalancer receives the read/write requests from clients. If the ldaadl induced by those requests is not
too high, then it triggers a traversal (i.e., activates tagdrsal automaton). Otherwise the request cannot bedtreat
because of an overload, the load balancer automaton ineotkegart process to find a suitable replica. Ttevart

process checks the overlay along a diagonal trajectory fimding a non overloaded replica. If the quorum system
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Internal trv-cons; Output trv-involve(m);

Precondition: Precondition:
—failed A replica —failed A replica
queue # 0 trv € treating
clock > treat-time m.tid = trv.tid
W = {w € queue : w.type = write} m.type = trv.type
R = {r € queue : r.type = read} m.intr = trv.intr
Effect: m.dir € trv.dirs
if W #0 m.tag € trv.tag
trv = w : w.id = maz{w'.id : w' € W} m.val € trv.val
val + w.val locked[m.tid] = 0
elsif R #£ 0 Effect:
trv = r: rid = max{r'.id : ' € R} none
trv.batch < queue \ {trv}
trv.phase < starting Input trv-participate(m); ;
tru.intr < i Effect:
trv.dirs < {E} if —failed N replica
treating < treating U {trv} trv < get-trv(treating, m.tid)
queue < if tro = L
treat-time < clock + treat-fqcy trv.tid < m.tid
trv.type <— m.type
Internal trv-prop(trv); trv.intr < m.intr
Precondition: trv.tag < m.tag
—failed A replica trv.val < m.val
trv € treating treating < treating U {trv}
trv.type = write if trv.intr =1
acc[trv.tid] = {E} acc[trv.tid] < accltrv.tid] U {m.dir}
Effect: else
W = {w € trv.batch : w.type = write} trv.dirs < trv.dirs U {m.dir}
trv.tag < (trv.tag.ct + 1,4,|W|) treating < treating U {trv}
trv.dirs < {N, S} if type = write A m.dir € {N, S}
acc[trv.tid] <+ 0 if (m.tid, *) € pending-props
has-changed <« true Vtid', locked[tid'] « locked[tid'] \ {m.tid}
else
Internal set-lock(tid); pending-props < pending-props U {(m.tid, m.dir)}
Precondition: if tag < trv.tag
—failed A replica (tag, val) < (trv.tag, trv.val)
trv.tid = tid else
trv.phase = starting (trv.tag, trv.val) < (tag, val)
trv.type = read has-changed <« true
pending-props # 0
Effect: Input update-adj-om(t, v, pp);
Y(p,*) € pending-props Effect:
locked[tid] < locked[tid] U {p} if —failed N replica
trv.phase = waiting tag <t
val v

pending-props < pp

Output update-om-adj(t, v, pp);
Precondition:
—failed A replica
has-changed
{t,0) = (tag, val)
pp = pending-props
Effect:
has-changed < false

Figure 5: OperationManager,; automaton: Traversal transitions

needs to be expanded (no overloaded replica has been fahedpad balancer automaton activates the adjuster
automaton to add another replica to the quorum system. I¥infafor a certain amount of time no write or read
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request have been locally submitted, then the load balangematon invokes the adjuster automaton for a shrink
procedure: the local replica is removed from the quorumesyst

4.2.1 States

The state variable used for by tHeadBalancer are described in Figure 4. Each node maintains a local fikad-s
queue Where read/write requests, i.e. traversals, are enqueafetettreatment.

As mentioned in Section 4.1.1, boolegriled field indicates if the replica is active or not. Dequeued afiens
are performed periodically. Variableitch represents the batch of requests dequeued periodieallyd the set of
requests to acknowledge. VariaBlerter is the identifier of the node that starts the thwart procebg.zéne record
contains the limits of the responsibility zone. Varialflel is the node identifier to whom the thwart message is
forwarded.

4.2.2 Transitions

Transitions ofLoadBalancer are defined in Figure 6. Asperation event (that is a read or write operation) is triggered
by a client. This event creates a néwv with a unique identifier and adds it to theeue of the replica. Regarding to
the treat-time andtreat-fqcy fields and the replica localock, trv-cons; event is triggered periodically. The queue
queue is scanned: the last enqueued write request (if any) is chfose write traversal. If there is no write requests,
then one of the read requests is chosen for a read traversatriLbe the chosen request. Since a write traversal
contains a consultation phase, there is no need to triggEadtraversal whenever a write traversal is triggered. The
subfieldirv.batch is filled with other traversal from theueue to keep track of all the clients to which the status/result
of their operation will be sent (after completion ofy traversal). Queugueue is emptied andreat-time is reset.
Then the chosen traverdab is executed like explained in 4.1.2, while the batched one®werlapped: they are not
explicitly run but their result depend on their represeémgapne,trv. Completion of the traversal is indicated upon
receipt of aoperation-ack; ., event. The traversal is assigned to vali@nd its phase is set tmding. An operation
acknowledgment is sent througheration-ack; . for all batched traversals associated with travetsal

If clients requests are too frequent with respect to #heeout value, thequeue might get full. In this case,

a thwart; event occurs and the thwart process starts. That is, a s@verquest is dequeued and prepared to be
forwarded. See Section 4.2.3, for more details on how thé¢ thevart replica is chosen. The requests is forward-
ed by theAdjuster; automaton that finds the correct thwart neighbor, accortirihpe direction mentioned by the
OperationManager; and conveyed by @hwart-involve; output event. As soon addjuster; receives the request

it sends it to itsOperationManager ; automaton with a@hwart-partipate ; event to make it participate in turn. The
thwarter process works as follows: either a non overloadgtiaa is found, in which case this replica becomes the
initiating replica for the request, or thewart message has completed the diagonal path (i.e., it is ratbiveeplica
starter). In this casestarter decides to expand the quorum system by executingpand, output event contacting
the Adjuster, automaton. The traversal is kept in a freezing state urgikihfficiently neighbors have acknowledge
the end of the expand procedure by the mean dfeartbeat message.

It may happen that the queue of a node remains empty for mdkiedime: this may indicate that the size of
the quorum is too big with respect to the actual load. ThedBalancer; decides in this case to remove the process
itself from the quorum, by running the outpihrink; event, which subsequently provokes a corresponding infutte
in the Adjuster; automaton. Thahrink event is triggered if upon expiration of a timeout, definedshyink-time,
shrink-fqcy and theclock, the queue is empty. Please note that more sophisticaggetiing policies can be introduced
to avoid the system to continuously bounce between expauasid shrink. These aspects, as well as correct setting of
timeouts are out of the scope of this report and will be ingaseéd in future work.

4.2.3 The Thwart Path

The thwarter mechanism aims at selecting nodes and tesiifldad allows them to initiate the traversal. If not,
the search is propagated followingtawart path Let: be thestarter of the thwart procedure. Roughly, the thwart
path follows a diagonal direction from the starter. Figushdws an example of overlay with a thwarter path starting
from replica whose responsibility is the light gray zone. &fifa replicg, different from the starting node, decides to
forward a thwart message, it sends it to a neighbor in thectiine of a trajectoryl’ which starts from starter and is
parallel to the diagonal of the overlay squarel’ is indicated with a light dashed line in Figure 7. The thwaessage
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Input operation(type, v); Output shrink;

Effect: Precondition:
if —failed N replica —failed A replica
if type = read clock > shrink-time
r-access <— r-access + 1 queue =
else replica = true
w-access <— w-access + 1 Effect:
ct «— ct+1 if r-access = w-access = 0

trv < {((ct,i), type, j,i,v, L,idle, 0, L)
if |queue| > threshold

replica <+ false
shrink-time < oo

fwd « fwd U trv else
starter < 1 r-access < 0
else w-access < 0

queue <+ queue U {trv}
shrink-time < clock + shrink-fqcy Output expand(ra, wa);
has-changed < true Precondition:
—failed A replica

Internal thwart; order-expand = true

Precondition: ra = r-access
—failed A replica wa = w-access
|queue| > threshold Effect:

Effect: order-expand < false

fwd + fwd Utrv :

trv.tid = max{trv’.tid : trv’ € queue} Output operation-ack(v);,;

queue < queue \ {fwd} Precondition:
starter < i —failed A replica
trv € treating
Output thwart-involve(m); t € trv.batch
Precondition: j = t.rgstr
—failed A replica v = trv.val
fwd #0 acc[trv.tid] = {N, S} A trv.type = write
trv € fwd acc[trv.tid] = {E} A trv.type = read
m.tid < trv.tid Effect:

m.type < trv.type
m.str = starter

trv.batch < trv.batch \ {t}

Effect:

none

Input thwart-participate(m); ;
Effect:

if —failed N replica
if (starter = i)
order-erpand < true
else

Output operation-ack(v);
Precondition:

—failed A replica

trv € treating

trv.batch = ()
j = trv.rgstr
Effect:

trv.phase < ending
treating < treating \ {trv}

trv.tid < m.tid
trv.type <— m.type

if [queue| > threshold
fwd + fwd U trv
starter <— m.str

else
queue + queue U {trv}

Figure 6: OperationManager; automaton: Load balancer transitions

is forwarded to the neighbor corresponding to the edge titaitsects the diagonal (or the closest neighbor in the north
direction). Since every replica knows its own zone limitsl &he bounds of the coordinate space, we only need to
propagate the starting replica coordinates, to define aodelgouting strategy that would eventually reach back the
starting replica. The thwart message checks all the replideose zone intersects the diagonal and this guarantees
that the initial zone is eventually reached again if evergrtmaded replica forwards this message. However, it may
happen that the starter fails while the thwart is in progresthat a new replica is inserted within the starter zone. In
order to guarantee the thwart termination, the startefa@piitially indicates to all its neighbors that a thwarbpess
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Figure 7: A Thwart Path

is started. It does the same in case of expansion. The raplitéakes over the starter's zone is aware of the thwart
process and stop it if it receives the thwart message.
For the sake of clarity we do not add these details in the ttewvaode.

4.3 Adjuster

The adjuster automaton manages the structure of the ovérlpgrticular, it handles expansion of the quorum system
and sent and receipt of message, either subsequent to aarenental event or requested by thendBalancer, and
departures of existing replicas, either due to voluntaayéds or failures.

4.3.1 States

States of automatod djuster are presented in Figure 8. Thene of a replica is a rectangle that has four reals
x1,z2,yl,y2 defining its limits in the two-dimensional coordinate spackandz2 are respectively the minimum
and the maximum abscissae whergasandy2 are respectively the minimum and the maximum ordinates. nbire
field gives information about a neighbor, #sne, its id, its neighbors identity:id and the running propagation phases
pp it knows about. Notice that th&ag andval fields of the OperationManager are also present, here. Each node
knows about the fixedounds of the coordinate space. Tlieeezing field prevents from sending messages during an
expansion. Theénwvolving-msg field is used to record the messages that involve anothdcaefple., messages that
must be sent to itel djuster automaton). And thearticipating-msg records messages that have to make the current
replica participate (i.e., messages that must be sent tOjhaition Manager automaton).

4.3.2 Transitions

The self-healing and self-adjusting behaviors come fromAljuster automaton, whose local transitions appear
in Figure 9 and other transitions appear in Figure 10. Theze@ughly three important services provided by this
automaton: (i) it provides message-passing communicgjipit reduces the set of active replicas responsible ef th
atomic memory by forcing a replica to exit the system, anyli{iexpands this set by choosing a replica candidate.

By theexpand; and theshrink; events, the system self-adjusts. Ekpand; eventis triggered by thBoadBalancer;
if the load becomes sufficiently high, while thkrink; event is triggered by thé&oadBalancer; if no request has
been received by during a sufficiently long period. Sonteartbeat messages are preriodically exchanged between
Adjuster automaton of different replicas in order to exchange nedghburrent state. Likewisexpand messages are
exchanged between a replica and the additional node it ehdbare generally, messages of each type are exchanged
by the mean ofend(type, ...) andrecv(type, ...) actions. Finally, th@pdate-adj-om andupdate-om-adj actions allow
OperationManager and Adjuster to update some freshly modified states they share (agandwval).
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States:

zone a record with fields
z1 €R
z9 € R
y1 €R
y2 €ER
nbr a record with fields
zone € R*
id el
nid C 1
pp € Tld x {N,S,E}
m a record with fields
tid € TId
type € {read,write}
intr € 1

val € V

bounds a zone

nbrs an array of neighbonbr

failed a boolean

has-changed a boolean
involving-msg a set of messages
participating-msg a set of messages
replica a boolean

clock € R>0

hb-time € R>0

hb-fgcy € R>0

last-split € T

a-last-split a mapping fronY to a boolean
detect-time a mapping fornV to R

str €1 freezing C {N, S, E}
dir € {N,S,E} coeff € R>0
line e R xR
tag a record with fields
ct €N
id el
index € 1

Signature:

Input: Internal:
trv-involve(m);, i € T heal;, i € T
thwart-involve(m);, i € T Output:
shrink;, i € 1 trv-participate(m);, i €

expand(ra, wa);, i € I, ra,wa € N thwart-participate(m);, i € T

update-om-adj(t,v, pp)i, @ € I,t € T, v € V, update-adj-om(t,v,pp)i, i € I[,t € T,v € V,
pp € Tld x {N,S,E} pp € Tld x {N,S,E}

recv(x);;, i € 1 send(x); j, i € I

Figure 8: Adjuster; automaton: Signature and States

Communication The Adjuster acts as a communication medium between higher 1&elration Manager au-
tomata (see Figure 1). That is when messages need to be gechaetweerfraversals or betweenLoadBalancers

for the thwart mechanism, th@perationManager,; outputs corresponding evertis-involve; or thwart-involve; to

the Adjuster; with enough information. Specifically, this informatioridnms theA djuster; automaton if the message
is part of a thwart or a traversal and in what direction. Siégautomaton maintains information éa zone and its
neighbors zone coordinates, it can find the right neighjbmmong all to contact. That isidjuster; sendsoperation
messages to anothdijuster; automaton. Whemdjuster ; receives this message it conveys it immediately to its
OperationManager ; automaton by the mean of thev-participate; or thwart-participate; output event.

Expansion More precisely, in some cases tleadBalancer; does not execute the traversal directly. This case
occurs when replica is already overloaded and the thwart strategy informs ahdciigh loaded system. That is,
replicai decides to add a replica in the quorum system. Sinkeows that no replica wants to run the traversal,
it triggers the expansion process at théjuster; by an ezpand synchronized event. This event tells tAdjuster,
about the concerned travergad. Then a node, referred as-add in the algorithm, is chosen arbitrarily among a non
empty set of candidates. Observe that those candidates otayvn a replica of the data and are not considered as
part of the memory at this time. Nextsplits its zone in two halves. The splitting can be done eitleetically or
horizontally. Node force replication tato-add, keeps the responsibility of one of the two zones and givesther
one to the new replicén-add. The split direction depends on read/write access higt@rieand wa): assuming that

a write traversal has to proheeff times more replicas than a read traversalims to minimize (by its split choice)
the average probe-complexity of further traversals. Bseand the split zone, thiv-add becomes neighbor of thus

i adds it in its list of neighborabrs and considers itself as last-split[to-add], i.e. the one who shared its zone with
this entering replica.
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Input trv-involve(m);
Effect:
if —failed N replica
if m.intr =4
m.line < get-straight-line(zone, m.dir)
m.next < get-nbr(nbrs, m.line)
involving-msg < involving-msg U {m}
if m.type = write
propagate-line[m.tid] < m.line

Output trv-participate(m);
Precondition:
—failed A replica
m € participating-msg
m.dir £ L
Effect:
participating-msg < participating-msg \ {m}

Input shrink;
Precondition:
—failed A replica
last-split = L
Effect:
replica < false

Input expand(ra, wa);
Effect:
if —failed N replica
to-add < get-outside-node()
replica < true
if ((coeff x ra) > wa)
to-add.zone < (y1 + (y2 L y1)/2,y2,21,x2)
zone < (y1,y1 + (y2 Ly1)/2, 21, 22)
freezing < freezing U {N}
else
to-add.zone < (y1,y2, 1 + (x2 L x1)/2,22)
zone < (y1,y2, 1,21 + (v2 L x1)/2)
freezing < freezing U {E}
index «+ |nbrs| + 1
nbrs[indez] < to-add
a-last-split[to-add] < true

Input thwart-involve(m);
Effect:
if —failed N replica
if m.str =1
m.line < get-diagonal(zone, bounds)
m.next < get-nbr(nbrs, m.line)
involving-msg < involving-msg U {m}

Output thwart-participate(m);
Precondition:
—failed A replica
m € participating-msg
m.dir = L
Effect:
participating-msg <— participating-msg \ {m}

Output update-adj-om(t, v, pp);
Precondition:
—failed N replica
has-changed
(t,v) = (tag, val)
pp = pending-props
Effect:
has-changed < false

Input update-om-adj(t, v, pp);
Effect:
if —failed N replica
tag <t
val < v
pending-props < pp

Figure 9: Adjuster, automaton: Transitions

Shrink  The internakhrink action is triggered internally by thédjuster, automaton. It may happen that a replica
of any quorum system have not received any request sincegatioe. In this case, we reasonably assume that a
random access strategy implies that the quorum systemddauaii That is, if a replica has not received any request
during ashrink-fqcy period of time, the replica takes the decision to shrink tystesn by removing one replica.
Hence theOperation M anager; outputs ashrink; event to theddjuster; automaton. When thd djuster; and the
OperationManager; automata run such an event, th@lica field of nodei is set tofalse. Consequently nodecan

not runs any further action. By doing so, the system shriic@ss is comparable to a crash failure where the crashed
node do not notify before failing. However this scheme islgahangeable to become a graceful leave, where the
replica having split for the last time is chosen among nedgblofi, andi’s zone responsibility is given back to the
corresponding chosen replica. Since we already assumers¢hef CAN takeover mechanism without specifying it,
we simply mention that this shrink procedure is easily cleainde into a notified leave leading more rapidly than a
traditional failure to the same takeover result.
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Output send((heartbeat, pp, pl, z, nid, s, t,v)); ;
Precondition:

—failed A replica

j € nbrs

hb-time > clock

pp = pending-props

pl = propagate-line

z < zone

nid < U, ¢ nprs {714}

Is < last-split

t < tag

v < val
Effect:

hb-time = clock + hb-fqcy

Input recv((heartbeat, pp, pl, z, nid, ls,t,v)); ;
Effect:
if —failed A replica
if Vindez : nbrs[index].id # j
index <+ |nbrs| + 1
nbrslindex].id < j
else
let indez be st.nbrs[index].id = j
nbrslindex].zone < z
nbrs[index].nbrs < nid
nbrslindex].pp < pp
nbrs[index].pl + pl
detect-time[j] < clock + detect-fqcy
if ls #£1
a-last-split[j] < false
it Ujrenprs 1137-20m€.91, §'.z0n€ Y2 ] :
j'.zone.x; > zone.z; } C [zone.y;, zone.ys|
freezing < freezing \ {E}
it Ujsenprstld’-20ne.31, j'.20n€.72] :
j'.zone.ys > zone.y;} C [zone.xy, zone.z2]
freezing < freezing \ {N}
it Ujr nprs i’ 20ne.21, j' . 20n€.22] :
j'.zone.ys < zone.y;} C [z0ne.z;,zone.1s]
freezing < freezing \ {S}
if t > tag
(tag, val) < (t,v)
has-changed < true
if freezing = 0
pending-props < update-pp(nbrs, pl)
has-changed = true

Output send((expand, v, t, neighbors)); ;
Precondition:

—failed A replica

j = to-add

t = tag

v = val

netghbors = nbrs
Effect:

none

Input recv((expand, v, t, neighbors)); ;
Effect:
if —failed N\ —replica
val < v
tag <t
has-changed < true
nbrs < update-nbr(zone, neighbors)
last-split < j
replica < true
freezing < {N,S,E}

Output send((operation, m)); ;
Precondition:

—failed A replica

m € tnvolving-msg

7 = m.next

freezing = ()
Effect:

none

Input recv((operation, m)); ;
Effect:
if —failed A replica
participating-msg < participating-msg U {m}

Figure 10:Adjuster; automaton: Transitions

5 SAM Atomicity

In this section we prove that our system implements atomjieatd Hence, we show that linearizability of operations
is ensured despite node arrivals, departures and singtepbad operation.

5.1 Assumptions and Preliminary Definitions

5.1.1 Quorums Properties

The read operation consists in contacting each node of aittatisn quorum while the write operation contacts first
a consultation quorum and then a propagation quorum. Byr¢ine8.1, each type of quorum intersects any quorum
of the second type. Any failure makes the traversal waitintj a replica takes over the state of the failing node. If
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a replica crashes, it involves the crash of the quorum itrigddo. As this time since no traversal is possible through
one of this quorum, concerned traversals remain in a wadtiage until the overlay is healed.

In the remaining of the report we use traversal terminolagydscribe the strategy used during an operation. That
is a read (resp. write) traversal refers to a read (respe)ojperation. Notice that there is a bijective mapping from
each operation to each traversal sinperation event sets a new traversal identifier each time it occurs.

5.1.2 Tag to Traversal assignment

Definition 4 (Batched Traversal) A treated traversalrv maintains a set, possibly empty, the.batch subfield. This
set is filled out, when &v-cons event occurs, with all the other traversals of the queue.s€heaversals are called
batched traversaknd traversalirv is called theirrepresentative

We propose a tag to traversal assignment such that eacbdtemtersal gets assigned a monotonically incremented
counter coupled with a tie-breaker identifier. We add a bimdéx to this tag in order to differentiate traversals that a
overlapped. For instance, the read batched traversalgiagame tag as their representative while the write batched
traversals get assigned a tag lower than their represegitagind higher than any lower representative tag. This late
tag is one of the immediate preceding tags of their repratieatone.

We refer totag as a mapping fronT'Id to N x I x N such thattrv.tid is mapped totag(¢rv.tid) if at least
one of the following condition holds: (i) itrv.type = read, thentag(trv.tid) = trv'.tag, andtrv € trv’.batch;
whenoperation-ack(¢rv’, v); occurs, wherdrv'.tag.id = i. (i) trv.type = write and if trv € trv'.batch then
tag(trv.tid) = (trv'.tag.ct+1,1, indez) with indez the index oftrv in the ordered setv’.batch whentrv-prop(trv');
occurs. (i) Atrv' such thatrv € trv'.batch and if trv.type = read thentag(trv.tid) = tag; whenoperation-ack;
occurs, elseag(trv.tid) = tag; immediately aftetrv-prop,; occurs.

We define the ordering of tag as follow:

e tag, < tag, if and only if

tag;.ct < tagg.ct Or
— tag;.ct = tags.ct andtag;.id < tags.id Or
— tag;.ct = tage.ct andtag; .id = tagq.id andtag; .b-ind < tags.b-ind

e tag, = tag, if and only if neithertag, < tag, nortag, < tag,

5.1.3 Real-Time Precedence.

We refer tostart as a mapping from a traversal®" such that traversaid is mapped to time if operation(x, %)
occurs at timer with #id = trv.tid. We defingterm as a mapping from a traversal or an operatioiRtosuch that
traversaltid (resp. operatiorr) is mapped to time’ if trv-ack(tid, x)) (resp. the correspondingperation-ack(x))
event occurs at time’ with if trv.batch # 0 thentid = ¢.tid elsetid = trv.tid.

Definition 5 (History’s precedence) First, let < be a total order capturing theeal-timeprecedence on every event.
Second, we define the history precedence, nariglyas an irreflexive partial order between operatiansand s,
such thatr, <y m if and only if term(m) < start(n2).

Definition 6 (Atomicity) Next, we restate the Definition 1. If it exists a matchipgration-ack, ; event following
anyoperation, ; event then, it exists a relationg that orders partially read and write traversals such that:

1. <gC<s.
2. For any write traversalv; andws, eitherw; <g ws Or ws <g wj.

3. For any read traversal and write traversalw, eitherr <g w or w <g r. Moreover, if it existav such that
w = maz<z{w <gr}andw writes valuev thenr returns the same value And if no suchw exists, then the
value returned by is vg.

4. For any read or write traversat, the set{' : 7’/ <g 7} is finite.
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5.1.4 Assumptions

First, we assume the presence of the non specified functitins ddjuster. Then we assume that execution sequences
are well-formed and we use CAN takeover mechanism.

Additional functions

e get-outside-nodeNow we assume reasonably that if the quorum system is camrside be overloaded then
the whole system contains more than the quorum system nddhs.is reasonable since the quorum system
overload comes from an increasing total number of nodesisyktem over the number of replicas. We assume
that at least one node remains unused as a replica yet thaivis @ the system when asxpand event occurs.
We assume for the bootstrapping process that each actieegaodinvoqueet-outside-node() function which
returns the identity of one node among those ones.

e get-straight-line Given the zone of a replica and a direction, this function returns the linattshould follow
the corresponding traversal to wrap the torus. Typicalig the horizontal or vertical line going through the
middle of zonez.

¢ get-diagonalGiven the zone of a replica and the general bounds, of the coordinates sifaséunction returns
the line parallel to the diagonal of the space that crossemitdle of zone

¢ get-nbr Given the set of neighbors, and consequently the zone lwhigaich of them, and a line define by two
reals, namely: andb, this function returns the neighbor whose zone crossedribéd.lof equatiory = ax + b.
If such a replica does not exist, the default chosen one indhi neighbor withy.zmax € L.

¢ update-nbr Given a set of neighbors including all the neighbors of aicep| plus responsibility zone af this
function returns the exact set of neighborg.of

¢ update-pp Given the set ot’s neighbors and consequently their pending propagatientifier and direction,
the line followed by these traversals, this function resuttme state of the current replica. That is, this replica
knows if it has to continue a pending traversal, if it is theder and if it is locked.

Well-formedness. We assume that any sequence of external actions for reivd object: is well-formed That is
(i) the first event of the sequence is eitheoaeration, ; eventor dail; event. (i) aroperation, ; eventis immediately
followed by the matchingperation-ack, ... (iii) no fail; event precedes amperation, ;, Or operation-ack; , event.

*

Takeover mechanism. We do not include the details of CAN takeover mechanism. Weeraassume that failure
rate is low enough to ensure the takeover completes. Whaeatipns can be stopped during this mechanism, they
terminate when quorums are newly available.

5.2 Atomicity Proof.

Here, we aim at showing that it exists a relationdefined by operatiotug, that is a partial order satisfying atomicity.

Definition 7 (Traversal ordering) We define a partial ordex; on the set of traversals such that (i) write traversals
are totally ordered: a write traversat; precedes another write traversal if tag(m ) < tag(m2). (i) read traversals
are ordered between write traversals: a read traversals ordered after all write traversals, such thattag(mw,) <
tag(m;) and before all write traversals, such thattag(m,) < tag(m).

The first invariant shows that any locked node can not pp#teiin any read traversal until it is unlocked.

Invariant 1 If a replica j is locked before a read traversakonsults it, then traversaland all its possible batched
traversal terminate after the replica is unlocked.
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Proof. Assume thayj is locked when the consultation phasetaonsults it, i.e. when &rv-participate(m); such
that m.tid = t occurs, it exists previous states where someparticipate(m’); events occur as part of propa-
gations of a set of write traversals identified by identifigrs= {m'.tid}, namelyT’. This former event fills out
the pending-props; field with new traversal identifier and sense pair. It follavat set-locks(t); preconditions are
satisfied andocked; is filled with the traversal identifiers freshly addedpiending-props ;. In this state, no further
tru-involve; is possible, meaning thatan notinvolve its following neighbor in traversalT he propagation traversals
identified byT” terminates after a secondv-involve(m'") output event occurs withn' .tid € T'. By the Adjuster
automaton code, the corresponding input event record tessagen’’, trigging somesend ({operation, m’')), ; out-
put events. That isddjuster; receives the corresponding message and makeSpitsation Manager ; participate
with sometruv-participate ; event. From this point on, the corresponding write travedgantifiers are removed from
pending-prop indicating that the propagation is no more pending, anddtig field is immediately set t6. Note that
traversal identifiers whose propagation occurs aftesttidock; event do not lock traversal Since the termination
of traversalk requires that the initiator gets recontacted by the samversalt, this occurs at least after unlockirig
More over since angperation-ack(¢, x) ends the batched traversal and occurs after the unlogk efery batched
traversal whoseis representative ends aftgis unlocked. O

Next invariant states that any node of a propagation quosuatked during a propagation until all the correspond-
ing quorum’s nodes have been locked.

Invariant 2 Any write traversak propagating to quorung, unlocks any replica of after all its replicas have been
locked.

Proof. Because of the torus topology we use, each consultatioruquas well as each propagation quorum is a ring.
When one of the replicas of a quorum starts a propagatioontects its two neighbors in its propagation quorum. Like
aforementioned, replicas learn about the traversal by-aarticipate(m) wherem.tid = tid event and continues it

by atrv-involve(m) event, withm.tid = tid. By examination of therv-participate action, if m.type = write either

tid € pending-props field and this identifier is added t@nding-prop, or it is removed. In both cases, theked

field is updated with new concurrent propagation phase dised. Now observe that the propagation phase is done
by the initiatori by sending messages in two opposite senses, namMelnd S. Hence, when the first message is
received byj, it goes to a state where it does noiolve any more node in consultation traversals. However when
receives a second message, it goes back to an unlock steig adide to involve other nodes. The two messages are
sent in both senses over the ring from a single nod&ecause of the uniqueness of the path, each node receiges on
message locking it before one of them receives a second olugking it. O

Here we aim at showing that tHeag, val) pair is up-to-date after an expansion. That is when a reiealded
to the quorum system, a consultation or a propagation quahanges. We show that this node keeps track of any
earlier traversal, in other words its state reflects thestigads occurred before, when it becomes able to particgsate
a replica of a quorum.

Lemma 5.1 After anexpand, event occurs including nodgin the quorum system, at the tiridecomes an active
replica, its(tag, val) pair andlocked value reflects all the traversal participations whose quuoscontairy.

Proof. Preconditions of theend((operation, ...)); preventj from participating in a traversal befogebecomes a
replica (i.e.replica; = true) andfreezing ; is empty. Sincgreezing; is setto{ N, S, E'} when;j becomes a replica by
recv({expand, ...));, heartbeat messages have to be exchanged witlVitsS andE neighbors beforg can participate
in another traversal. By the propagation phase of the wptration, vertical neighbors (i.eV andS neighbors)
of j have the updateftag, val) pair of any quorum it belongs to. These later state messadeages ensure that
updates ittag, val) to the most up-to-date one when it starts participating infarther traversal. Observe finally
that thepp is updated with th@pdate-pp function like said in 5.1.4. |

The following lemma and corollary show that tag orderingess real-time precedence ordering.
Lemma 5.2 If term(t1) < start(t2) thentag(t1) < tag(ta).

Proof. First observe by 5.1.2 that any batched traversal getsrassigitag at most as large as their representative one.
That is, we show the result true for a representative traversal and the result follows triyitdr any of its batched
traversals. We consider two cases, eithes a read traversal or it is a write traversal.
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In the first case assume thatis a write traversal, hendg completes only if its propagation phase has already
ended. Ifterm(t1) < start(t,) that means that; has propagated its tag to a whole propagation quorum, when
traversak- is initiated. By the quorum intersection property, it exishe elemeni that gets assigned this tag in every
consulting quorum by timeéerm(¢,). Sincetag value is monotonically incremented, and Lemma 5.1 and agsam
ensure that any failure is followed by a state recovery,@gious that the tagag’ consulted during the consultation
phaset, is such thattag’ > tag(t1). By definition of tag(t.), it is such thattag(t2) > tag’ and putting these
inequalities together yields to the result.

Now consider the second case wherds considered to be a read traversal. To prove that the pgopelds,
we show that the following contraposition is true: tlfg(t2) < tag(t1) thenstart(tz) < term(t1). Assume that
t; consults the consulting quorue while ¢, consults the consulting quorum. Hence iftag(t2) < tag(t1) then
3j € ¢ such thatj.tag > maz;e.,{i.tag}. Given that, we show thalerm(t,) < start(¢) is impossible. The
existence ofj implies that it exists a write traversal, propagating to a propagation quorwg) that has propagated
to j but not yet to any replica of,. By the quorum intersection property, we know thatN ¢, # 0, thent; will
eventually propagate to one element:ef By Invariant 2,5 is locked until after having propagated to an element of
co. Next, by Invariant 1term(t;) < start(t2) is impossible. Thatis, ifag(t2) < tag(t1) thenstart(ta) < term(ty)
and the resultis also true, i.e.tdrm(t1) < start(t2) thentag(t1) < tag(tz). O

Corollary 5.3 If term(t1) < start(to) andt, is a write traversal thertag(t1) < tag(t2).

Proof. This follows directly from Lemma 5.2 and the definition of writraversal tag. Letag,. be the tag at the
end of consultation phase of before being incremented. By examinationtof-prop(¢,) action, we conclude that
tag(t2) > tag,.. Combining this with Lemma 5.2 leads to the conclusion. |

The main theorem shows that the traversal ordering defin&efimition 7, and based on tags, satisfies each one
of the four conditions of the atomicity definition (Definitie 6 and 1).

Theorem 5.4 SAM implements atomic object.

Proof. Two write traversals get assigned different tags. Thiofed from the fact that two writes at the same location
get assigned a different sequence number or a differenplolefr batched index, and writes occurring at different
location get assigned different tie-breaker tag. ThatisPia satisfied. For Part 1, assume for the sake of contiadict
that<y Z<;. Thatis assume thatv, <pg trv, and—(trvi <; trvs). Now there are two cases: (i) #fv, is a read
traversal, thertrv, <p trv, and Lemma 5.2 implies thaug(trv,) < tag(trvs). (i) If trvs is a write traversal,
thentrv; <y trvs and Corollary 5.3 implies thaizg(trvi) < tag(trvs). By definition of <;, both results yield a
contradiction. For Part 4, since any traversal; in H terminates, Lemma 5.2 implies that all traversais, such
thattrvy; <pg trvs is ordered after. That is, the set of traversals precetlingis finite. Part 3 is straightforward.O

6 Conclusions and Future Work

In this report we have presented SAM, a system for emulatingtamic memory in highly dynamic systems. Our
system has self-capabilities, self-adjusting function of object load aions and self-healing when replicas leave the
system. SAM follows a modular design inspired by theorétcal practical achievements in several research areas:
p2p overlays, dynamic quorums and replica control. Theogbiphy of SAM is based on distributed control and
locality principles. That is, all the good properties of SAMomicity, self-healing or self-adjusting) are implertegh

via p2p techniques using only local information whose semeains almost constant as the size of the sistem grows.
Our work demonstrates that the use of p2p techniques can rfitial for the future design of applications for
dynamic systems with strong consistency requirementss@gmmerce, e-flows or e-booking).

Several research directions are opened by our work. Firghtead to extend our approach to the implementation
of a persistent storage in dynamic systems that support coon@lex operations. In [4] some of the authors have pro-
posed an architecture for a persistent storage aimed tasgupplti-object operations. We decomposed the persistent
storage problem in a set of sub-problems and each sub-pnatées further decomposed in sub-problems that could be
solved with classical distributed computing techniquess amstractions (called oracles) which implementation woul
need additional environmental assumptions. SAM is a furetded abstraction (i.e. atomic memory for dynamic
systems) aimed to be used as building block for implememtinge complex services.
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Another research direction would be to study incentive rma@ms for replication in dynamic systems and the
impact of these mechanisms on the efficiency of the sharedameitdosting a replica is resource consuming, hence
nodes in the system may refuse to be part of an atomic memolyti&s come from games and mechanisms theory
which provide a broad class of incentive mechanisms.

Finally, we intend to study efficient mapping schemes betweglicas that are part of the atomic memory and
physical nodes in the network. SAM does not focus on the ehoi@ candidate for hosting a new replica. However,
this choice may have a non-negligible impact on the latenclythe availability of the atomic memory.
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