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2 Équipe TAO, INRIA Futurs – LRI, Université de Paris Sud
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Abstract. A fuzzy controller is usually designed by formulating the
knowledge of a human expert into a set of linguistic variables and fuzzy
rules. One of the most successful methods to automate the fuzzy con-
trollers development process are evolutionary algorithms. In this work,
we propose a so-called “approximative” representation for fuzzy systems,
where the antecedent of the rules are determined by a multivariate mem-
bership function defined in terms of Voronoi regions. Such representation
guarantees the ε-completeness property and provides a synergistic rela-
tion between the rules. An evolutionary algorithm based on this repre-
sentation can evolve all the components of the fuzzy system, and due to
the properties of the representation, the algorithm (1) can benefit from
the use of geometric genetic operators, (2) does not need genetic repair
algorithms, (3) guarantees the completeness property and (4) can im-
plement previous knowledge in a simple way by using adaptive a priori
rules. The proposed representation is evaluated on an obstacle avoidance
problem with a simulated mobile robot.

1 Introduction

One of the most successful areas of application of fuzzy logic is control, where
fuzzy controllers have proved to be very effective in the context of controlling
complex ill defined processes [7]. A fuzzy controller is usually designed by for-
mulating the knowledge of a human expert into a set of linguistic variables and
fuzzy rules [4]. However, there is still no systematic way to perform this process.
A large number of methods to automate this process and to evaluate and fine
tune the obtained fuzzy controllers have been proposed in the literature, with
methods based on reinforcement learning, neural networks and evolutionary al-
gorithms being the most successful ones (see [8, 11] and references therein).

Defining a fuzzy rule amounts to select the membership functions for the
input variables, and the corresponding values for the outputs of the rule. An
important issue is to ensure that the whole search space is covered by the set
of fuzzy rules. A way to overcome this problem is to use the so-called grid
representation, i.e. to define fuzzy sets from intervals of the values of the input
variables. However, this requires a large number of parameters (the interval
values), especially as the dimension of the input space increases.



On the other hand, partitions of an n-dimensional space can be easily evolved
using Voronoi diagrams [12], and a complete set of fuzzy rules can hence be
defined by attaching a linear function to each subset of a such Voronoi partition:
this is the basic idea of the Fuzzy Voronoi representation for fuzzy systems that
is proposed in this work.

The paper is organized as follows: section 2 introduces the FV representation
for fuzzy systems and its evolution, and discusses some interesting properties
like the ε-completeness, and the way a priori rules can be added by the user
while their application domain is evolved by the evolution. Section 3 validates
the proposed approach with some experimental results on a simple problem of
Evolutionary Robotics. Finally, section 4 draws some quick conclusions.

2 The Fuzzy Voronoi Representation

This section introduces the basic concepts of computational geometry used to
construct the FV representation, and describes how these concepts are used to
represent Takagi-Sugeno fuzzy systems, before discussing the main properties of
this representation.

2.1 Domain Partition

The domain partition strategy is based on Voronoi diagrams. A Voronoi dia-
gram induces a subdivision of the space based on a set of points called sites.
Formally [2], a Voronoi diagram of a set of p points P = {P1, . . . , Pp} is the

Fig. 1. An example of a Voronoi diagram (left) and the corresponding Delaunay tri-
angulation (right) for a set of points in IR2

subdivision of the plane into p cells, one for each site in P , with the property
that a point M lies in the cell corresponding to a site Pi if and only if the
distance between M and Pi is smaller than the distance between P and all
other Pj (j 6= i). Formally, the Voronoi cell defined by the site Pi is defined as:
V(Pi) = {Q | dist(Q,Pi) ≤ dist(Q,Pj) ∀ i 6= j}, where dist(x, y) is the Euclidean
distance between the points x and y. A related concept is the so called Delaunay



triangulation T , defined as the maximal planar subdivision (i.e. a subdivision
such that no edge connecting two vertices can be added to S without destroying
its planarity) whose vertex set is P and such that the circumcircle of any trian-
gle in T does not contain any point of P in its interior. Figure 1 illustrates an
example of a Voronoi diagram and its corresponding Delaunay triangulation in
IR2. Note that these definitions can be straightforwardly extended to IRn, with
n ≥ 2 – all details can be found in [2].

2.2 The FV representation for Takagi-Sugeno fuzzy systems

A general Takagi-Sugeno fuzzy system has l input variables x1, x2, . . . , xl and
m output variables v1, v2, . . . , vm [1]. Rule Rk of such a fuzzy system has the
following form:

if x is Sk then vk1 = ak10 + ak11x1 + . . .+ ak1lxl
and . . . and
vkm = akm0 + akm1x1 + . . .+ akmlxl

(1)

where Sk is a fuzzy set, x = (x1, x2, . . . , xl) the input vector, and akj0 and akji
(1 ≤ i ≤ l, 1 ≤ j ≤ m) are the real valued parameters defining the outputs as a
linear combination of the inputs.

The membership value of the input vector x to the fuzzy set Sk can be defined
in different ways. For instance, all input variables can be fuzzified independently:
assume xi is fuzzified by pi ≥ 1 fuzzy sets Aij (1 ≤ i ≤ l, 1 ≤ j ≤ pi) with mem-
bership functions µiki (ki = 1, 2, . . . , pi). Then the left-hand side of Equation (1)
becomes if x1 is Ak1 and . . . and xl is Akl , where each Aki is one of the Aij , the
antecedent fuzzy sets (or linguistic labels) associated to the input variable xi.

The FV representation on the other hand considers joint fuzzy sets defined
from a Voronoi diagram P = {P1, . . . , Pp}. There are as many rules as Voronoi
sites, and fuzzy set Sk is defined as by its multivariate membership function µk
that takes its maximum value 1 at site Pk, and decreases linearly to reach value
0 at the centers of all neighbor Voronoi sites. An example of such a joint fuzzy
set is shown in figure 2-a for n = 2. Formally, the membership value of the input
vector x to the joint fuzzy set Sk is defined by:

µSk(x) =

{
lC(x) x ∈ V(Pk)
0 elsewhere.

(2)

where C = Pk is the Voronoi site defining Sk and the Voronoi cell V(Pk), and
lC(x) is the barycentric coordinate of x in the simplex TC(x) of the Delaunay
triangulation of P that has C as a vertex and to which x belongs. Figure 2-b
shows an example of the Voronoi diagram and the associated Delaunay trian-
gulation. On Figure 2-c, the barycentric coordinate lC(x) corresponds to the
(normalized) gray area (volume if n > 2) of the sub-simplex formed by x and
vertices of simplex TC(x) but C.

Note that a very large triangle containing all points in the domain is defined
in such a way that there are no open Voronoi regions in the input domain.
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Fig. 2. An example of a (a) joint fuzzy set for a single Voronoi region for n = 2, where
the membership value is represented in the z-axis, and a (b) Voronoi diagram (solid
line) and its corresponding Delaunay triangulation (dotted line) for n = 2. The graphic
(c) shows an example of the membership computation for n = 2. The outer triangle
corresponds to the simplex defined by the Delaunay triangulation to which x belongs.
The membership value corresponds to the area of the shadowed triangle. Note that the
value of the area is 1 when x is equal to C and it goes down linearly to 0 on the side
of the triangle opposite to C

Representation: the FV representation is hence defined by a (variable
length) Voronoi diagram P = {P1, . . . , Pp} (each Pi is defined by n coordinates),
and for each k ∈ [1, . . . , p], the set of coefficients akij , i ∈ [1, . . . , l], j ∈ [1, . . . ,m]
defining the value of the outputs.

2.3 Evaluation of a FV Takagi-Sugeno fuzzy system

In order to evaluate the output of such a FV Takagi-Sugeno fuzzy system at
point x, the Delaunay triangulation of the set P has to be computed. Then,
the membership functions corresponding to all Voronoi cells that intersect the
simplex T (x) to which x belongs have to be computed. Finally, the value of the
output variable vj is computed by summing up the values vkj of each activated
rule, weighted by their corresponding membership:

vj =
∑

Sk/T (x)∧Sk 6=∅
µSk (x)vkj (x). (3)

2.4 Evolution of FV systems

There are two possible approaches for optimizing a FV system: either freeze the
number of rules (Voronoi sites), and use any parametric optimization algorithm
– but the power of this representation would somehow fade away if the number of
sites has to be fixed in advance – or use the flexibility of Evolutionary Algorithms
to evolve variable-length genotypes, letting evolution adjust the granularity of
the fuzzy rules, i.e. the number and location of the Voronoi sites.

The evolutionary algorithm is described in details in [12, 6]. The crossover
operator is based on geometrical exchange of Voronoi sites between both parents



with respect to a random hyperplane. The mutation operator can either modify
the parameters of a particular rule by some standard Gaussian mutation, or add
or delete a Voronoi site, i.e. a rule (see next subsection 2.5). Practical details on
the algorithms, including all parameters, will be given in section 3. But before
experimentally validating the FV representation, next subsection will discuss
some of its properties.

2.5 Properties

First of all, the FV representation belongs to the class of approximative repre-
sentations [1], where each fuzzy rule defines its own fuzzy sets. It also provides
continuous output, as most fuzzy systems. However, it also has a number of
useful properties, that we shall now discuss in turn.

ε-completeness property: All FV-based fuzzy systems defined with the FV
representation fulfills the ε-completeness property at any required level, which
establishes that any input must belong to at least one fuzzy set with a member-
ship value not smaller than a threshold value ε:

∀x ∈ U ∃A ∈ {A1, . . . , An} µA(x) > ε. (4)

For the FV representation, it is clear from the definition of the membership
function of equation (2) that this property will hold with ε = 1

2 , as lC(x) will be
above 0.5 if x lies in the Voronoi cell defined by C. This property guarantees an
adequate representation for every input point, since there is always a rule that
is applied with at least a known value of membership.

No need for genetic repair algorithms: Since it is not possible to define
wrong or non complete fuzzy systems, the fuzzy systems produced by applying
mutation or crossover operators are always valid control systems.

Adaptive fuzzy rules: The influence on the output of a particular fuzzy
rule in the FV representation does not only depend on the rule itself, it also
depends on all neighbor rules. The area of application Ak of a fuzzy rule Rk is
defined as the union of all Delaunay regions which contain the point Pk, center
of the rule Rk. Formally:

A(Rk) =
⋃

Pk∈Dj
Dj Dj ∈ D = {D1, . . . , Dγ}. (5)

where Pk is the center of the rule Rk and D = {D1, . . . , Dγ} is the Delaunay
partition of the set P = {P1, . . . , Pp}. Figure 3 shows an example of the applica-
tion area of some rules in a regular partition, and illustrates the interdependency
of application areas of neighboring rules when some rules are removed or added.

The evolutionary algorithm evolves individuals that represent complete fuzzy
systems defined by a set of fuzzy rules that are synergistically related, and not
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Fig. 3. Diagram (a) shows the application area of a fuzzy rule. Diagram (b) shows the
application area of one of its neighbor rule. Diagram (c) shows the application area of
the rule of diagram (a) when the rule of diagram (b) is removed, and diagram (d) the
application area of the rule of diagram (a) when a rule is added between both rules.

fuzzy systems defined with a set of independent fuzzy rules. The variation opera-
tors hence modify the application areas of all fuzzy rules, while still maintaining
the required ε-completeness level.

Adaptive a priori rules: In most fuzzy systems, the user can incorporate
a priori knowledge by manually defining fuzzy sets and the corresponding fuzzy
rules. This process implies that some restriction on the output values and the
partition of the input space is introduced in the evolutionary process, but the
expected benefit is that the evolutionary process, biased toward hopefully good
parts of its search space, will converge faster to better solutions. Similarly, the
FV representation allows the definition of a priori rules, i.e. fixed Voronoi sites
that will not be modified by evolution. But one big advantages of the FV repre-
sentation is that the expert does not need to specify the application area of such
rules: thanks to the synergistic effect described above, the evolutionary process,
by adding rules more or less close to the a priori rules will also tune its domain
of application – as will be clear on the experimental results in next section.

3 Experiments

3.1 Obstacle avoidance with a Khepera Robot

Control problems are among the most successful applications of fuzzy systems:
we have chosen a simple control problem in Evolutionary Robotics (ER) to vali-
date the FV representation. For its simplicity, because it has been the hardware
basis for many experiments in ER [10], and because there exists many good
simulation platforms (we have used [9]), the Khepera robot was chosen: it has 8
infrared sensors to measure proximity to objects and levels of ambient light; two
independent motors are used to control the speed and direction of the robot.

The obstacle avoidance is one of the simplest problems in ER. Following
[10], the fitness of a controller is defined by testing the controller on the (simu-
lated) robot in some given arena during a number r of epochs, the robot being



positioned randomly in the arena at start of each epoch. During each epoch,
fitness accumulates at each time step proportionally to the robot speed, but is
decreased if the robot gets too close to a wall. An epoch stops if the robot hits
a wall, or after a predefined number of times steps s. The total fitness is the
sum of the fitness obtained during all r epochs. More formally, the fitness (to be
maximized) is defined by

fitness(I) =
1

r

r∑

i=1

s∑

t=1

d(t) ∗ (1− a(t)) (6)

where t is the time step, d(t) is the normalized forward speed of the robot (sum
of the speed of both motors), and a(t) is the normalized maximum activation of
the infrared sensors (i.e. a(t)=1 means that the robot is against a wall).

3.2 Experimental Results

In the results reported here, to keep things simple, but not trivial, the controllers
have four inputs and two outputs: the inputs are, respectively, the average of the
two left sensors, the two front sensors, the two right sensors and the two back
sensors; the outputs are the speeds of the two motors. The precise parameters
of the evolutionary algorithm are given in table 1.

Parameter value

Dimension of the input space 4
Dimension of the output space 2
Population size 50
Number of generations 300
Selection - replacement Roulette - Generational
Number of epochs per evaluation 40
Number of time steps per epoch 200
Minimum and maximum size of individuals 10 - 30
Crossover rate (Voronoi) 0.8
Mutation rates (Gaussian - addition - deletion) 0.3 - 0.15 - 0.15

Table 1. Parameters of the evolutionary algorithm

The performance of the individuals is evaluated on the scenery shown in
Figure 4-a, by performing r = 40 evaluations from valid random positions of
at most s = 200 steps each one. The performance of a representative controller
found after evolution is shown in the same Figure 4-a, where the little boxes
represent the robot displayed every 30 time steps, for a total of 5000 time steps.
It can be appreciated that the robot can successfully navigate through the arena,
avoiding obstacles, and moving slowly in narrow regions (boxes are more dense).
Generalization abilities: Figure 4-b shows the performance of the same con-
troller, evaluated in the same conditions but in a different arena from the one it



(a) (b)

Fig. 4. The graph (a) shows the performance of the best fuzzy controller obtained
through evolution in the scenery used for evaluation and the graph (b) shows the
performance of the same controller on an unknown environment

had evolved in during evolution. It can be seen that the controller has success-
fully learned the navigation rules, since it can move and avoid obstacles in an
unknown environment. The performance is comparable with the results provided
e.g. in [10] and [5], where neuro controllers are trained in a similar arenas.
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Fig. 5. Fitness vs number of generations, averaged over 5 runs. (a) without a priori
rules, and (b) with a priori rules.

A priori rules: Figure 5 shows the usual plot of best fitness (averaged over 5
runs) vs number of generations, together with error bars, when the evolution
is performed without (a) and with (b) the a priori rules shown in table 2. The
first rule establishes that the robot should go straight ahead (both motors at full
speed) when there are no obstacles around (normalized value 0 for all sensors),



point output v0 output v1

left center right back a1 a2 a3 a4 a5 a1 a2 a3 a4 a5

0 0 0 0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0
1.0 0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0

Table 2. A priori rules used during evolution.

and the second rule establishes the same behavior when there are no obstacles in
front, but obstacles in all other directions (normalized value 1). Though the final
performances reached by the best controllers in the case where a priori rules are
used are only slightly better than those in the case without a priori rules, the
results in the latter case are obtained more quickly, and, more importantly, are
much more robust (smaller error bars). The use of a priori rules makes certainly
sense when the simulation is highly costly so the number of runs and the number
of generations per run have to be kept small.

(a) (b)

Fig. 6. The (a) original area of application of the first a priori rule and the (b) modified
area of application of the same rule at the end of the evolution

The areas of application of the first rule (projected in their first three coor-
dinates) are plotted on Figure 6: (a) shows the initial application area, before
evolution started, while (b) is the application of the very same rule after evolu-
tion. The algorithm did indeed adjust this domain of application – the user only
had to specify the expected behavior at a single point in the input space. Table 3

point output v0 output v1

left center right back a1 a2 a3 a4 a5 a1 a2 a3 a4 a5

0.61 0.98 0.97 0.92 -0.51 -0.04 0.01 0.17 -0.66 0.9 -0.14 0.66 0.48 -0.82
0.82 0.54 0.11 0.67 0.65 -0.46 -0.11 3.31 -0.12 -0.14 -0.31 -0.11 3.54 -0.46

Table 3. An example of rules obtained after evolution.



shows two rules obtained through evolution. The first rule is applied when the
only possibility is to move to the left and the second rule when the best option
is to move to the right. The normalized outputs produced by the first rule in the
center point are 0.01 and 1.0, producing a fast turn to the left. The outputs of
the second rule are 0.75 and 0.3, producing a slower turn to the right.

4 Conclusions

A representation for fuzzy controllers based on Voronoi diagrams has been pro-
posed, that can represent fuzzy systems with synergistic rules, fulfilling the ε-
completeness property and providing a simple way to introduce a priori knowl-
edge. The geometric interpretation of the rules allows the use of geometric genetic
operators that proved to be useful also in other contexts. The representation and
the algorithms have been validated on a mobile robot obstacle avoidance prob-
lem run on a simulator in a four and eight (not shown) dimensions input space,
and also on the inverted cart pole system (not shown). Future work include
experiments on a real mobile robot, and comparisons with more classical grid
representations for Takagi-Sugeno fuzzy systems, and the impact of using the
so-called Symbolic Controllers approach [3].
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