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75013, France
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Abstract

Clinical data warehouses, which have arisen over the last decade, bring together the medical data of millions of patients
and offer the potential to train and validate machine learning models in real-world scenarios. The quality of MRIs
collected in clinical data warehouses differs significantly from that generally observed in research datasets, reflecting
the variability inherent to clinical practice. Consequently, the use of clinical data requires the implementation of robust
quality control tools.

By using a substantial number of pre-existing manually labelled T1-weighted MR images (5,500) alongside a
smaller set of newly labelled FLAIR images (926), we present a novel semi-supervised adversarial domain adaptation
architecture designed to exploit shared representations between MRI sequences thanks to a shared feature extractor,
while taking into account the specificities of the FLAIR thanks to a specific classification head for each sequence. This
architecture thus consists of a common invariant feature extractor, a domain classifier and two classification heads spe-
cific to the source and target, all designed to effectively deal with potential class distribution shifts between the source
and target data classes. The primary objectives of this paper were: (1) to identify images which are not proper 3D
FLAIR brain MRIs; (2) to rate the overall image quality.

For the first objective, our approach demonstrated excellent results, with a balanced accuracy of 89%, comparable
to that of human raters. For the second objective, our approach achieved good performance, although lower than that
of human raters. Nevertheless, the automatic approach accurately identified bad quality images (balanced accuracy
>79%). In conclusion, our proposed approach overcomes the initial barrier of heterogeneous image quality in clinical
data warehouses, thereby facilitating the development of new research using clinical routine 3D FLAIR brain images.
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1. Introduction

In recent years, clinical data warehouses (CDWs) have
emerged, bringing together large amounts of medical data

∗Corresponding author: ninon.burgos@cnrs.fr
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https://www.aramislab.fr/apprimage

that can be reused for research purposes (Gehring and Eu-
lenfeld, 2018; Doutreligne et al., 2023; Nordlinger et al.,
2020). In France, several hospitals have been working
for more than ten years to create CDWs. Of the 32
French university hospitals, 14 have a CDW in produc-
tion (Lamer et al., 2023; Artemova et al., 2019; Wack,
2017). One of these is that of the Greater Paris University
Hospitals (Assistance publique-hôpitaux de Paris [AP-
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HP]), which gathers all the medical data from 39 Parisian
hospitals, including more than 25 million medical im-
ages. This ecosystem provides an exceptional opportu-
nity to develop and validate machine learning algorithms
on heterogeneous clinical images. In the past year, nu-
merous research projects have emerged from the AP-HP
CDW on different imaging modalities and tasks. Beren-
baum et al. (2023) developed an automated classification
model for whole-body 18F-Fluorodeoxyglucose positron
emission tomography images. Vanderbecq et al. (2024)
trained a deep learning model to automatically identify
bowel obstructions on abdominal computed tomography
scans. In addition, Beaufrère et al. (2024) proposed a
classification model for primary liver cancer from routine
tumour biopsies using weakly supervised deep learning.

If CDWs provide many research opportunities, they
also come with challenges. In a previous study (Bot-
tani et al., 2023), we highlighted the challenges of trans-
lating computer-aided diagnosis systems from research
to clinical routine, with a focus on the diagnosis of de-
mentia based on T1-weighted (T1w) MRI. In particular,
we demonstrated that the performance of such systems
is strongly biased upwards by confounders such as im-
age quality (due to a “short-cut” learning phenomenon).
This study highlights the importance of first developing
a robust automatic image quality control (QC) tool be-
fore delving into any study involving CDW images. In-
deed these images are routine clinical data, which are
characterised by a great heterogeneity in terms of ma-
chines, manufacturers, magnetic field and overall image
quality. These clinical routine images greatly differ from
research dataset images. We therefore developed a super-
vised model for the automatic QC of 3D T1w brain MRIs
based on the manual annotation of more than 5,500 im-
ages (Bottani et al., 2021). Our model was able to ac-
curately detect poor quality images (balanced accuracy
>80%), making it possible to perform an initial quality fil-
ter to conduct further studies and analyses using the T1w
MR images of the CDW (Bottani et al., 2023, 2024).

FLAIR quality control
While 3D T1w brain MRI is a valuable sequence for

observing structural changes and assessing the pattern and
extent of brain atrophy, its diagnostic power can be en-
hanced by combining it with other sequences, such as
fluid attenuated inversion recovery (FLAIR) MRI. Visual-

isation of white matter lesions is facilitated in this type of
sequence, which suppresses the confounding signal from
cerebrospinal fluid. Thus, FLAIR is a very popular se-
quence to detect white matter lesions that may occur in
diverse disorders such as multiple sclerosis or leukoaraio-
sis (Karadeli et al., 2016; Bink et al., 2006). Recently,
3D FLAIR sequences have become part of most routine
clinical protocols. Despite the increased acquisition time,
they have the advantage of high spatial resolution with
high signal-to-noise ratio (SNR) and the ability to obtain
multi-planar reconstruction, allowing simultaneous evalu-
ation of the lesion in three orthogonal planes (Naganawa,
2015).

As with the T1w sequence, FLAIR images can suffer
from different types of artefacts including motion, noise,
poor contrast, distortion artefacts, flow artefacts, mag-
netic susceptibility artefacts and ghosting artefacts (Krupa
and Bekiesińska-Figatowska, 2015; Lavdas et al., 2014).
These different artefacts can affect the overall image
quality, highlighting the critical need for quality control.
While significant efforts have been dedicated to develop
quality control tools for T1w brain MRIs (Esteban et al.,
2017; Alfaro-Almagro et al., 2018; Sujit et al., 2019; Bot-
tani et al., 2021; Hendriks et al., 2024; Griffanti et al.,
2023), works targeting FLAIR are more limited. We can
still distinguish two main types of approaches: quanti-
tative and qualitative. Peltonen et al. (2018) proposed
a quantitative quality control method for clinical FLAIR
MRI. Four metrics – image resolution, contrast-to-noise
ratio (CNR), quality index and bias index – were intro-
duced to evaluate the overall image quality. The evalu-
ation of these metrics was based on the segmentation of
different brain tissues by SPM (Penny et al., 2011). Sim-
ilarly, Duchesne et al. (2019), as part of their work to
harmonise the Canadian dementia cohort, have developed
a QC approach for the FLAIR sequence based on SNR
and CNR measurements between different brain tissues.
In their study, Storelli et al. (2019) used both quantita-
tive and qualitative approaches for QC of FLAIR MRIs
from multiple sclerosis patients within the Italian Neu-
roimaging Network initiative. The quantitative approach
involved the measurement of various metrics, including
relative image contrast and head positioning quality, while
the qualitative approach involved the visual assessment
of different types of artefacts, such as motion, noise and
ghosting.
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The pipelines proposed in these studies are quite exten-
sive and require segmentation steps using specific soft-
ware such as SPM to extract features. Although these
approaches are efficient on research datasets, their suc-
cessful extension to large, heterogeneous routine clinical
databases is challenging. Such databases often contain
a large number of low-quality images, making the use
of QC tools based on extensive pre-processing pipelines
impossible, since such pipelines are unreliable on low-
quality images. In (Loizillon et al., 2024a), we showed
that although FAST, the automated tissue segmentation
tool of FSL (Jenkinson et al., 2012), accurately segmented
most good quality, non-injected, T1w clinical routine im-
ages, its segmentation success rate declined as image
quality deteriorated. In particular, failures occurred in
24% of T1w MRIs with severe poor contrast problems
and in 44% of T1w MRIs with severe noise. This pre-
vents tools such as MRIQC (Esteban et al., 2017) from
being used in routine clinical MRI.

Thus, to overcome these limitations, some studies
based on visual inspection of the FLAIR have been devel-
oped. Corcuera-Solano et al. (2015), in their comparative
study of FLAIR image quality from two different types of
acquisition (fast spin-echo PROPELLER vs conventional
PROPELLER), manually assessed the quality of the im-
ages, considering notably the contrast, i.e., the ability to
distinguish between grey and white matter, on a three-
point scale. The presence of blurb, due to the acquisition
parameters of the multi-echo sequences, was noted as a
binary flag. Thanks to the use of the PROPELLER mo-
tion correction technique (Pipe, 1999), there was no need
of grading the motion. Tanenbaum et al. (2017) conducted
a comparative study between synthetic and conventional
MRIs for routine neuroimaging. In this context, they es-
tablished the following procedure for quality control of
FLAIR sequences. Each image was given a score between
1 and 5 for the overall quality: from unacceptable for di-
agnostic use (1) to excellent overall quality (5). Tsuchida
et al. (2021) performed quality control on a multimodal
brain database consisting of more than 1,800 MRI scans
of healthy young adults. Three raters manually annotated
the presence and severity of different types of artefacts on
a three-point scale, including ringing artefacts, contrast
of subcortical structures and contrast between grey and
white matter.

Although automatic quality control methods trained us-

ing labels established on qualitative assessment appear
better suited to CDW, as they do not require extensive
pre-processing pipelines, they are nonetheless costly in
terms of manual annotations. In our previous work (Bot-
tani et al., 2021), two raters manually annotated 5,500
T1w MRIs in order to obtain ground truth for develop-
ing and testing an effective deep learning model for au-
tomating the QC of T1w MRIs. To efficiently extend this
work to the FLAIR MRI sequence, we aim to reuse the
annotations made on the T1w MRIs to limit the number
of FLAIR images to be annotated. This is commonly re-
ferred to as domain adaptation in the literature.

Domain adaptation
Unsupervised domain adaptation aims to minimise the

gap between the source (e.g., T1w) and target (e.g.,
FLAIR) domains using only labelled data from the
source domain (e.g., T1w) (Ganin et al., 2016; Has-
sanPour Zonoozi and Seydi, 2022). Promising results
have been obtained using adversarial learning to extract
domain-invariant feature maps. This method consists in
trying to fool the domain classifier that distinguishes be-
tween source and target features (HassanPour Zonoozi
and Seydi, 2022). An effective strategy in adversar-
ial learning is the Domain Adversarial Neural Network
(DANN), which consists of a shared feature extractor and
a domain discriminator (Ganin et al., 2016). The role
of the domain discriminator is to discriminate between
samples from the source and target domains. At the
same time, the feature extractor is trained to fool the do-
main discriminator, facilitating the acquisition of domain-
invariant feature maps. However, Zhao et al. (2019) cau-
tion against the DANN (Ganin et al., 2016), warning that
the acquisition of domain invariant features does not guar-
antee robust generalisation to the target domain, espe-
cially if there are differences in the distribution of classes
between domains.

Saito et al. (2019) introduced the concept of semi-
supervised domain adaptation (SSDA), where in addi-
tion to the source label annotations, some labelled tar-
get samples are available and can help improve model
performance. Based on the mini-max paradigm, their
mini-max entropy approach consists of first estimating
domain-invariant prototypes by maximising entropy, and
then clustering features around the estimated prototypes,
this time by minimising the same entropy. Some SSDA
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approaches focus on reducing intra-domain divergence in
the target domain (Jiang et al., 2020; Kim and Kim, 2020).
For instance, Jiang et al. (2020) introduced bidirectional
adversarial training to attract unaligned sub-distributions
from the target domain to the corresponding source sub-
distributions. Although many current SSDA methods use
adversarial techniques, there has been a recent surge of in-
terest in the application of contrastive learning for domain
adaptation (Singh, 2021; Thota and Leontidis, 2021).

Domain adaptation presents a significant challenge in
medical imaging, particularly due to the multitude of
modalities and sequences involved. The use of adversar-
ial learning in the medical field for classification or seg-
mentation purposes has been explored in a large number
of studies (Roels et al., 2019; Sundaresan et al., 2021;
Feng et al., 2023). Roels et al. (2019) presented an exten-
sion of the adversarial classification architecture proposed
by (Ganin et al., 2016) to an encoder-decoder segmenta-
tion architecture in volume electron microscopy imaging.
First, the network was trained in an unsupervised man-
ner and then fine-tuned on the target domain. Sundare-
san et al. (2021) led a comparative analysis of DANN
(Ganin et al., 2016), a semi-supervised DANN, and a
strategy consisting in fine-tuning on the target labelled
data for segmenting white matter lesions. Best results
were obtained with the semi-supervised DANN. How-
ever, all source and target samples were passed through
the same label classifier, which seems sub-optimal, espe-
cially when there is a distribution shift between the source
and target data.

Contributions
In this paper, we present a large-scale dataset of clin-

ical brain 3D FLAIR MRIs originating from a network
of 39 university hospitals around Paris (AP-HP) and pro-
pose a novel semi-supervised domain adaptation method
for automatic quality control of FLAIR brain MRI for a
large clinical data warehouse. The proposed adversarial
architecture, composed of a classification head for both
source and target labels, effectively addresses potential
class distribution shifts between the source and target data
classes. Our approach allows an assessment of overall
image quality using a limited number of manually an-
notated FLAIR images, leveraging the annotations from
5,500 manually annotated T1w MRIs. Preliminary work
was published in the proceedings of the MICCAI Work-

shop on Domain Adaptation and Representation Transfer
(DART) (Loizillon et al., 2023). Contributions specific
to this paper include i) a novel learning strategy that uses
artefact-specific models which are subsequently recom-
bined to determine the overall image quality; ii) the im-
plementation and application of the proposed SSDA ap-
proach for the detection of images not considered as 3D
FLAIR brain MRIs, and for the detection of images of
good, medium and bad quality and iii) the in-depth pre-
sentation of the large-scale clinical dataset of brain 3D
FLAIR images.

2. Materials and methods

2.1. Dataset description

This study is based on a large routine clinical dataset
that includes 3D FLAIR brain MRI scans of adult patients
acquired in AP-HP hospitals. As soon as an image is ac-
quired at one of the 39 Parisian hospitals that are part of
the AP-HP, it is stored directly in a single central clini-
cal picture archiving and communication system (PACS).
Images stored in the clinical PACS are regularly imported
in the CDW datalake for research purposes. In addition
to these imaging data, the AP-HP CDW also stores clin-
ical data associated with patients within the CDW data-
lake. For example, clinical data may include prescrip-
tions and administration of medicines, results of labora-
tory tests and diagnostic codes. Both images and clinical
data stored in the datalake are pseudonymised. Specifi-
cally, DICOM fields corresponding to patient and physi-
cian information are removed, and the examination and
birth dates are shifted. Data were only accessible re-
motely by connecting to the AP-HP network and all the
experiments were done using the CDW computing re-
sources. Exporting data outside the hospital network was
not allowed. The workflow is described in Fig. 1.

FLAIR dataset
The 3D FLAIR MRIs were selected in the AP-HP

CDW according to DICOM attributes. A first filter was
applied to the CDW datalake to list all DICOM attributes
corresponding to MRIs. Then the DICOM attributes ‘se-
ries description’, ‘body parts examined’ and ‘study de-
scription’ were listed. With the help of a neuroradiologist,
we manually selected all attribute values that could refer
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Figure 1: Workflow illustrating the clinical data warehouse ecosys-
tem. Imaging and clinical data from the 39 AP-HP hospitals are
pseudonymised, copied and aggregated into the CDW datalake within
the big data platform. According to the research project, the AP-HP In-
novation and Data Division is giving access to a subset of the CDW data-
lake (Project Datalake). Research teams can only access data through a
JupyterHub and connect to cluster machines within the AP-HP network.

to 3D FLAIR brain MRI (e.g., ‘Sag CUBE FLAIR HS’,
‘3D FLAIR HYDROPS’, ‘3D SPACE FLAIR CAIPI’,
‘FLAIR 3D VISTA’, ‘SPACE FLAIR’). In the end, 331
relevant attribute values were selected, corresponding to
more than 120,000 potential FLAIR MRIs.

Of all the 3D FLAIR brain MRIs from the AP-HP, a
batch of 13,703 images corresponding to 10,999 patients
was delivered by the AP-HP Innovation and Data Divi-
sion. These images were acquired on 25 different scan-
ner models from three manufacturers: Siemens Healthi-
neers (n = 5718), GE Healthcare (n = 7894) and Philips
(n = 91). Our 3D brain FLAIR MRI dataset was pre-
dominantly composed of images acquired with 3 Tesla (T)
machines, with 11,341 images, while only 2,362 images
were acquired with 1.5 T machines. Among the 13,703
images, the distribution between women and men was
balanced, consisting of 7,120 women and 6,583 men, with
an average age of 56.53 ± 18.00 years (min: 18, max:
99). Table 1 reports all the scanner models present in the
FLAIR dataset with the corresponding manufacturer and
magnetic field strength, the mean age and sex. A Sankey
plot analysis of the FLAIR MRIs highlighting the scanner
model, manufacturer and site distribution is available in
the supplementary materials (Fig. S1).

This dataset is characterised by its great heterogeneity

with images acquiring over 20 different hospitals of the
Greater Paris area using 25 different scanner models with
no homogenisation in the acquisition parameters. Fig. 2
shows the echo time (TE) distribution from the 13,703
clinical FLAIR MRIs as a boxplot. Similar plots are avail-
able in the supplementary materials (Fig. S2) for other ac-
quisition parameters: the inversion time (TI) and the repe-
tition time (TR). While the original FLAIR sequence used
TI values of 2000–2500 ms to cancel the cerebrospinal
fluid signal, coupled with very long TR (8000 ms) and TE
(140 ms) values to create a strong T2 weighting (De Co-
ene et al., 1992), we have observed a huge heterogeneity
in the parameters used in clinical routine to acquire a 3D
FLAIR brain MRI.

Figure 2: Boxplot of the echo times used for the acquisition of the
13,703 FLAIR images from the CDW composing our clinical routine
dataset.

T1w dataset
For the 3D T1w clinical dataset, we reused the same

dataset as in our previous study, where we randomly se-
lected 5,500 T1w MRIs of the AP-HP CDW, correspond-
ing to 4,177 patients, acquired in Parisian hospitals using
30 different scanner models from four different manufac-
turers: Siemens Healthineers (n = 3752), GE Healthcare
(n = 1710), Philips (n = 33) and Toshiba (n = 5) (Bottani
et al., 2021).

2.2. Image preprocessing
The 3D T1w and FLAIR brain MRIs were converted

from DICOM to NIfTI files using the dicom2niix soft-
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Table 1: Model name of scanners, grouped by manufacturer, with the corresponding magnetic field strength in Tesla, the number of images, the age
(mean ± std) and sex (number of females / males)

Model Name Field strength (T) N images Age (mean ± std) Sex (F/M)

G
E

SIGNA Architect 3 4101 54.20 ± 18.0 2222/1879
DISCOVERY MR750w 3 1851 54.86 ± 18.0 961/890

Optima MR450w 1.5 860 61.59 ± 18.0 412/448
SIGNA Artist 1.5 617 58.79 ± 17.0 308/309

SIGNA Premier 3 377 59.44 ± 18.0 165/212
DISCOVERY MR450 1.5 55 57.24 ± 14.0 24/31

SIGNA PET/MR 3 19 63.47 ± 14.0 12/7
SIGNA Explorer 1.5 14 65.21 ± 9.0 5/9

Si
em

en
s

Skyra 3 4669 58.12 ± 19.0 2396/2271
Aera 1.5 633 53.16 ± 18.0 368/265

Avanto fit 1.5 162 56.44 ± 17.0 78/84
Biograph mMR 3 121 62.83 ± 17.0 66/55

MAGNETOM Vida 3 44 52.27 ± 18.0 18/26
Verio DOT 3 41 56.00 ± 17.0 17/24

Prisma 3 30 48.60 ± 16.0 18/12
Amira 1.5 12 42.50 ± 20.0 4/8
Spectra 3 2 46.00 ± 0.0 1/1

MAGNETOM Sempra 1.5 2 62.00 ± 1.0 2/0
Sempra 1.5 1 46.00 ± 0.0 1/0

MAGNETOM Sola 1.5 1 52.00 ± 0.0 0/1

Ph
ili

ps

Ingenia 3 85 58.16 ± 16.0 39/46
Ingenia Ambition S 1.5 3 66.33 ± 8.0 2/1

Multiva 1.5 1 34.00 ± 0.0 1/0
Achieva dStream 1.5 1 71.00 ± 0.0 0/1
Ingenia Elition X 3 1 66.00 ± 0.0 0/1

ware (Li et al., 2016) and stored following the Brain
Imaging Data Structure specification (Gorgolewski et al.,
2016). To facilitate annotation, we slightly pre-processed
the T1w and FLAIR MRIs. The T1w MRIs were al-
ready pre-processed in our previous study (Bottani et al.,
2021) using the t1-linear pipeline from the Clinica
software (Routier et al., 2021). A new pipeline called
flair-linear was implemented in the Clinica software
to pre-process the FLAIR MRIs. This pipeline is sim-

ilar to the t1-linear pipeline, starting with the same
bias field correction based on the N4ITK method (Tusti-
son et al., 2010). However, it changes during affine regis-
tration to the MNI space, performed using ANTs (Avants
et al., 2014), as a specific FLAIR template is used (Win-
kler). The spatially normalised images were rescaled by
clipping the intensity values to the [2,98] percentiles and
cropped to remove background, resulting in images of
size 169×208×179, with 1 mm isotropic voxels.
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2.3. Manual labelling of the dataset

To develop an effective automatic quality control tool
for 3D FLAIR images, two trained manual annotators as-
sessed image quality by focusing only on the central axial,
sagittal and coronal slices of the brain.

2.3.1. Quality criteria
With the help of a neuroradiologist, we adapted the

criteria previously defined for T1w MRIs (Bottani et al.,
2021). The aim was to establish criteria for the FLAIR
sequence that were close to and consistent with those pre-
viously defined for the T1w sequence, but also relevant
and applicable to FLAIR MRI. Motion, noise and con-
trast were graded on a three-point scale according to the
following criteria:

• Motion 0: no motion, 1: some motion but the struc-
tures of the brain are still distinguishable, 2: se-
vere motion, the cortical and subcortical structures
are difficult to distinguish. The spatial resolution of
the image (before pre-processing) was displayed to
know if it was anisotropic. In that case, the small
blur that could be seen on only one slice due to re-
sampling was ignored and the image scored as mo-
tion 0.

• Noise 0: no noise, 1: presence of noise that does not
prevent identifying structures, 2: severe noise that
does prevent identifying structures.

• Contrast 0: good contrast, 1: medium contrast (grey
matter and white matter are difficult to distinguish in
some parts of the image), 2: bad contrast (grey mat-
ter and white matter are difficult to distinguish every-
where in the brain). In case of severe diseases (e.g.,
important stroke or tumour), the notation of contrast
was relaxed as the diseases may severely impact the
overall contrast of the image.

Using the scores assigned to various types of artefacts, we
have employed the concept of tiers, which was introduced
in (Bottani et al., 2021), to categorise the overall quality
of MR images. Table 2 recapitulates the notion of tier
1 (good quality), tier 2 (medium quality) and tier 3 (bad
quality). If the brain was truncated or not distinguishable
or if the image did correspond to a 3D FLAIR MRI (e.g.,

Table 2: Description of the rules of the quality control tiers

Tier DescriptionDetermination rule

Tier
1

Good
quality

Grade 0 for all characteristics (mo-
tion, contrast and noise)

Tier
2

Medium
quality

At least one characteristic among
motion, contrast and noise with
grade 1 and none with grade 2

Tier
3

Bad
quality

At least one characteristic among
motion, contrast and noise with
grade 2

images of segmented tissue), we labelled it as a straight
reject.

In our previous study (Bottani et al., 2021), due to the
large volume of T1w MRIs annotated (5,500), we adopted
a simple automatic consensus approach for motion, noise,
and contrast scores in case of disagreement between the
two annotators. This approach consisted in considering
the most severe score given by one of the two annota-
tors as the consensus score. Here, as we only annotated
a small subset of the entire FLAIR cohort, we used a dif-
ferent approach to reach a consensus label. In case of
disagreement, the two manual annotators re-evaluated the
images together to reach a consensus. This approach al-
lows us to obtain even more accurate image annotations,
thereby increasing the reliability of the labels assigned to
each image.

2.3.2. Annotation software
Our goal was to facilitate the annotation process of the

FLAIR MRIs in the restricted environment of the CDW,
which only offered a Jupyter Hub access without a proper
medical image viewer. We reused our previous graphical
interface in a Jupyter notebook (https://github.com/
SimonaBottani/Quality_Control_Interface) and
adapted it to the new annotation process (Fig. S3). In
particular, as FLAIR sequences are very manufacturer-
specific, we display the scanner model and manufacturer
during annotation to inform the annotator and thus limit
the introduction of bias during the annotation process. To
guide the manual annotators, we also display the ICD-
10 codes when the codes correspond to a diagnosis as-
sociated with the presence of brain lesions and when they
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were assigned within three months of the MRI acquisition
date. This was an important information, particularly for
the contrast rating, which was relaxed in the case of severe
disease, as this can severely affect the overall contrast of
the image.

2.4. Automatic QC method

We developed an automated quality control method
using a semi-supervised domain adaptation technique to
perform three classification tasks: 1) identifying images
that are straight reject, i.e., that are not 3D FLAIR MRIs
of the whole brain (straight reject: yes vs no); 2) dis-
tinguishing between images of bad quality from those of
medium to good quality (tier 3 vs tiers 2-1); 3) discrimi-
nating between images of medium and good quality (tier
2 vs tier 1).

2.4.1. Two-head domain-agnostic classifier
We present a new semi-supervised domain adaptation

approach based on adversarial learning for automatic QC
of clinical routine FLAIR MRIs. Our proposed architec-
ture, shown in Fig. 3, consists of a common feature ex-
tractor (F), a source label classifier (CS ), a target label
classifier (CT ) and a domain classifier (Cdom). We force
the shared feature extractor to learn domain invariant fea-
tures by trying to fool the domain classifier into discrim-
inating between samples from the source and target do-
mains. The introduction of a dedicated classifier for the
target data (CT ) aims to effectively address the class dis-
tribution shift that may exist between the source and target
data classes.

We denote the source dataset, comprising labelled T1w
MRIs, by Ds = (xS

i , y
S
i )NS

i=1. Regarding the target do-
main, two datasets are distinguishable: the one com-
prising the labelled target samples DTL = (xTL

i , y
TL
i )

NTL

i=1 ,
and the one with unlabelled target samples denoted by
DTU = (xTU

i )
NTU

i=1 . The labelled data from both domains
will be referenced as DL = DS ∪ DTL . The overall loss is

L = Lpred(F,CS ,CT ,DL)︸                    ︷︷                    ︸
Label prediction loss

−λ · Ldom(F,Cdom,DL,DTU , d)︸                           ︷︷                           ︸
Domain confusion loss

(1)

Figure 3: Proposed SSDA architecture composed of a domain invari-
ant feature extractor (F), a source label classifier (CS ), a target label
classifier (CT ) and a domain classifier (Cdom). A gradient reverse layer
(GRL) multiplies the gradient by a negative value when backpropagat-
ing to maximise the loss of the domain discriminator.
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where

Lpred = −

Ns∑
i=1

K∑
k=1

(yS
i )k log(CS (F(xS

i ))k)︸                                  ︷︷                                  ︸
Source label prediction

−

Nt∑
i=1

K∑
k=1

(yTL
i )k log(CT (F(xTL

i ))k)︸                                  ︷︷                                  ︸
Target label prediction

(1a)

Ldom =

N∑
i=1

di log
1

Cdom(F(xi))
+(1−di) log

1
1 −Cdom(F(xi))

(1b)
with di the domain label of the i-th sample, which indi-
cates whether it is a T1w (source domain) or a FLAIR
(target domain), and K is the number of classes for the
source and target label classifier.

As in (Ganin et al., 2016), the domain adaptation pa-
rameter λwithin the overall loss function is initialised at 0
and progressively increases to 1 using the following equa-
tion:

λ =
2

1 + exp(−10p)
− 1 (2)

where p is the training progress, which is linearly chang-
ing from 0 to 1 over the epochs. This gradual adjustment
enables the domain classifier to become less sensitive to
noisy signals during the first epochs of the training proce-
dure.

8



We initialise our model using a pre-trained model that
has been trained without the adversarial part (i.e., without
the domain classifier). This initialisation is done using
all available labelled data from both the source and tar-
get domains. During the training of our adversarial net-
work, three different mini-batches were designed within
each iteration. The first mini-batch contains labelled sam-
ples from the source domain, the second contains labelled
samples from the target domain, and the final mini-batch
contains unlabelled samples from the target domain. This
structure ensures the inclusion of labelled target data in
each batch, effectively influencing the training procedure.

2.4.2. Indirect tier classification
Rather than directly training a model to assess the over-

all quality of an image by predicting its tier, we used an
indirect tier classification approach that proved successful
in our previous study (Loizillon et al., 2024a). Our pro-
posed method is divided into two main steps. First, we
train three CNNs using our SSDA architecture tailored to
detect specific artefacts (motion, noise and poor contrast)
on the FLAIR MRIs from the CDW. Then, we aggregate
the results of these three models to predict the overall im-
age quality, .i.e., the tier. We refer to this approach as “in-
direct quality tier classification” (the tiers are not directly
determined by a SSDA CNN but inferred from the results
of three models that each detect a specific type of arte-
fact). We compare this approach to the “direct quality tier
classification”, where the tiers are determined directly by
a single CNN. Figure S4 illustrates the two approaches.

2.4.3. Experiments
Before starting the experiments, we created a target test

set by randomly selecting 480 manually annotated FLAIR
MR images. We ensured that they had the same distri-
bution of tiers, manufacturers and field strengths as the
images in the training/validation set. The remaining 303
annotated FLAIR MR images were divided into training
and validation sets using 5-fold cross-validation. For the
source dataset consisting of 5,500 T1w labelled samples,
we used the same splits as in (Bottani et al., 2021). The
test set is composed of 500 MRIs that have the same dis-
tribution of tiers, manufacturers and field strengths as the
5,000 images in the training/validation set, which was
further split between training and validation using a 5-
fold cross-validation. Our semi-supervised method also

allowed us to take advantage of the unlabelled 12,777
FLAIRs during training, which facilitated efficient adver-
sarial training of the feature extractor and domain classi-
fier.

We trained the proposed SSDA architecture using the
indirect tier classification methods for two target tasks:
tier 3 vs tiers 2-1 and tier 2 vs tier 1. This was done by
first training two models for each type of artefact (mo-
tion, noise, poor contrast) to detect respectively moder-
ate and severe artefacts. The moderate artefact detection
models enable performing the tier 2 vs tier 1 task (de-
tection of medium quality images) and the severe artefact
detection models enable performing the tier 3 vs tiers 2-
1 (detection of bad quality images). More details about
the train/validation/test splits for the moderate and se-
vere artefact detection experiments are given in Table S1
and S2. The inference step is divided into two steps: (1)
the prediction of the severity of each artefact with the
three artefact-specific networks; (2) the re-combination
of the overall quality tier based on the three grades cor-
responding to the score for motion, noise and contrast. In
each experiment, the final model was selected from the
five cross-validation models based on the lowest loss over
the validation set.

All experiments were performed using the ClinicaDL
open-source software implemented in PyTorch (Thibeau-
Sutre et al., 2022). Our adversarial semi-supervised do-
main adaptation architecture consists of a feature extrac-
tor comprising five convolutional layers and three clas-
sifiers – a source label classifier, a target label classifier
and a domain classifier. These classifiers are composed of
three fully connected layers each. For the hyperparame-
ters, the Adam optimiser was chosen with a momentum
of 0.9. The batch size was set to 10 and the number of
epochs to 100. As in (Ganin et al., 2016), an adaptive
learning rate, µp, was used following Eq. 3 with µ0 = 0.01,
α = 10 and β = 0.75

µp =
µ0

(1 + αp)β
. (3)

3. Results

3.1. Manual QC

Two raters manually annotated 926 3D FLAIRs in ac-
cordance with the quality criteria described above. To as-
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sess the agreement between the two annotators, we cal-
culated the weighted Cohen’s kappa (Watson and Petrie,
2010) for the motion, contrast and noise characteristics.
The results for the newly annotated FLAIR are presented
in Table 3, together with our previous results for the T1w
sequence.

Table 3: Weighted Cohen’s kappa between the two annotators for the
T1w and FLAIR modalities

Characteristics
Weighted Cohen’s kappa
T1w FLAIR

Contrast (0 vs 1 vs 2) 0.79 0.75
Motion (0 vs 1 vs 2) 0.68 0.65
Noise (0 vs 1 vs 2) 0.70 0.59

The inter-rater agreement for motion and contrast is
substantial, ranging from 0.65 to 0.75, which is close to
the agreement levels previously obtained for T1w MRI.
However, we observe a decrease of 10 percent points in
agreement for the noise characteristic compared to T1w
MRI due to the Kappa dependence on the prevalence (Ci-
cchetti and Feinstein, 1990). For the source modality
(T1w), the proportion of images with a noise score of
0 was 69% compared to 84% for the target modality
(FLAIR). Nevertheless, the overall level of agreement re-
mains moderate and provides a sufficiently accurate as-
sessment of FLAIR image quality.

We display the distribution of the consensus labels for
the 926 manually annotated FLAIR MRIs in Fig. 4. 47%
of the images are labelled as good quality (tier 1), 30%
as medium quality (tier 2), and 15% as bad quality (tier
3). Only 8% of the MRIs were annotated as straight re-
ject. Figure 5 shows examples of 3D FLAIR brain images
along with their corresponding labels. Further examples
of straight reject images can be found in the supplemen-
tary material (Fig. S5). A poor contrast score was respon-
sible for most of the images being of medium or poor
quality. 70% of images in tier 2 had a contrast grade of
1, indicating difficulty distinguishing between grey mat-
ter and white matter in some parts of the brain. More than
93% of poor quality FLAIR MRIs (tier 3) were affected
by very poor contrast.

We investigated the impact of sex, age, field strength
and manufacturer on the different quality tiers. Table 4

Figure 4: Distribution of the consensus labels for the manually annotated
dataset of 926 FLAIR images. Outermost circle: straight reject (SR)
images and images in the different tiers. For every tier, we plot the grade
distribution of the contrast, motion and noise characteristics.

presents the manufacturer, field strength, age and sex dis-
tributions for each quality tier. Tiers 1 and 2 were dom-
inated by 3 T GE Healthcare machines, whereas tier 3
was dominated by 3 T Siemens Healthineers machines.
In contrast to age, there was no significant difference in
sex between the tiers. We observe that the average age in-
creases with decreasing image quality. For example, the
average age difference between good (tier 1) and bad (tier
3) quality images is more than 20 years. It should be noted
that a loss of grey-white contrast is observed with age,
which is consistent with the high average age of tier 3 im-
ages, which account for over 90% of poor quality images.

3.2. Automatic QC

The results obtained by our proposed SSDA method for
our three tasks of interest (straight reject, tier 3 vs tiers
2-1, tier 2 vs tier 1) are presented in Table 5 and S4.
To analyse our results, we compare them with the ones
obtained by the annotators and the direct tier classifica-
tion approach. The balanced accuracy of the annotators is
defined as the average of the balanced accuracy between
each rater and the consensus. To evaluate the potential sta-
tistical difference between the proposed and compared ap-
proaches, we performed a McNemar’s test. Significance
level was set at p < 0.05 corrected for multiple compar-
isons using Bonferroni’s approach.

For the straight reject detection task, our model
achieved an excellent balanced accuracy of 89%, close to
that of the manual annotators (94%). For the tier 3 vs tiers
2-1 classification task using the indirect approach, the
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Table 4: Distribution of the manufacturers, field strength, age and sex according to quality grading (performed by the human raters) and on the
overall population. We report the percentage of each manufacturer, field strength and sex, and the mean ± standard deviation with the range for age.

Manufacturer
(%GE, %Siemens, %Philips)

Field strength
(%3T, %1.5T)

Age
(mean ± std [range])

Sex
(%F, %M)

Tier 1 (n=433) 55.89%, 42.26%, 1.85% 81.76%, 18.24% 48.75 ± 16.00 [18, 92] 52.19%, 47.81%
Tier 2 (n=279) 50.18%, 48.38%, 1.43% 81.72%, 18.29% 57.59 ± 18.06 [19, 95] 47.67%, 52.33%
Tier 3 (n=139) 28.77%, 67.63%, 3.60% 89.21%, 10.79% 71.53 ± 14.89 [20, 95] 45.32%, 54.67%
Straight reject (n=75) 60.00%, 38.67%, 1.33% 38.67%, 61.33% 59.60 ± 18.85 [20, 92] 38.67%, 61.33%
Total (n=926) 50.43%, 47.62%, 1.95% 79.37%, 20.62% 55.71 ± 18.51 [18, 95] 48.70%, 51.30%

Figure 5: Examples of 3D FLAIR brain images from the clinical data
warehouse and the corresponding labels. A: Image of good quality (tier
1); B: Image of medium quality with a noise grade of 1 (tier 2); C: Image
of bad quality with a motion grade of 2 (tier 3); D: Straight reject image;
E: Image of bad quality with a contrast grade of 2 (tier 2); F: Image of
bad quality with a motion and contrast grade of 2 (tier 3).

SSDA performs well with a balanced accuracy of 79%,
although lower than that of the annotators (86%). On the
other hand, for the more complex tier 2 vs tier 1 task, the
balanced accuracy was only 73%, well below the perfor-
mance of the annotators (84%). We compared our pro-
posed indirect tier classification approach with the direct
tier classification method. The indirect approach yielded
better performance with a gain of 3 percent points on the
tier 3 vs tiers 2-1 task and more than 7 percent points on
the tier 2 vs tier 1 task over the direct tier classification.

The intermediate results obtained by our artefact spe-
cific models for the moderate and severe tasks are pre-
sented in Table 6. We compared them to those obtained
by the annotators and to a baseline trained only on the

Table 5: Balanced accuracy of the indirect (proposed) and direct clas-
sification approaches for the three tasks: straight reject detection, tier 3
vs tiers 2-1 and tier 2 vs tier 1. We also report the agreement between
human raters and the consensus (annotators), which is defined as the av-
erage of the balanced accuracy between each rater and the consensus .
The table displays the 95% confidence interval computed using boot-
strapping on the independent test set (1000 resamples) within brackets.
Results with ** indicate a statistically significant difference (corrected
p<0.05, McNemar’s test) between the proposed (indirect tier classifica-
tion) and the compared (direct tier classification) approach.

Straight reject
(yes vs no)

Tier 3 vs
tiers 2-1

Tier 2 vs
tier 1

Annotators
94.67

[91.32, 97.40]
86.31

[84.25, 88.25]
84.43

[82.54, 86.50]
Indirect tier
classification
(proposed)

–
79.81

[74.65, 84.71]
73.92

[70.73, 77.22]

Direct tier
classification

89.27
[79.69, 97.08]

76.81∗∗

[70.23, 81.26]
68.08∗∗

[63.85, 72.87]

FLAIR images. This baseline network, called Conv5FC3,
is composed of five convolutional layers and three fully
connected layers to be consistent with the SSDA architec-
ture. This architecture matches that of the network used
in our previous work on T1w MRI (Bottani et al., 2021).
For the severe artefact detection task, the proposed SSDA
approach achieved a balanced accuracy of 82% and 79%
for motion and poor contrast artefacts respectively, out-
performing the baselines and closely matching the perfor-
mance of the annotators. However, we have to moder-
ate the significance of the results obtained by the severe
motion detection model considerably, as the test set con-
tained only a small number of images with severe motion
(6). The detection of moderate artefacts using our SSDA
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approach produced mixed results. For the noise, the bal-
anced accuracy was satisfactory and 7 percentage points
higher than the baseline, but lower than that of the annota-
tors (77% vs 85%). For motion and contrast detection, the
balanced accuracy was low (63% and 69%, respectively),
and lower than that of the annotators (90% and 84%, re-
spectively), but still higher than the baselines (61% and
64%).

Table 6: Detection of motion, noise and poor contrast artefacts on the
CDW. For both the detection of severe and moderate artefacts, we report
the average balanced accuracy (1) of each human rater with the con-
sensus (annotators); (2) of the baseline (Conv5FC3 trained using only
FLAIR images); and (3) of the proposed SSDA architecture (SSDA).
Sev: severe artefact detection; Mod: moderate artefact detection. † in-
dicates the balanced accuracy obtained with a limited number of images
with severe motion artefacts in the test set (6).

Motion Noise Contrast

M
od

Annotators 90.00 85.73 84.65

Baseline 61.29 71.15 64.36

SSDA (proposed) 63.54 77.13 69.33

Se
v

Annotators 76.94† – 83.74

Baseline 50.00† 70.36

SSDA (proposed) 82.91† – 79.06

4. Discussion

We have developed a semi-supervised domain adap-
tation method for automatic quality control of FLAIR
brain MRI for a large clinical data warehouse. Our ap-
proach allows, with a limited amount of manually anno-
tated FLAIR, an assessment of the overall image quality
through the use of 5,500 manually annotated T1w MRIs.
To do this, different artefact-specific models were trained
to detect severe and moderate artefacts. By recombining
the outputs of these models, we were able to assess the
overall quality of FLAIR MRIs.

The quality of the images available in the CDW is an
initial barrier to their use for research purposes. There-
fore, the development of automatic QC tools is a cru-
cial first step in making the most of CDW. Our initial
research focused on the development of automated QC
tools for T1w MR images, which are widely used to as-
sess structural changes and especially the presence of at-
rophy when studying neurodegenerative diseases (Bottani

et al., 2021). The follow-up to this research was there-
fore to look at other types of sequences commonly used
in clinical practice. We focused on the FLAIR MRI se-
quence, which is known for its ability to easily visualise
white matter lesions, facilitated by the suppression of the
cerebrospinal fluid signal. The approach considered was
to use domain adaptation to make the most of our pre-
vious work on the T1w sequence, in particular the 5,000
manually labelled MRIs for training. Domain adaptation
allowed us to significantly reduce the number of new an-
notations required for the new target sequence (FLAIR),
limiting us to just 303 training images. We adapted our
manual annotation criteria to the FLAIR, while maintain-
ing consistency with those defined for the annotation of
T1w MRIs.

Our study was based on the manual annotation of T1w
and FLAIR images, allowing us to compare image qual-
ity between these two sequences. The results showed a
significant disparity: almost half of the FLAIR images
(49%) were classified as good quality (tier 1), while only
16% of the T1w images reached this tier. In addition, 30%
of T1w images were of poor quality (tier 3), compared to
only 15% in the FLAIR cohort. Overall, the FLAIR co-
hort had better image quality than the T1w cohort. This
difference may be due to the recent introduction of the 3D
FLAIR sequence into clinical routine, whereas some of
the T1w images in our dataset can be more than 20 years
old.

Regarding our automatic QC tools, for the detection of
poor quality images (i.e., tier 3 vs tiers 2-1), our semi-
supervised domain adaptation approach allows us to iden-
tify these bad quality images with a satisfactory balanced
accuracy of 79%. This is particularly important for the
accurate detection of these types of images, as they are
generally the ones on which extensive image processing
pipelines can fail. It is interesting to compare the per-
formance of this model (79%) with that obtained in our
previous work on T1w with 5,000 annotated images in the
training/validation set (83%). Thanks to our domain adap-
tation technique, we were able to exploit the T1w anno-
tations and reduce the number of annotations for the new
modality (FLAIR) by more than 16 times, while maintain-
ing similar performance.

For the task of distinguishing between medium and
high quality images (tier 2 vs tier 1), our proposed model
shows a low accuracy (73.92%), which is in line with the
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results previously obtained on the T1w (71.65%). Al-
though the detection of medium quality images (tier 2)
can be useful, it is much less crucial than that of tier 3. In-
deed, images of medium quality are likely to contribute to
reliable diagnostic predictions. We are therefore confident
that these quality control tools can be reliably applied to
T1w and FLAIR MRI from large clinical data warehouses
and will help to make full use of CDW for research pur-
poses. Nevertheless, we believe that performance could
be improved by incorporating additional training data,
exploiting synthetic artefacts (Loizillon et al., 2024a,b),
refining the quality annotation criteria to ensure greater
consistency, and exploring more advanced modelling ap-
proaches capable of capturing subtle variations in arte-
facts. We leave these improvements for future work.

The proposed two-head domain-agnostic classifier,
which includes a label classifier specific to the target do-
main, appears to enable overcoming the covariate shift
and the class distributions shift between the source and
target domains. To demonstrate the impact of our SSDA
architecture, in our preliminary work (Loizillon et al.,
2023) we compared our approach with state-of-the-art ar-
chitectures: semi-supervised DANN (Sundaresan et al.,
2021), mini-max entropy (Saito et al., 2019) and the en-
tropy minimisation algorithm (Grandvalet and Bengio,
2004). The results are available in the supplementary ma-
terials (Table S3) and show a systematic improvement of
our approach by more than 10 percentage points on the
Tier 3 vs Tiers 2-1 task.

One of the main limitations of this study is the image
annotation process, which is based on the visualisation
of only three central slices, potentially limiting the detec-
tion of localized artefacts. The annotation procedure was
driven by the technical constraints of our restricted work-
ing environment, as the annotation was performed using
a JupyterHub interface, which severely limited the visual-
ization and interaction with full 3D volumes. As a prac-
tical compromise, we selected the central slices, which
generally provide a representative view of image qual-
ity, but may overlook artefacts located in other regions.
This limitation may introduce bias into the models and
affect their ability to generalize to certain types of local
artefacts. Future work should explore more flexible an-
notation tools that allow for evaluation of the entire 3D
volume, allowing for a more comprehensive assessment
of image quality, especially in anatomically challenging

areas. In addition, in an attempt to follow the protocol
established for T1w, we annotated the noise, motion and
grey-white matter contrast of the image in the FLAIR se-
quence. However, in FLAIR, which is widely used to
observe white matter lesions, the assessment of contrast
between healthy and lesional tissue may be also relevant.
Moreover, this work focused exclusively on 3D FLAIR
MRI. However, 2D FLAIR images are still widely used in
clinical practice, especially in time-critical contexts such
as stroke diagnosis. Extending our method to 2D acquisi-
tions is an important direction for future work.

Thanks to the exceptional heterogeneity of our clin-
ical dataset, including data from multiple sites, differ-
ent manufacturers and different machines, we were able
to develop quality control tools for two MRI sequences
widely used in clinical practice to study brain disorders,
T1w and FLAIR. It will be interesting to extend our
semi-supervised domain adaptation methodology to other
sequences commonly used in the clinic (susceptibility-
weighted imaging, T2*, etc.), which would then allow de-
veloping analysis tools for a wide spectrum of sequences.
Another promising future direction is to test and compare
our approach with SynthSeg+ (Billot et al., 2023), a seg-
mentation tool specifically designed for processing het-
erogeneous brain MRI scans from clinical routine. The
latest version of SynthSeg+ enables scalable quality con-
trol by automatically detecting faulty segmentations. We
plan to incorporate this comparison in our future studies.

5. Conclusion

We proposed a semi-supervised domain adaptation
framework for the automatic quality control of 3D brain
FLAIR MRI for a large clinical data warehouse. Using
the manual annotations of 5,000 T1w images, we trained
CNNs to detect specific artefacts such as motion, noise
and poor contrast using only a limited number of FLAIR
annotations. Evaluation on an independent test set of 480
images showed good performance in detecting poor qual-
ity images, with a balanced accuracy of 79%. We believe
that our quality control models will help to overcome the
first barrier of heterogeneity of image quality in clinical
data warehouses and thus advance research using images
acquired in clinical routine.
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5 AP-HP, Hôpital Armand-Trousseau, Department of Radiology,
F-75012, Paris, France
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8 AP-HP, Hôpital Lariboisière , Department of Neuroradiology,
F-75010, Paris, France
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Ninon Burgos and the APPRIMAGE Study Group

-

Supplementary Material

S1. Supplementary figures and tables
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Figure S1: Sankey plot analysis of FLAIR MRIs highlighting the scanner model, manufacturer and site distribution. The 13,703 FLAIR images
available for analysis were acquired on 25 different scanner models from three manufacturers, across 20 hospital sites.

Figure S2: Boxplots of repetition time (left) and inversion time (right) acquisition parameters used for the 13,703 FLAIR images from the CDW
composing our clinical routine dataset.
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Figure S3: Graphical interface in a Jupyter notebook used to perform the manual image quality annotations. We display the scanner model and the
manufacturer during annotation to inform the annotator and thus limit the introduction of bias during the annotation process. To guide the manual
annotators, we also provide the ICD-10 codes corresponding to the presence of brain lesions associated with the patients within three months of the
MRI acquisition date.
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Figure S4: Comparison of the direct and indirect tier classification workflows. In the direct tier classification, our proposed semi-supervised domain
adaption architecture is directly trained to detect the tier of the images. In the indirect tier classification, three artefact-specific models are trained to
detect each type of artefacts. The quality tiers are then determined using the outputs of the three artefact-specific models following the same rules
as for the manual annotation (see Table 2).
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Figure S5: Example of manually annotated straight reject images from the AP-HP clinical data warehouse.

Table S1: Distribution of the training, validation and test sets separately for the moderate artefact detection task using the clinical dataset.

Motion detection Contrast detection Noise detection
Modality Split Mov0 Mov1 Cont0 Cont1 Noise0 Noise1

Train 1681 859 1111 765 1949 865
T1 Validation 428 219 273 185 496 232

Test 210 118 135 103 258 125
Train 318 66 151 53 166 35

FLAIR Validation 35 8 34 12 38 8
Test 474 20 305 121 422 78

Table S2: Distribution of the training, validation and test sets separately for the severe artefact detection task using the clinical dataset.

Motion detection Contrast detection
Modality Split Mov0/1 Mov2 Cont0/1 Cont2

Train 2540 379 1876 1055
T1 Validation 647 94 458 271

Test 328 57 238 147
Train 238 5 204 46

FLAIR Validation 54 1 41 9
Test 494 6 426 74
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Table S3: Results for the detection of bad quality images (tier 3 vs tiers 2-1) within the T1w and FLAIR test sets from the CDW. We report the
mean and empirical standard deviation across the five folds of the balanced accuracy, which is defined as the mean of the specificity and sensitivity.
For Manual Annotation, the balanced accuracy corresponds to the average balanced accuracy of the two annotators with the consensus.

Approaches T1w FLAIR

Manual annotation 91.56 86.54
Semi-supervised DANN (Sundaresan et al., 2021) 81.97 ± 1.39 66.91 ± 2.37
Entropy minimisation (Grandvalet and Bengio, 2004) 80.07 ± 1.99 62.21 ± 4.45
Mini-max entropy (Saito et al., 2019) 77.39 ± 3.82 63.31 ± 4.16
Proposed approach 80.59 ± 1.62 76.81 ± 0.68

Table S4: Balanced accuracy, sensitivity, specificity, positive predictive value (PPV) and negative predictive value (PPV) of the indirect (proposed)
and direct classification approaches for the three tasks: straight reject detection, tier 3 vs tiers 2-1 and tier 2 vs tier 1.

Approach Indirect tier classification Direct tier classification

Task Tier 2 vs tier 1 Tier 3 vs tiers 2-1 Tier 2 vs tier 1 Tier 3 vs tiers 2-1 Straight reject

Balanced Accuracy 73.92 79.81 68.08 76.13 89.27
Sensitivity 81.18 82.54 84.90 82.13 98.54
Specificity 66.67 77.09 51.27 70.13 80.00
PPV 57.50 41.27 72.98 93.50 99.16
NPV 86.44 95.77 68.64 42.86 69.57

S2. Ethics approval, procedure and regulations allowing the access and the use of patient data

The AP-HP obtained the authorization of the CNIL (Commission Nationale de l’informatique et des Libertés, the
French regulatory body for data collection and management) in 2017 to share data for research purposes in compliance
with the MR004 reference methodology (Daniel and Salamanca, 2020). The MR004 reference control data processing
for the purpose of studying, evaluating and/or researching that does not involve human persons (in the sense of not
involving an intervention or a prospective collection of research data in patients that would not be necessary for clinical
evaluation, but which allows retrospective use of data previously acquired in patients). The goals of the clinical data
warehouse are the development of decision support algorithms, the support of clinical trials and the promotion of
multi-centre studies. According to French regulation, and as authorised by the CNIL, patients’ consent to use their
data in the projects of the CDW can be waived as these data were acquired as part of the clinical routine care of the
patients. At the same time, AP-HP committed to keep patients updated about the different research projects of the
clinical data warehouse through a portal on the internet 2 and individual information is systematically provided to all
the patients admitted to the AP-HP. In addition, a retrospective information campaign was conducted by the AP-HP
in 2017: it involved around 500,000 patients who were contacted by e-mail and by postal mail to be informed of the
development of the CDW.

Accessing the data is possible with the following procedure. A detailed project must be submitted to the Scientific
and Ethics Board of the AP-HP. If the project participants are external to AP-HP, they have to sign a contract with the
Clinical Research and Innovation Board (Direction de la Recherche Clinique et de l’Innovation). The project must

2https://eds.aphp.fr/recherches-en-cours
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include the goals of the research, the different steps that will be pursued, a detailed description of the data needed, of
the software tools necessary for the processing, and a clear statement of the public health benefits. Once the project is
approved, the research team is granted access to the Big Data Platform (BDP), which was created by a sub-department
of the IT of the AP-HP. The BDP is a platform internal to the AP-HP where data are collected and that external users
can access to perform all their analyses, in accordance with the CNIL regulation. It is strictly forbidden to export any
kind of data and each user can access only a workspace that is specific to their project. Each person of the research
team can access the BDP with an AP-HP account after two-factor authentication. If the research team includes people
that are not employed by the AP-HP, a temporary account associated to the project is activated. The project on which
the proposed work is based is called APPRIMAGE, it is led by the ARAMIS team (current AP-HP PI: Didier Dormont;
initial AP-HP PI: Anne Bertrand, deceased March 2nd 2018) at the Paris Brain Institute and it was approved by the
Scientific and Ethics Board of the AP-HP in 2018 (Bottani, 2022).
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