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Context-Aware Multi-Criteria Recommender
Systems Using Variable Selection Networks

LE Ngoc Luyen, Marie-Héléne ABEL

Université de technologie de Compiégne, CNRS, Heudiasyc (Heuristics and Diagnosis
of Complex Systems), CS 60319 - 60203 Compiégne Cedex, France

Abstract. Conventional recommender systems, which rely on a single
criterion such as overall rating, often fail to capture the complexity of user
preferences and the influence of contextual information. Context-aware
multi-criteria recommender systems address these limitations by incor-
porating multiple dimensions of user preferences, item attributes, and
contextual factors, leading to more accurate and relevant recommenda-
tions. This paper presents a context-aware multi-criteria recommender
system using variable selection networks. Our approach dynamically se-
lects the most relevant features from a variety of inputs, including user
profiles, item characteristics, multiple criteria, and contextual factors,
to enhance personalization. By leveraging deep learning-based variable
selection networks, our model significantly improves recommendation ac-
curacy and interpretability, outperforming several baseline models in ex-
perimental evaluations. This advancement underscores the importance
of integrating both multi-criteria and context-aware methodologies in
modern recommender systems.

Keywords: Recommender System - Feature Selection - Context-aware
Recommender System - Deep Learning.

1 Introduction

Recommender systems have become an integral part of many platforms, pro-
viding personalized recommendations to users across various domains such as
e-commerce, entertainment, education, or social media [20], [11], [3], [12]. Tradi-
tional recommender systems typically rely on a single criterion, such as overall
rating or purchase history, to make suggestions. While these systems have been
successful in enhancing user experience and driving engagement, they often fail
to capture the multifaceted nature of user preferences. Users usually consider
multiple factors when making decisions depending on specific features of a prod-
uct or service.

Multi-criteria Recommender Systems (MCRS) address this limitation by in-
corporating multiple criteria into the recommendation process. By considering
various dimensions of user preferences and item attributes, these systems can
provide more accurate and satisfying recommendations [9]. For instance, in the
context of e-learning platforms, learners may evaluate courses based on differ-
ent criteria such as content relevance, instructor effectiveness, course difficulty,
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and interactive elements. A MCRS can analyze these diverse evaluations to sug-
gest courses that align more closely with the learner’s specific educational goals
and preferences. Considering contextual information in MCRSs further enhances
their ability to deliver personalized and relevant recommendations [29]. Contex-
tual factors such as the learner’s current knowledge level, time of access, device
used, and even their learning environment can significantly influence their pref-
erences and needs. For example, a learner accessing an e-learning platform on
a mobile device during a short break might prefer quick, concise lessons, while
the same learner at home on a desktop may favor more in-depth, comprehensive
content.

By integrating contextual information and multiple criteria, advanced rec-
ommender systems can more effectively understand and model user preferences,
resulting in more personalized and relevant recommendations. The evolution of
deep learning has significantly improved the accuracy of recommendation tasks,
with various models contributing to these advancements. Among these, Variable
Selection Networks (VSNs) stand out as a powerful deep learning architecture
designed to dynamically select and prioritize the most relevant features from a
diverse set of inputs [17]. VSNs are particularly effective in managing the com-
plexity of multiple criteria and contextual factors, making them highly suitable
for recommendation tasks.

In this paper, we present the development of a Context-Aware Multi-Criteria
Recommender System using Variable Selection Networks. Our approach lever-
ages the strengths of VSNs to significantly enhance the personalization and rele-
vance of recommendations by dynamically adapting to the most critical features,
which are identified based on user preferences, item characteristics, and contex-
tual factors. To demonstrate the effectiveness of our approach, we conducted
experiments on an educational dataset. The results show that our approach out-
performs several baseline models across different evaluation metrics. This success
highlights the potential of using VSNs in context-aware MCRSs, providing more
precise and adaptable solutions across various domains.

The remainder of this paper is organized as follows: In section 2, we review
related work on context-aware MCRSs. Following this, Section 3 outlines our
primary contributions, including problem formulation and the architcture of a
context-aware MCRS based on VSN. In section 4, we present experimental eval-
uations of our approach. Finally, we conclude the paper in the last section.

2 Related Work

The development of recommender systems has evolved significantly, with initial
methods focusing on single-criterion models. However, the need to capture multi-
dimensional user preferences has led to the emergence of MCRS [13], [15]. This
section reviews methodologies in the field of MCRS, highlighting advancements
in leveraging deep learning-based approaches and contextual information.

As shown in the table 1,we identify two principal approaches for MCRSs:
Multi-Criteria Collaborative Filtering, deep neural networks-based. In general,
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Adomavicius and Kwon [1] were pioneers in the field of MCRSs, extending tra-
ditional collaborative filtering to incorporate multiple dimensions of user pref-
erences. Their work demonstrated that accounting for diverse user preferences
significantly enhances recommendation accuracy compared to single-criterion ap-
proaches. Matrix factorization techniques in MCRS have been instrumental in
uncovering latent factors that drive complex user-item interactions by decom-
posing the user-item rating matrix into lower-dimensional latent spaces. This
approach, exemplified by Koren and colleagues [10], enables precise predictions
of user preferences across various criteria. Additionally, hybrid methodologies
combining collaborative and content-based filtering, as explored by Manouselis
and colleagues [18], effectively address the cold-start problem and enhance rec-
ommendation quality by integrating user profiles and item attributes.

Table 1. Summary of Approaches in Context-Aware Multi-Criteria Recommender Sys-
tems

Approach |Description Advantage Drawback ‘Works

Multi-criteria |Utilized matrix fac-|Precise pre-|Limited scalabil-|[1] [10], [18]
Collaborative [torization to uncover|dictions of wuser|ity and complex-
Filtering latent factors driv-|preferences across|ity in handling
ing user-item interac-|multiple criteria|multiple criteria.
tions in MCRS. through  latent
space representa-
tion.

Deep neural|Introduced deep|Better modeling|High  computa-|[7], [4], [19],
networks neural networks in|of user-item inter-|tional cost and|[21],[26], [2]
collaborative filter-|actions, leading|potential overfit-
ing for modeling|to improved |ting with deep
complex, non-linear|recommendation |networks.

interactions in|accuracy.

MCRS.

Deep neural networks has significantly transformed recommender systems
by modeling complex, non-linear interactions between users and items [27], [6],
[16], [23], [14]. Neural Collaborative Filtering (NCF), introduced by He and col-
leagues [7], was the first to apply deep neural networks in this context. Building
on NCF, methods like AE-MCCF use autoencoders to address data sparsity in
multi-criteria settings, improving accuracy [4]. Stacked Autoencoders further re-
fine user preferences but face challenges in interpretability and efficiency [24].
Nassar and colleagues [19] developed a deep learning-based MCRS that models
user and item features simultaneously, capturing complex multi-criteria rela-
tionships. Shambour and colleagues [21] advanced this by using deep learning
to identify intricate data patterns, enhancing recommendation precision. Wang
and colleagues [26] proposed a hybrid model combining deep learning with ten-
sor factorization to capture complex user preferences, though this approach is
computationally demanding and relies heavily on data quality.



4 NL LE et al.

Recent research in MCRS has increasingly integrated context to improve
recommendation accuracy and relevance. Afzal and colleagues [2] developed a
unified neural network to handle multiple contexts and criteria simultaneously,
predicting context-aware multi-criteria ratings and synthesizing them into over-
all recommendations. Vu and colleagues [25] focused on enhancing contextual
features, dynamically adjusting criteria weights, and clustering users based on
context. Dridi and colleagues [5] proposed a hybrid approach combining collab-
orative, content-based, and contextual data, using high-order co-clustering to
predict multi-criteria ratings by grouping users, contexts, and criteria based on
their inherent dependencies.

Integrating contextual information allows MCRS to deliver more personalized
and situationally appropriate recommendations. The use of deep learning-based
approaches enables a more nuanced understanding of complex user behaviors,
which can lead to improved predictive accuracy and finer segmentation of user
preferences. In this paper, we will focus on these two aspects to enhance the
generation of item predictions for users. In the next section, we will delve into
our approach to developing an MCRS.

3 Context-Aware Multi-Criteria Recommender Systems:
Our Approach

In this section, we first formalize the problem of designing a MCRS that incor-
porates both multiple criteria and contextual information to predict the overall
rating for non-interacted items. Then, we present our deep neural network ar-
chitecture for carrying out this task.

3.1 Problem Formulation

Given that U = {u1,ua,...,u, } represents the set of users, I = {i1,ia,...,0m}
represents the set of items, C' = {c1,ca,...,¢,} represents the set of contexts
affecting user interactions with items, CR = {cry, ¢ra, ..., cr, } represents the set
of criteria through ratings, and R = {ry,rq,...,r,} represents the set of overall
ratings, the function of the MCRS can be defined as follows:

f(r):UxIxCxCR— R (1)

where U x I x C'x C'R represents the Cartesian product of users, items, contexts,
and criteria, covering all possible user-item interactions influenced by different
contextual factors and criteria. C R encompasses multiple criteria ratings, pro-
viding an evaluation of items depending on various aspects. Each criteria rating
cr is given by user u to item ¢ under context c. The overall rating R is derived
from the evaluation of the user for an item on a given context. This overall rating
value serves as the primary metric for generating recommendations in the MCRS.
For example, as shown in table 2, students have evaluated various projects based
on multiple contexts and criteria. The contexts (C) include Class (c1), Semester
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(c2), and Lockdown (c3). The criteria (CR) for assessing the projects are Ap-
plicability (crq), Data Quality (cr2), and Ease of Use(crs). Each entry in the
table contains the student id (U), the project (I), the corresponding contexts
and criteria ratings, and the overall rating (R).

Table 2. Student evaluate projects under various contexts and criteria

C CR
U I R
C1 C2 C3 Criy | Cre | Crs
1140 | Credit Card Fraud Detection | DM Spring POS | 5 515 |5
1287 | Payroll Information System | DA Fall PRE | 4 | 4 | 4 | 2
1335 News Website DA Spring | PRE | 4 | 5| 5 | 3
1481 Social Networks DM Spring | POS | 2 | 3| 4| 3

Given the user-item-context data with multi-criteria ratings and a list of non-
interacted items I,; for each user, the main problem is to accurately predict a
list of top-K items I;,px from I,,; for each user u. These items are anticipated
to receive the highest overall ratings based on existing multi-criteria ratings and
historical data. Therefore, the objective of the MCRS is to recommend the top-K
non-interacted items I;,px to each user u by leveraging multi-criteria rating and
contextual information, including an overall rating for each item. The system
alms to maximize the relevance and satisfaction of these recommendations by
focusing on items that users have not yet interacted with, but are predicted to
rate highly based on different criteria rating and contextual information.

In the context of student and projects mentioned above, suppose we aim to
recommend projects to students based on their past interactions and ratings.
For instance, consider a student who has not yet interacted with the “News
Website” and “Social Networks” projects. By analyzing the multi-criteria ratings
and contextual information from similar students, the context-aware MCRS can
predict the overall ratings that this student might assign to these projects. If
the predicted ratings for “News Website” and “Social Networks” are among the
highest, these projects would be included in the top-K recommendations Iopx
for the student. Therefore, this personalized recommendation ensures that the
student is presented with projects that align closely with their preferences and
the contextual factors influencing their choices. In the following section, we will
delve into our deep neural network architecture designed to effectively perform
such recommendations using structured data.

3.2 Our Deep Neural Network Architecture Leveraging Variable
Selection Networks

We delve into an architecture designed to enhance the performance of MCRS
by employing dynamic feature selection based on contextual information. The
model leverages VSNs to adaptively determine the most relevant features from
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a diverse set of inputs, including user, item, context, and various criteria. By fo-
cusing on the most pertinent information, the model excels at processing and in-
tegrating complex data, dynamically weighting each feature’s importance based
on the specific context and criteria at hand. This approach ensures that the rec-
ommendations generated are both precise and contextually relevant, addressing
the nuanced needs of users more effectively than traditional methods.

As illustrated in Figure 1, the general architecture is composed of several
key components and layers, each playing an important role in enhancing overall
performance. Below, we introduce each component and layer with details of their
functionality.

Input and Embedding Layer: The input and embedding layer are designed
to capture and transform diverse input data into dense vector representations,
which are crucial for effective processing in subsequent layers of the model. The
input layer receives various types of input data x = {U,I,C,CR} from the set
of user U, the set of item I, the set of context C' and the set of criteria CR.
Each input passes through an embedding layer, which transforms the input
identifiers into dense vectors. This transformation is essential for capturing latent
relationships among the entities. Each embedding layer includes L2 regulariza-
tion to prevent overfitting. The embedding transformation for each input z is
given by:
e(z) = W, (x) (2)

where W, is the embedding matrix for the input x. For different inputs, the em-
beddings correponding user embedding: e(U) = Wy U, item embedding e(l) =
Wi, context embedding e(C') = W.C, and criteria embedding e(CR) = WorCR.

Concatenate and Full Connected Layer 1: Following the input and em-
bedding layers, the architecture proceeds with a concatenation step and then
processes the combined features through a fully connected (dense) layer. These
layers are essential for integrating and refining the features extracted from the
inputs. After the embedding layers transform the input identifiers into dense
vector representations, these vectors are directly concatenated. The next step is
to concatenate all these embeddings into a single, unified representation vector
zq11 as follows:

zann = Concatenate(e(U), e(I),e(C),e(CR)) (3)

This concatenated vector zg contains the integrated information from all the
input features. This vector is then passed through the first fully connected layer
(i.e dense layer). In our architecture, this dense layer applies a linear transfor-
mation followed by a non-linear activation function of Rectified Linear Unit —
ReLU — enabling the model to learn complex pattern in the data. The output
of the first fully connected layer h; is given by:

hi = ReLU(Wizq1 + b1) (4)
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Fig. 1. The deep neural network architecture for the MCRS using Gated Residual and
Variable Selection Networks.

where W7 is the weight matrix for the first fully connected layer. by is the bias
vector for the first fully connected layer. ReLU is the activation function defined
as ReLU(x) = max (0, x).

Variable Selection Network Component: Following the input and embed-
ding layers, the VSN plays an essential role in the new architecture by dynam-
ically selecting and emphasizing the most relevant features from the input em-
beddings. This selection mechanism ensures that the model prioritizes the most
important information, enhancing both the accuracy and contextual relevance of
the recommendations. The VSN operates as a separate branch in parallel with
the precedent layer of the architecture and consists of several key elements:
Each input feature embedding is processed through its dedicated own Gated
Residual Layer (GRL) to capture complex interactions and relationships inde-
pendently. Let zy = e(U), zr = e(I), zc = e(C), and zcr = e¢(CR) be the
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embedding for the user, item, context and criteria, respectively. Through the
first GRL layer, each embedding z; then is processed as follows:

9i = GRL(z) = Wgizi + bgr + 0 (We2(Wy12i + by, ) (5)

where Wy, and Wy are weight matrices for the GRL, bg; is the bias vector, and
o is the sigmoid activation function.

These GRL outputs for each embedding is stacked along a new axis to form
3D tensor G as follows:

G = Stack(|lgu, 91, 9¢ 9cr)) (6)

In parallel, the second GRL processes all input feature embeddings in the
form of a single vector, benefiting from the output zg;; of the first concatenation
layer. This GRL captures complex interactions between the combined features
and produces a transformed output that reflects these relationships as follows:

gee = GRLconcat (za11) = Woeer Zdin + by, ., + U(Wgcc2(Wgcclzdl1 + bgccl)) (7)

where W, , and W, , are weight matrices for the GRL, b
and o is the sigmoid activation function.

The importance weights generated by the second GRL are applied to the
stacked GRL outputs using matrix multiplication. This operation effectively
computes a weighted sum of the transformed features, where each feature’s con-

tribution is scaled by its corresponding importance weight as follows:

9.1 15 the bias vector,

Gsvn = G x YGee (8)

The output of the VSN after processing through the fully connected layer as
follows:
he = ReLU (Wagsyn + b2) (9)

where W5 is the weight matrix for the output of the VSN. by is the bias vector
this layer.

Concatenate and Fully Connected Layer 2: After the VSN processes the
inputs and generates the selected features, these features are often combined
with the output of the first full connected layer before being passed through the
final output layer. Specifically, the output from VSN, hs, is concatenated with
the output of the first fully connected layer, hy, as follows:

zai2 = Concatenate(hy, ha) (10)

This newly concatenated vector is then passed through the second fully con-
nected layer as follows:
9§ = ReLU(Wszq2 + b3) (11)

where where W3 is the weight matrix of the second fully connected layer. b3 is
the bias vector of the second fully connected layer. And ReLU is the Rectified
Linear Unit activation function.
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Output: The raw output g of the preceding layer represents the unbounded
predicted rating, which may lie outside the desired range. Depending on the
rating scale, we need to ensure that the predicted rating falls within the valid
range of [a, b]. For example, if a = 1, b = 5 for a range of [1, 5], the model
applies a clipping operation. this clipping function constrains § to be no less than
1 and no greater than 5. Therefore, the clipping operation is defined as follows:

a if g<a
chipped = g if a < g <b (12)
boif §>b

where Jelipped is the final output after clipping, a, b represent the range of rating
values.

With the architectural components and their interactions thoroughly ex-
plored, we conduct experiments aimed at assessing its performance across dif-
ferent datasets and evaluation metrics in the next section.

4 Experiments

In this section, we focus on introducing the dataset used to evaluate the perfor-
mance of our approach and provide a description of the baseline models against
which our approach is compared. Finally, we present our analysis of the achieved
experimental results.

Table 3. Statistics on experimental datasets

Dataset Nb of Nb of Nb of Nb of Rating Data Nb of
Users Item | Contexts | Criteria Scale Sparsity | Rating
ITM-Rec 454 70 3 3 [1,5] 83.54% 5230

4.1 Dataset and Evaluations

Dataset: We conduct our experiments using the ITM-Rec dataset [28]. This
dataset is designed for the development and evaluation of educational recom-
mender systems. It was collected from student questionnaires at the ITM de-
partment of Illinois Institute of Technology, USA. The dataset encompasses a
variety of student evaluations based on different criteria and contexts. Table 3
summarizes the key statistics and characteristics of each dataset.

Compared Approaches: To evaluate our model’s effectiveness, we compare
its performance with several established baseline methods:

— DCN (Deep Cross Network) employs a direct approach to capturing feature
interactions. By utilizing a cross network structure, it models these relationships
at multiple levels of representation [27].
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— DeepFM addresses complex feature interactions using a deep neural network.
Nonlinear activations in hidden layers enable it to capture intricate patterns
beyond the scope of simpler models [6].

— xDeepFM combines a Compressed Interaction Network (CIN) for explicit
vector-wise feature interactions with a deep neural network. This hybrid model
learns both bounded and unbounded feature interactions [16].

— NFM (Neural Factorization Machine) handles sparse data by combining the
strengths of Factorization Machines (FM) and neural networks. FM captures
basic feature interactions, while the neural network learns complex, higher-order
relationships between features [7].

— Autolnt automates feature interaction learning by projecting features into
multiple latent spaces. Attention mechanisms identify crucial interactions within
these spaces, eliminating manual feature engineering [23].

— FibiNET combines feature importance and bilinear feature interactions. This
model learns feature importance using a Squeeze-Excitation network (SENET)
mechanism. [8].

Evaluation Metrics: We conduct our evaluation through two commonly used
metrics: the Mean Absolute Error (MAE) and the Root Mean Squared Error
(RMSE). Both metrics quantify the difference between the predicted values gen-
erated by the model and the actual observed values [22].

1< R
MAE = ﬁz‘yz_yz| (13)
i=1
1 n 9
- T 14
o i) (14)

where n denotes number of observations, y; is the actual observed value, and
7; is the predicted value by the model. In general, MAE measures the average
prediction error without considering error magnitude. RMSE, on the other hand,
penalizes larger errors more heavily. Both metrics assess prediction accuracy,
with lower values indicating better performance. Perfect predictions result in
zero for both MAE and RMSE.

Based on this diverse set of baseline approaches and two well-known eval-
uation metrics, we aim to provide an assessment of our model’s performance
and highlight its potential advantages over existing techniques. In the following
sections, we will describe the results of our experiments.

4.2 Experiments Results

In this section, we present and analyze the performance of various models on the
prediction task using two key metrics: RMSE and MAE. The models evaluated
include DeepFM, xDeepFM, Autolnt, DCN, NFM, FiBiNET, and our
proposed model (SVN). The results obtained are summarized in Table 4
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Table 4. Performance comparison of different models based on two metrics.

Metric| DeepFM |xDeepFM |AutoInt| DCN |NFM |FiBiNET|Ours (SVN)
RMSE| 0.8332 0.8265 0.8539 |0.8439(0.8225| 0.8366 0.8136
MAE | 0.6364 0.6194 0.6549 |0.6416(0.6173| 0.6118 0.5947

Starting with RMSE, the DeepFM model achieved an RMSE of 0.8332,
which is moderately competitive among the models tested. xDeepFM per-
formed slightly better, with an RMSE of 0.8265, indicating an improvement
in prediction accuracy. AutoInt and DCN showed relatively higher RMSE val-
ues, at 0.8539 and 0.8439, respectively, suggesting that their predictions were
slightly less accurate. NFM demonstrated strong performance with an RMSE
of 0.8225, closely rivaling the best-performing models. FiBiNET, with an RMSE
of 0.8366, fell in the middle range. Notably, our proposed model (SVIN) achieved
the lowest RMSE of 0.8136, indicating the highest accuracy in predictions among
all the models tested in this experiment.

Turning to MAE, DeepFM resulted in an MAE of 0.6364, which is rela-
tively higher compared to the other models, indicating larger average errors.
xDeepFM showed improvement with an MAE of 0.6194, while AutoInt had
the highest MAE at 0.6549, suggesting that it made the most significant er-
rors on average. DCIN and NFM exhibited competitive MAE values at 0.6416
and 0.6173, respectively, indicating consistent performance across these models.
FiBiNET slightly outperformed others with an MAE of 0.6118. Our proposed
model, once again, demonstrated superior performance by achieving the lowest
MAE at 0.5947, highlighting its ability to minimize errors effectively.

Comparing the models, it is evident that our proposed SVIN model con-
sistently outperformed the others across both metrics. With the lowest RMSE
(0.8136) and MAE (0.5947), SVN demonstrated the best predictive accuracy
and the smallest average error. This suggests that the SVN architecture ef-
fectively captures the necessary features and interactions, leading to improved
prediction performance. While xDeepFM and NFM were the closest competi-
tors, they did not match the performance of the SVIN model, indicating that the
additional complexity and feature selection capabilities of SVIN offer a tangi-
ble advantage. In contrast, AutoInt and DCN underperformed relative to the
other models, especially in terms of MAE, indicating that their model structures
might be less effective in minimizing average errors. FiBiNET and DeepFM
also provided competitive results but fell short of the performance of the SVIN
model, suggesting that while they capture interactions effectively, they may lack
the adaptive feature selection or other innovations present in SVIN.

Overall, the experimental results demonstrate that our approach based on
SVN model outperforms established models in both RMSE and MAE on the
ITM-Rec dataset. This superior performance can be attributed to the models
ability to dynamically select and weight the most relevant features, leading to
more accurate and reliable predictions. The success of the SVN model under-
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scores the importance of adaptive feature selection in enhancing model perfor-
mance for complex tasks.

5 Conclusion

In this paper, we investigated the development of a context-aware multi-criteria
recommender system using a variable selection network. Leveraging VSN, our
approach employs dynamic feature selection through a series of fully connected
layers that refine the features and generate the final predictions. This structure
allows the model to adapt to various contexts and criteria, making it highly ef-
fective for complex recommendation tasks. Our approach was evaluated against
several leading baselines using RMSE and MAE as evaluation metrics. The ex-
perimental results indicate that our approach based on SVN outperforms these
established methods, achieving the highest accuracy and lowest error rates across
all tested scenarios. This improvement can be attributed to the SVN’s ability to
dynamically prioritize and integrate the most pertinent features. The findings
from this research underscore the potential of adaptive feature selection in ad-
vancing the field of recommender systems, offering new avenues for more precise
and contextually relevant recommendations. Moving forward, we aim to enhance
the integration of complex contextual factors, improve scalability and efficiency,
and increase the explainability of deep learning models in context-aware MCRSs.
Additionally, exploring hybrid models with technologies like reinforcement learn-
ing and graph neural networks could open up new research opportunities.
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