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1 STOCHASTIC TANGENTIAL PARETO DYNAMICS PROVABLY

2 SAMPLES THE WHOLE PARETO SET *
3 ZACHARY JONES, PIETRO MARCO CONGEDO, OLIVIER LE MAITRE
4 Abstract. The framework of stochastic multi-objective programming allows for the inclusion of

5 uncertainties in multi-objective optimization problems at the cost of transforming the set of objectives
6 into a set of expectations of random quantities. The stochastic multigradient descent algorithm
7 (SMGDA) gives a solution to these types of problems using only noisy gradient information. However,

8 a bias in the algorithm causes it to converge to only a subset of the whole Pareto front, limiting its

9 use. We analyze the source of this bias and prove the convergence of SMGDA to a stationary point
10 in the nonconvex L-lipschitz smooth case. First, based on this analysis, we propose to reduce the
11  bias of the stochastic multi-gradient calculation using an exponential smoothing technique. We then
12 propose a novel approach to exploring the whole Pareto set by combining the debiased stochastic
13 multigradient with an additive non-vanishing noise that guides the dynamics of the iterates tangential
14 to the Pareto set. We finish by proving that our algorithm, Stochastic Tangential Pareto Dynamics

15 (STPD), generates samples concentrated on the whole Pareto set.

16 Key words. Stochastic Programming, Multi-Objective Optimization, Stochastic Multi-Objectivelll

17 Optimization, Gradient, Sampling, Pareto Front, Pareto Set

18 MSC codes. 68Q25, 68R10, 68U05

19 1. Introduction. Finding all possible solutions to an optimization problem with
20 competing objectives and uncertainty requires specialized methods. In general there is
21 no unique solution to an optimization problem with competing objectives but rather
22 a collection of possible tradeoffs. A Pareto optimal point is then a design point
23 which cannot be improved along any objective without degrading the performance of
24 others. the Pareto set is the set of all Pareto optimal points. Introducing stochasticity
25 into the objective functions complicates the process of finding the Pareto set. The
26 objective functions then become random variables making both optimization and the
27 determination of Pareto optimality into probabilistic tasks.

28 To handle the challenges of stochastic multi-objective optimization we work within
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2 Z. JONES, P.M. CONGEDO, O. LE MAITRE

the framework of stochastic programming. We formulate our stochastic multi-objectivell
optimization problem as the minimization of a set of expected values of random quan-
tities of interest. This changes the stochastic problem into a deterministic one. Unofr-
tunately, we rarely have access to analytic expressions for the expected values of the
quantities of interest. Furthermore, estimating them can prove to be computationally
costly. Therefore, we turn to stochastic approximation.

The stochastic multi-gradient descent algorithm (SMGDA) is the extension of
stochastic approximation methods to the multi-objective context. It has attracted
attention in engineering, operations research, and machine learning fields [5, 11, 9, 4].
At each iteration SMGDA uses stochastic gradient information from each objective to
compute a direction of descent, the stochastic multigradient. This approach has two
main benefits. SMGDA iterations can be performed with as few as a single gradient
sample from each objective, making estimation unnecessary. It also has the advantage
of provably converging to the Pareto set [9]. However, the stochastic multigradient
has a known bias [5, 11]. Because of this bias, previous analysis of the convergence
of SMGDA beyond the strongly convex setting have depended on strong assumptions
or even concluded that the algorithm does not converge [11, 5, 4].

Our first contribution is to analyze the source and effect of this bias. We prove
that, despite bias in the stochastic multigradient, SMGDA converges to a subset
of the Pareto set in the convex L-Lipschitz smooth setting. We additionally show
convergence of SMGDA in the strongly convex and nonconvex L-Lipschitz smooth
settings.

Our second contribution is a sampling approach to generate candidate Pareto
optimal points, stochastic tangential Pareto dynamics (STPD). It has two main in-
gredients, a debiased stochastic mutligradient step and an additive noise term. To
debias the stochastic multigradient, based on our analysis of SMGDA, we propose
a method using exponential smoothing. We then combine this debiased stochastic
multigradient with a nonvanishing noise term which adds noise perpendicular to the
expected stochastic multigradient. This noise term guides the sampling procedure

tangentially along the Pareto set. We go on to prove that STPD generates samples
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which lie arbitrarily close to the whole Pareto set in finite time.

Our companion paper then tackles the complementary problem of probabilistic
inference of the Pareto set using a noisy fixed-size sample set [CITATION NEEDED)].

We begin the manuscript by recalling some basic concepts in both deterministic
and stochastic multi-objective optimization in Section 2. We then introduce the scalar
potential for multi-objective optimization in Section 3.1, and use it to prove the
convergence of MGDA in Section 3.2. We use the foundation built in Section 3 to
make new, more general, proof of convergence of SMGDA in Section 4.1. We also see
that SMGDA converges only to a subset of the Pareto front. We examine the bias
of SMGD in Section 4.2. We introduce our sampling approach, Stochastic Tangential
Pareto Dynamics, in Section 5. We continue to show that it samples the whole
of the Pareto front under mild assumptions and offer discussion about the potential
applications, pitfalls, improvements, and variations to our proposed approach. Finally,

we give our conclusions and future outlook in Section 6

2. Background on Gradient Based (Stochastic) Multi-Objective Op-
timization. We start by introducing stochastic programming before reviewing the
multigradient descent algorithm and Pareto concepts.

Let us look at the stochastic multi-objective programming problem. Given a
probability space (O, F, ) and a set of k quantities of interest collected as a vector
valued function F := [fi(x, W(#)),..., fu(x, W(#))] : X C R xW(O) — Y C R*, our

goal is to find all x* such that

(2.1) x* € argin{E[,(x, W(O))] .. ELfi(x, W)}

This formulation is sufficiently general to incorporate mean/variance minimization,
conditional value at risk, and quantile functions as objectives. Notably, the problem
is deterministic. If we have analytical expressions for G(x) = [¢g1(X), ..., gr(X)], X —

Y C R* with g;(x) = E[f;(x, W(#))], we can treat this as a deterministic problem

This manuscript is for review purposes only.



86

88

89

90

91

93

94

95

96

98

4 Z. JONES, P.M. CONGEDO, O. LE MAITRE

and solve it as

(2.2) x* € al;cgég)in{gl (X), ey g (%)}

Clearly we will rarely have a unique solution to problem 2.1. Instead, given two
solutions, y',y € Y, y' dominates y (y' < y) if it is lower componentwise in all
dimensions, e.g. Vj € {1,....,k} y; < y;. If no y’ exists which dominates a point y, we

say it is undominated. The Pareto front is defined as the set of undominated points.

DEFINITION 2.1 (Pareto Front).

(2.3) P):={ycY| By e V\ysty;<y;Vjic{l,....k}}.

This set gives a mathematical description of Pareto optimality. If y € P it means
that, in at least one pair of criteria, there is no global performance improvement. We
can define the set of solutions in design space, the Pareto set, as the pre-image of the

Pareto front of G.

DEFINITION 2.2 (Pareto Set).
(2.4) PHX):=(PoG)(X)={xec X |Gx)ec P}

Points x* in 2.2 can be found using the multigradient descent algorithm.
It is an extension of gradient descent to the multi-objective context using the
multigradient.

At each iteration we calculate
1
(2.5) VE{G) (x0) = argnaxma (V). ) + 5 ]

Under sufficient conditions on G, the sequence of points x;41 = x; —eV{{G}H(x¢)

will then converge to a Pareto stationary point

This manuscript is for review purposes only.
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DEFINITION 2.3 (Pareto Stationary Point). x* such that
(2.6) Vi{GHx) =0

In the case where all objective functions are convex this forms a sufficient condition
for Pareto optimality [6].

In later sections, we will use Pareto stationarity as a tool to search for Pareto
optimal points.

In practice, solving Eq. 2.5 in its primal form is cumbersome, and we will use its
dual formulation, which reduces to a quadratic subproblem in the number of objec-

tives,

(2.7) VG (x) = Zafvgi(X)

s.t. o = argnin || 3 0,V ()13,
aEAk-L 4

where A*~! is the k — 1 dimensional simplex. This subproblem has a closed form

solution in the bi-objective case and can be efficiently solved for more objectives

using the Franke-Wolfe algorithm [3]. The multigradient, V${G}(x), can be concisely

understood as the minimum-norm convex combination of gradients, as seen in Fig. 1.

Vg1(x)
~._ VG(x)

S~
-~
\\
-~

T~ Voa(x)
—> |

Fig. 1: Examples of Calculation of Direction of Descent VS{G}(x) for two objectives.

3. Solving Deterministic Multi-Objective Problems with MGDA. In

this section we reformulate and solve the deterministic multi-objective problem. To
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6 Z. JONES, P.M. CONGEDO, O. LE MAITRE

reformulate the multi-objective problem we make an equivalent problem with only one
objective, a scalar potential. This provides a new way prove convergence of MGDA
and to view multi-objective optimization. In Section 4 we will extend these techniques
to the stochastic case and in Section 5 we will exploit this framework to prove that

our proposed approach samples points along the whole Pareto set.

3.1. Potential function for Multi-Objective Optimization. To reformu-
late the multi-objective problem we make an equivalent problem with only one objec-
tive, a scalar potential. Previous attempts have used the coefficients, a*, defined in
Eq. 2.7 to define a pseudo-objective ¥(x) = >, a7 g;(x) [5]. However, the parameters
a* are not constant with respect to x and so the gradient, VS{G}(x), is not V¥(x).
Consequently ¥(x) is minimized only at the minima of each individual objective and
not over the whole front.

We propose a potential function that has minima over the whole of the Pareto

set. We define the potential, ¢ (x) : R — R, as follows:

DEFINITION 3.1 (Equivalent Scalar Potential Function).
1 1
31)  B(x) = / (VE{G}(s%), x)ds = / S a7 (%) (Vg (), x)ds.
0 05

The potential ®¢(x) is C! smooth, locally Lipschitz continuous, and it can be seen
that V®(x) = V¢{G}(x) by the gradient theorem. Clearly this function has minima
at Pareto stationary points.

It can be readily seen in Fig. 2d that the minima of ®4 lies on the Pareto set.
In the case where there are nonconvex objectives, the set of Pareto stationary points
can form a saddle point in ®¢(x). The global minima remains on the Pareto set. We
remark here that we have used the curve from 0 to x parameterized by ¢ to perform
the line integral that defines the potential function. This is done for convenience only.
Any continuous curve in X with endpoint x can be used so long as the initial point
is consistent and X’ is pathwise connected.

Using 3.1, we can make claims about the set of objective functions using a single

scalar value.

This manuscript is for review purposes only.
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25 A —
20 4 92
—— Pareto Set
15 A
10 A
— 01
—5 4
92 >
—— Pareto Set 0d == \ -
0 2 4 0 2 4
X X
() g1(x) = (z—2)*(x—3)(z—4), g2(x) = 2? (b) g1(x) = (z —4)*, g2(x) = &°
104 6, (x) 2
8 Vg, (x)
—— Pareto Set 14 \ /
0 [l R (A
-1 — g, (x)
Vg, (x)
—— Pareto Set
_2 . _2 .
0 2 4 0 2 4
X X
(©) g1(x) = (z—2)*(x—3)(z—4), g2(x) = 2*. (d) g1(x) = (x —4)*, g2(x) = 2”.

Fig. 2: Top row: Competing objective functions in the cases with local minima (left)
and bi-convex objectives(right). Bottom row: Minima of the equivalent scalar po-
tential function lie on the Pareto front, with Pareto stationary nonoptimal points
revealing themselves as saddle points (left).

3.2. Convergence of MGDA. We use the scalar potential to make a new proof
of the convergence of MGDA. In the next section, we will use a similar strategy to
show the conditions required for SMGDA to converge.

The minima of ®(x) are the set of Pareto stationary points, and performing

gradient descent on ®(x) yields Pareto stationary points.

This manuscript is for review purposes only.
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8 Z. JONES, P.M. CONGEDO, O. LE MAITRE

THEOREM 3.2. Let ®g(x) be a potential function defined as in 3.1. With g :

X =Y, X compact. Then the sequence
(32) Xt41 = Xp — EV(I)G(X).
converges to a Pareto stationary point.
Proof. From the assumption that ®4 is L-Liptshitz smooth

L
(3.3) Qg (xi11) <Pa(xt) + (VO (x¢), Xp11 — X¢) + §\|Xt+1 —x¢]|?

(3.4) < Ba(x) — (1~ )|[VE(EHI

Picking ¢ < 2, summing, using the fact that V®(x) = VS{G}(x), and dividing by T

gives us the result

T
(3.5) %Z IVS{GY (o) < Pe(x0) *T‘SG(XTH)' O

4. Solving Stochastic Multi-Objective Problems with SMGDA. We now
turn our attention to the stochastic formulation of the multigradient descent algo-
rithm, SMGDA. It has already been proven that SMGDA converges to the Pareto
front almost surely under strong assumptions. Previous approaches either require the
individual objective functions are almost surely convex with at least one being almost
surely strongly convex or they assume that the bias in the stochastic multigradient
vanishes in the long time limit.[9, 4, 5]. These cases are not realistic. It has also
been shown that there exist cases where there is a nonvanishing bias in the stochastic
multigradient along the whole Pareto set [11]. The authors went on to conclude that
SMGDA does not converge in these cases. However, this is not necessarily true.

Here, we extend the tools we have developed in the previous section to the sto-
chastic case. This allows us to give proof of convergence of SMGDA in the nonconvex
and biased case. We then go on to show that, when Pareto stationary points for which

the stochastic gradient estimator is unbiased exist, that SMGDA converges to one of
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those points.

In the stochastic programming setting the set of objective functions {g;}i=1,. &
now have the functional form of an expectation g;(x) = E[f;(x, W(#))]. Unfortu-
nately, we do not often have analytic expressions for our objectives and must work
with realizations of the quantities of interest, {f;(x, W(8))}1,... x and their gradients.
It is possible to estimate the value of our objectives and plug them in to a determinis-
tic optimization algorithm. However, this strategy introduces residual error and can
require costly resampling at each iteration. Ignoring the random nature of the prob-
lem by naively substituting samples of the quantities of interest, f;(x;, W(6);), for
their true value in a deterministic multi-objective method could lead to convergence
to a suboptimal point.

Instead, we estimate the gradient of each objective, Vg;(x), using a single real-
ization of the gradient of the corresponding quantity of interest V f;(x, W(#)). These
estimates are then plugged into Eq. 2.7 to calculate the stochastic multigradient
VE{F}(x, W(f)). Tt is assumed that V f;(x, W(6)) is an unbiased estimator of Vg(x)
with finite second moment, e.g. E[V f(x, W (0))] = Vg(x) and V(V f(x, W(0))) < o0
with V(+) as the variance functional. The heart of the stochastic multigradient descent

algorithm is then the sequence of points generated by the relation

(4.1) X1 =X, — e VS{F}(x, W).

We require that £; meet the requirement that

Z? £t T—o0

This is a standard requirement in stochastic optimization [1, 9].
It is straightforward then to extend the potential function from Section 3 to the

stochastic multi-objective case.

This manuscript is for review purposes only.
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207 DEFINITION 4.1 (Stochastic Equivalent Scalar Potential Function).
1
208 (4.3) Pp(x) = / (E[VE{F}(sx)],x)ds.
0
209 The gradient of this potential function can be approximated using individual realiza-

210 tions of W(0) as VE{F}(x, W(6)).

These quantities are summarized in Tab. 1.

Objectives Gradients Potential ~Direction of Ascent step size
MGDA 9(x) Vy(x) O¢ Ve{G} (%) €
SMGDA _E[f(x,W(0))] V/f(x, W(0):) Op V{F}(x, W(0)) 2
Table 1: Quantities used in MGDA and their stochastic programming equivalents in
SMGDA.
211
212 4.1. Convergence of SMGDA. We can now show new proof of the conver-

213 gence of the SMGD algorithm to a Pareto stationary point in the nonconvex case
214 with biased gradients. Proofs of convergence for convex and strongly convex ob-
215 jective functions in the biased setting with bounded gradients can be found in the

216 appendix.

217 We first make an assumption on the bias of the gradient estimator,
218 ASSUMPTION 4.2. da > 0,b > 0 such that
219 (4.4) (E[VE{F} (x, W(0))], VE{G}Hx)) = a| [ VE{G}H(x)|3 0.

220 almost everywhere.

221 This assumption intuitively states that the stochastic gradient is ”in-line” with the
222 true gradient up to a constant bound, b. Many general proofs of the convergence of
223 SGD in the single objective case make a similar assumption, setting b = 0 directly [1].
224 This assumption is more general. We can always find b > 0 such that this relationship
225 holds with arbitrarily high probability. As we will see later, if we can find a pair a,b
226 such that b = 0 and Assumption 4.2 holds almost surely over all x € X', then SMGD

227 converges to a Pareto stationary point. The interested reader can pursue more details
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in the appendix.

We also assume that

ASSUMPTION 4.3. dag > 2a — 1 and bg > 0 such that

(4.5) E[IVE{F}x, W(0)I3] < agl|VE{G})II3 + be

almost everywhere.

Assumptions 4.2 and 4.3 are not strong and imply two things. The first, that the

effect of the bias is lower bounded:

(4.6) E(VE{F}x, W(0)), VE{G}(x)) — [IVH{GIx)II3] > (a = DIIVE{G}H)|I3 ~b.

Second, setting My > (ag + 1 — 2a) and My > 2b + b, we see that assumptions 4.2

and 4.3 imply 4.7.

(4.7) E[IVE{F}x, W(0)) — VE{GIx)I3] < My |IVE{GH(x)I[3 + Mo

Readers may recognize Eq. 4.7 as a common assumption in stochastic approximation
[1]. We now prove the convergence of SMGDA to a Pareto stationary point in the

nonconvex setting.

THEOREM 4.4. Let F' = {fi(x,W(0))}i=1,...x be a vector valued function F :
X — Y C R* with each g;(x) = E[fi(x, W(#))] L-Lipschitz continuous. If there is
pair of constants a > 0, b =0 such that (VO®p,V®g) > a||[VPq||3 — b and &, meeting

requirement 4.2, then the sequence of iterates {x;}ien generated through the relation

(4.8) Xt4+1 = Xt — €tvg{F}(Xt, W(Q)t)

converges almost surely to a Pareto stationary point.

This manuscript is for review purposes only.
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248 Proof. Let By = E[V®p(x:) — VP (x:)]. We start from L-Lipschitz smoothness.

L
249 Qa(xt11) < Pa(xt) + (VO (Xt), X1 — %) + §\|Xt+1 —x4[3-

250 Taking the conditional expectation, and using the definition of SMGD iterations, we

251 have the expression:

5 Bkin) < Bl El (V06 (x0), VE(F} oxr, WO HELSL VS () G Wi

253 Adding and subtracting &;||®q(x;)||3, substituting our expression for the bias, and

254 using assumptions 4.2 and 4.3, we see that

Le?
255 Ba(xir1) < Pa(xh) — & [VG (x0)|[5 — &1 (Br, VOa(x1)) + Tt(b + (ag +1—2a)|[VOa(x,)|[5)
L 5 Le?
256 < (I)G(Xt) - 5t(a - stEMV)HV(I)G(Xt)”Q + b+ TMO
258 Requiring that €; < Li—‘}v Vt, taking the full expectation, summing, and re-arranging,
259  we get
d LM,
0
260 D al|lVea(x:)l3 < Palxo) — E[@a(xr)] + 0 e+ 5 > et
t t t

261 Finally, defining E7 =), &4, we can treat ¢,/ Er as a probability measure. Choosing

262 index t in 1,...,T and applying Markov’s inequality yields

263 P(||[V®a(x)||2 > €)

< Eg,[|[VPe(x)]l3] < g (x0) — E[Pg(x7)] N b N LMy Z )

- g5,
€ eEr € 2eEr ” ¢

264 Taking the limit as T" — oo gives the result

b
265 P(IVec(x)(3 > &) — -

266 Therefore, if we can find a pair a, b such that ¢ > 0 and b = 0 in assumption 4.2 then

267  SMGD converges almost surely to a Pareto stationary point. ]

This manuscript is for review purposes only.
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Then, even in the case where the bias does not disappear, the SMGD algorithm can be
shown to converge to a point on the Pareto set. However, the bias still has an effect.
It is straightforward to show that if there is a point, x where E[VS{F}(x, W(0))] =

P(()x) = 0 and b =0 then SMGD converges to that point.

THEOREM 4.5. Let F', G, ¢, a, and b be defined as in Thm. 4.4. If there is an
a > 0 and b = 0 meeting the requirements of assumption 4.2 and at least one point,

X. € X* = {x|VPp(x) = VPg(x) = 0}, then SMGD converges to a point in X*.

Let di = x; — x* for some x* € X* and B; = VO®p(x¢) — VO (x:). To prove Thm.
4.5 it is enough to show that (By,d;) goes to zero. Since B; L d; on the Pareto set
implies that X* = () there are two remaining cases. Either B; = 0, indicating that

Vop(x:) = VOg(x:) — 0 and that x; € X*, or d; = 0 in which case x; = x..

Proof. We start from the inequality
di 1 < di —2ei(VE{F} (%0, W(B)1), de) + 7| [ VE{F}(x, W(O)|I3.
Then, using our definition of B;, we have the expression
A,y < dF —2e4(By,dy) + 7 (M, + 1)||VOe;(x:)|[3 + &7 Mo.

Rearranging and summing we see that

T T T
(4.9) > 2e(Bydy) < df —di + (M, +1) Y ef||[VOa(x:)|3 + Mo Y 7.

t t t

As before, defining Er = E? €t, we can use Markov’s inequality to show

_ d3— 3
- 261;T

T T
> €tlIVea(xd)[3 +M02t e

. > .
(4.10)  Pp((Bt,di) >¢€) 2¢E; 2eEy

+ (M, +1)

Since ||[V®[G](x)||3 — 0 almost surely, we can conclude that the left hand side of Eq.

4.10 goes to zero. 0

This manuscript is for review purposes only.
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2 3 B
— Dp(x) 2

14 2
N/ ’ Var(z) / O\A /

14 g (z)
Vo Ve
—2 T G\(x) T e —21 I — F\(x) T
-10 1 2 3 -10 1 2 3 -10 1 2 3
(a) Deterministic gradient (b) W(0) ~U[-1,1] (c) W(9) ~N(0,1)

Fig. 3: Comparison of Potential Functions with f;(x, W(#)) = (x — 2 + W(6))? and
f2(x, W(0)) = (x+W ()% SMGDA converges to a point where E[V®r] - V&g = 0.
Deterministic gradient calculated as Vg, (x) = E[f;(x, W(0))].

4.2. The Bias of the Stochastic Multigradient. Why is the stochastic multi-
gradient biased when the stochastic gradients used to compute it are not? By assump-
tion we have access to samples of the jacobian of F', Jr(x, W(#)) which is an unbiased
estimator of the Jacobian of G, Jg(x), e.g. E[Jr(x, W(0))] = Jo(x).

We look to the minimizer o* (x, W (6)) = argmin,cax—1 @' Jp(x, W(0))Jp(x, W(6)) Tof]
and notice that it is a quadratic function of the Jacobian. By Jensen’s inequality
E[Jr(x, W(6))Jr(x, W(0))T] = E[J(x, W(6))] E[Jr (x, W(6))]T, and so E[a* (x, W(6))] 4
a*(x).

a* could be debiased using Monte-Carlo estimation, resampling and averaging
the Jacobian and using jg(x) =% Zi\;l Jr(x, W(6);) in place of Jg(x) in Eq. 2.7.
However, not only would it be computationally taxing to compute N gradients at each
iteration, but there would still be residual variance in our estimation rendering our
computational efforts somewhat phyrric. Other approaches attempt to smooth the
minimizers o* using exponential smoothing [11]. This approach effectively reduces
the variance of a* and enforces that the estimator a* be smooth across iterations.

In contrast, our approach to the problem is to mitigate the bias at its source, in the

calculation of o* itself.

5. Proposed Approach: Stochastic Tangential Pareto Dynamics. The
SMGD algorithm, even if run from distinct starting points, converges to a subset of the

Pareto set. Then, even if completely debiased, in order to estimate the whole Pareto
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set one has to restart the algorithm from several points in design space. Not only is
this approach not guaranteed to uncover the whole Pareto set but it is computationally
taxing. To ameliorate this, we propose to modify the stochastic multigradient descent
iterations in two ways. First, we introduce a novel debiasing strategy for the stochastic
multigradient. This allows the algorithm to converge to the whole of the Pareto front.
Then, we add a noise term which guides the dynamics generated by the algorithm
tangentially along the Pareto set, promoting exploration as well as overcoming any
residual bias. Because of the added noise term, this approach efficiently explores
the area around the Pareto set and is less likely to stay stuck in a saddle point.
Furthermore, iterations can be performed with single samples of the quantities of
interest and their gradients at each round.

Dubbed stochastic tangential Pareto dynamics (STPD), the points generated by

this approach create a dense sample set concentrated on the Pareto set.

5.1. Debiasing the Stochastic Multigradient. We would like to use the
deterministic Jacobian matrix, Jg, to calculate the multigradient. This would be
equivalent to having direct access to E[Jr(x, W (0))] E[Jr(x, W(6))]T. However, we
only have access to samples of the matrix Jpz(x, W(6))Jr(x, W(6))T. We notice that
the two quantities are related,

(5.1)
E[Jr(x, W(0))Ji(x, W(0))T] = S5, eowioy) + ELJ(x, W(0))] ELT(x, W(0))],

where X 5, (x, w(g)) denotes the covariance matrix of the gradients of F.
We propose to debias the stochastic multigradient using exponential smoothing.

We first compute an online estimate of X7, x wy(g)) using the recursive estimate

(5.2) 1 = Yebie + (1 — 7e) S (x¢, W(0)1)

(5:3)  Supirr = %80+ (1= 7)) (Jr (x0, W(0)e) T (x0, W(),) T — Fuufiy )

using individual samples of Jr(x, W(6#)) and v € (0,1). We then calculate o* using
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w
w
ot

the following modified formulation.

336 (54) @ (x) = argnina' (Je(x, W(0))Jr(x, W) - S, wo) ).

aeAk—1

337  We can then calculate a debiased form of the stochastic gradient
338 (5.5) VEHx, W(0)) == > arv,(x, W(0))

339 This approach has the advantage of not requiring excess computation in individual
340 rounds and places less assumptions on the required behavior of a* while also effectively

341 reducing the bias in the calculation of VS{F}(x, W(0)).

342 5.2. Stochastic Tangential Pareto Dynamics. To find and explore the Paretol}

343  set we generate a sequence of points using the recurrence relation,

344 (56) Xt+1 = Xt — €tvg{F}(Xt) + v QEtﬁthZ,

345  with Vgﬂxt) a direction of descent, Z ~ N'(0,14xq), II; a projection operator that
346 projects the noise perpendicular to the direction of descent, ¢; a stepsize parameter,
347 and f; the scale of the noise. The subscript ¢ in this case should be understood as
348  being adapted to the filtration generated by x;. This algorithm can be intuitively
349 understood as gradient descent with an additive exploratory noise term. To keep
350 the samples from converging to a limiting distribution centered on a single point we
351  set the stepsize parameter, €;, and the moving average parameter, ; as a pair of

352  nonincreasing but strictly positive numbers:

{et}i=0,....c0 = €0 > €1 > ... > 50 >0,
353 (5.7)

{V}t=0,...c0 =7 >71 > ... > Yoo > 0.

354 The moving average parameter, as we see below, is used in the estimation of the
355 debiased stochastic multigradient and its expected value.

356 Ideally, we would have access to true values of the gradients for each objective.
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It would then be possible to use the deterministic multigradient, VS{G}(x), as an
unbiased direction of descent. However, having only samples of the gradients of each
objective, we approximate the direction of descent. Here, the expected value of the
debaised stochastic multigradient as given in Eq. 5.5 defines the gradient of the
potential, V® g (x). Since we do not have access to its expected value, we approximate
it using single samples.

The performance of the estimation of the debiased stochastic multigradient de-
pends on the noise in the stochastic gradients and the strength of the additive noise
term. If the noise in the individual stochastic gradients is low then exponential
smoothing with a large value of v, will yield a good approximation of the gradi-
ent. As either the strength of the additive noise term or the noise in the gradients
increases the autocorrelation between iterates falls and the exponential smoothing
procedure breaks down. This is viewed with more detial in our companion paper.

II; removes the component of the additive noise that lies parallel to the multigra-
dient. On the Pareto set its value is unity and the algorithm produces iterates that
move randomly. Near the Pareto set, the direction orthogonal to the multigradient
lies tangential to the Pareto set. The tangential motion of the iterates generated by
STPD can then be understood as a tangential drift along the Pareto set. If II; was
set permanently to unity then this approach would degrade into a type of stochastic
Langevin dynamics. This would be unsatisfactory, however, as the variance of samples
orthogonal to the Pareto set would be much higher.

To calculate II; we need access to the expected value of the direction of descent.
However, we do not in general have access to an analytic expression for the expected
value of the debiased multigradient. Therefore it must be estimated during the course
of optimization. This estimation is also biased due to the nonzero stepsize.

At each iteration we update the expected value of the stochastic multigradient
(5.8) Vi{F} iy = nVEH{F} + (1 =) VE{F}H(x).

To calculate the projection operator we use the exponentially smoothed debiased

This manuscript is for review purposes only.



386

387

388

389

390

396

397

398

399

400

401

18 Z. JONES, P.M. CONGEDO, O. LE MAITRE

stochastic multigradient,

(5~9) ;= vg{F}t,ivg{F}t,j’

67]7] I
IVELFTI?

where d; ; denotes the dirac delta function.

The value of 8; determines the relative strength of the additive noise compared to
the direction of descent and can be viewed as a type of temperature parameter. We
only require that 8; be a positive upper bounded function adapted to the filtration
generated by x;. It must be positive since a value of zero would remove the noise
term, and it must be upper bounded in order to allow for convergence. We discuss
possible function choices in Section 5.4. The effect of the relative strength of the noise
term is studied numerically in our companion work.

This entire process is summarized in algorithm 5.1.

Algorithm 5.1 Summary of Stochastic Tangential Pareto Dynamics

Input {e:}, {7}, %o.
Tnitialize fip = 0, £, 0 = Lawa, t = 1, VS{F}, = 0.
while Running do
Query Stochastic Oracle for Jp(x:, W(60)) > Referred to as Jp, below.

Lt %ﬁt—i‘F (1 =) Jry

Set & W et + (1 V) (Jre — 1) (T — i) "
a* < argningear1 ' (JpJp, — Sypi)a > Eq. 7?7
V{F}, + JE&* > Eq. 77
Vg{F}t A 'Vth{F}t—l + (1 - 'Vt)Vg{F}t > Eq. 5.8
I S -

Il + lgxa — %Vg{ﬁﬂ}tv%{fﬂ}t > Eq. 5.9
Z~N©0lga)
X1 < X — Etvg{F}t + QEtBthZ > Eq 5.6
t—t+1

end while

5.3. Stochastic Tangential Pareto Dynamics Samples the Whole Pareto
Front. Here we show that, given enough time, stochastic tangential Pareto dynamics
samples arbitrarily close to all points on the Pareto set.

In addition to assumption 4.2 and L-Lipschitz smoothness of ®4, we assume

coerciveness of ®g.

This manuscript is for review purposes only.



408

409

410

411

412

413

414

415

118

419

420

421

423

STPD 19

ASSUMPTION 5.1. 3cg, ¢ € Ry, VX, such that
(5.10) VG (x)|]* 2 ca®i(x) — e, 1x[|* < ca®a(x) + e

This assumption is coercive in the sense that the strength the gradient increases the
further away x is from the minima, ”pushing” iterates back towards the minima as
the value of the scalar potential gets larger. Assumption 5.1 is necessary to show the
ergodicity of the SDE dX = VF(X)+ dW, and so it is appropriate in this context as
well [10, 8, 2].

We can now show the main theorem.

THEOREM 5.2. Given a set of constants {et}ien, assuming ®g : RY s R is L-
Lipschitz smooth and obeys conditions 5.1 and 4.2 almost everywhere, and assuming
lower bound B := LA d+ b+ LMo 4 44 ¢, < ¢; inf (%), then for any y* € P~*

and €,p >0
(5.11) P(||x: — ¥*|| < € for some t < c0) > 1 —p.

Our framework for proving Theorem 5.2 for STPD follows closely from [8, 2, 10].
We first show recurrence, that there is a compact sublevel set, ®¢(x) < M, that is
reached infinitely many times by STPD. We then show reachability, on a compact
sublevel set, there is a nonzero probability to reach any target point y* € P. Once
we have established both recurrence and reachability, it is straightforward to see that
STPD reaches an arbitrary point y* in finite time with probability arbitrarily close
to 1. Since y* is arbitrary, it follows that it reaches the whole Pareto set.

First we show recurrence.

LEMMA 5.3. Recurrent visits to the sublevel set M.
Assume that ®¢ is L-Lipschitz smooth, obeys assumptions 5.1 and 4.2, and let {4 }1en
be a nonincreasing sequence such that ey > €1,...,> €00 > 0. Let M > 0 and define the

constant B := LA~ d+ b+ % + ¢p < ¢oinf g (x). Given a sequence of stopping

This manuscript is for review purposes only.



20 Z. JONES, P.M. CONGEDO, O. LE MAITRE

128 times Tpq1 = inf{t : ¢ > 7, P (xy) < M} then

2
D (x
ofz2]
129 (5.12 = ==
 (512) a) 7o 2¢aE 00
430 and
131 (5.13) b) Elnl=m+(G+1)M

432 For proof see the appendizx.

433 We then have reachability.

434 LEMMA 5.4 (Reachability). Given that ®g(x,,) < M, let E[V®p(x)] < D and

135 ¢, > 0. We have, fory* € {y : ®a(y) < M}n{y:y e P!}
136 (5.14) P(l[xr1t =y P <€) =c >0

437 For proof see the appendizx.
438 Having shown both recurrance and reachability established in lemmas 5.3 and

439 5.4, we now prove Theorem 5.2

140 Proof. First, define a sequence of stopping times and a 7;41 = inf{t : ¢t >
141 75, PG(%Xr;41) < M}. Then, also define a stopping time 7° = inft: [[x; —y*[| <€
142 for € > 0. We have that

3 P >T)=P(r*>T,7; >T)+P(r* >T,7; <T)

444 - P(Tj > T) + P(T* > Ta ||X7'k - y*H > € Vk = {17 7]})

J
" <El)+ [[PURn — vl = 0 (Lem. 5.3)
k=1

G+D)M+1m

446 < —r + kl:[l(l —¢j) (Lem. 5.4)
(] + 1)M —+ 70 ;

47 <2 - - 1—c").

JlAlz» - T +( <)
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G+ M+7o
T

Where we have used the boundedness of c; in the final line. Setting =ap

and (1 —¢*)? = (1 — a)p for a € (0,1) and solving for j and T' we see that setting

_ ((1-a)p) | 1)/
111((1 OZ)p) (and) TZ ( 1—c* + ) + 70

1—c* ap

Jjz
gives us P(7* > T') < p. Since this is true for any p,
P(r* <T)>1-p,

which can be made arbitrarily close to 1. ]

5.4. Discussion. Here we consider implementation choices, the effect of non-
stationarity of the sample distribution, parameter settings, and dealing with saddle
points and nonconvexity.

We have presented here a basic version of our approach with the aim of imparting
understanding about the general working of the algorithm. There are other techniques
which may be included in the algorithm. They do not affect our theoretical results
and may improve the sampling properties of the algorithm in practice.

We first consider variance reduction. Variance reduction techniques can be used
on both Vf;(x, W(6)) and the debiased stochastic multigradient Vg{?}(x) Reduc-
ing the variance of the objective gradients would further decrease the bias of the
calculation of V?{?}(x) It would also cause the points generated by the algorithm
to be more concentrated on the Pareto set. Common approaches include the pop-
ular SAGA, SVRG, and minibatching [1]. The increased precision comes at a cost,
for a given stepsize lower gradient variance will also decrease the speed at which the
algorithm diffuses along the Pareto set. The use of variance reduction is ultimately
problem dependent and will affect parameter choices for stepsize and additive noise
strength.

It is also possible to include preconditioners in our approach, i.e. take steps

(515) Xt+1 = Xt — Eth(I)F(X) + 26t€thHtZ
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where H; is a positive definite matrix. There are many options for the preconditioner,
as discussed in the context of single objective stochastic Langevin dynamics in [7].

The samples generated by STPD do not reach a stationary distribution. This is
because of the nonvanishing stepsize. As a result the estimates for the jacobian, its
covariance, and the debiased stochastic multigradient do not converge. This appears
in the algorithm as a bias in both the direction of descent and the projection operator.
This bias is ultimately overcome by the variation introduced by the additive noise.

The bias in the direction of descent lies tangential to the Pareto set. Clearly, im-
mediately projecting normal to this direction would be counterproductive. Averaging
over the history of the direction of descent allows us to estimate a true tangential di-
rection. This average, however, still contains a trace of the bias, causing the projected
noise to have a component normal to the Pareto set. This manifests as an increased
residual variance of the samples around the Preto set.

Projecting normal to the average history of the direction of descent is not the only
way to calculate the projection operator. It is also possible to average the history of

the directions perpendicular to the direction of descent, e.g. calculate II; as:

Hepr =yl + (1 - /\;V/g{?}(xt)@}(xtﬁ)

IVE{F} (x0)I13

We have chosen exponential smoothing to model several quantities. It has the
advantage of requiring little storage and being easy to calculate. However, its ef-
fectiveness depends strongly on the correlation time of the sample gradients. The
correlation time, in turn, is influenced by the noise of the stochastic gradients along
the Pareto set and the relative strength of the additive noise term. These interactions
are not straightforward. More complex models can be used in the place of simple
exponential smoothing. However, they will similarly show a dependence on the corre-
lation time of the sample gradients and must be calibrated. This can be done simply
by minimizing the predictive error of the estimation of a quantity of interest, e.g. the
Jacobian.

It has been previously mentioned that the additive noise term S; need only be a

This manuscript is for review purposes only.



(&)

STPD 23

positive upper bounded function adapted to the filtration generated by x;. This leaves
flexibility in its choice beyond a constant function. Since the additive noise term may
interfere with initial convergence of the iterates to the Pareto set it might be beneficial

to damp it when iterates are far from the Pareto set. The strength of the additive noise

can be damped far from the Pareto set by selecting §; = Ce‘VS{F}TAVg{F}“‘D with
C,DeR¥™ Ac RiXd. The dynamics generated by STPD are also strongly affected
by the relative strength of the additive noise term. This suggests a scaling to augment
the strength of the additive noise in proportion to the variation of the objective
functions by selecting 8; = >, VAR(V f;(x¢, W(6):)). Vector valued functions can
also be considered.

We take a moment to discuss saddle points in the scalar potential. We have
proven that the iterates generated by STPD cover the whole Pareto set under mild
assumptions. This does not preclude cases with non-convex objectives. It has been
shown in the single objective case that adding Gaussian noise to stochastic gradients
can allow gradient descent algorithms to escape shallow second order minima [2]. In
the multi-objective case, local minima in the objective functions correspond to saddle
points in the scalar potential which, if mild, may be similarly escaped. However,
a potential with a split Pareto set (a "W’ shaped potential) may lead to complica-
tions. Either multiple restarts or an alternative approach more suited to nonconvex
optimization may be more effective for such situations.

Diffusing across the Pareto set is not the only way to exploit the stochastic multi-
gradient. An alternative approach would be to select an ensemble of random points
in design space and optimize them individually using debiased SMGDA. This ap-
proach may be more effective on non-convex problems and problems with discontin-
uous Pareto sets. However, it has two corresponding drawbacks. One is the loss of
information. T'wo points from distinct regions in design space may converge to similar
locations on the Pareto set, making one redundant. Another drawback is resolution.
Picking an ensemble of points pre-determines the resolution at which one can deter-
mine the Pareto set. This has a similar flavor to picking the number of iterations of

STPD. The computational cost, however, is not the same. STPD scales linearly with
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the number of samples taken, whereas adding another point in an ensemble algorithm

scales multiplicatively with the number of iterations used.

6. Conclusion. We have introduced a new approach to solving multi-objective
optimization problems using noise added debiased stochastic multigradients, in which
the whole of the Pareto front is of interest, stochastic tangential Pareto dynamics.
Along the way, we have reformulated our multi-objective optimization problem as
the minimization of an equivalent scalar potential function. Using this reformulation,
we have presented alternative proofs of convergence for the MGD algorithm along
with new proofs of convergence for the SMGD algorithm; showing that, despite bias,
the SMGD algorithm converges to a Pareto stationary point in the convex, strongly
convex, and nonconvex L-Lipshitz smooth case. We have also shown that, when
there are points on the Pareto set where the stochastic multigradient is unbiased,
that SMGDA converges to one of those points. Finally, we have shown that STPD
provably generates samples arbitrarily close to the whole of the Pareto set. Our
approach produces a noisy snapshot of the Pareto front and reducing this variance
through alternative gradient estimators and/or second order algorithms remains a
promising avenue of future research.

A complementary line of inquiry involves characterizing the Pareto front, and
set, from a fixed set of samples. In our companion paper we give a probabilistic
characterization of the Pareto set across the whole of design space, giving a straight-
forward recipe to not only infer the Pareto set from STPD but to postprocess the
results of any stochastic sampling algorithm that yields samples concentrated along
the Pareto set [CITATION NEEDED)]. Taken in conjunction with STPD this yields
a straightforward way to estimate all likely members of the Pareto set of a stochastic

program.
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upper bounded by M an infinite number of times. Reachability shows that, having
reached the sublevel set upper bounded M, there is a nonzero probability of reaching
any point on the Pareto set inside of that sublevel set. We begin with the proof of

recurrence.

LEMMA. Recurrent visits to the sublevel set M.
Assume that ®¢ is L-Lipschitz smooth, obeys assumptions 5.1 and 4.2, and let {e4 }en
be a nonincreasing sequence such that ey > €1,...,> €00 > 0. Let M > 0 and define
the constant B := Lmax(B;)d + b+ 2o 4 ¢, < ¢, inf ®(x). Given a sequence of

stopping times Tpy1 = inf{t : t > 7, P (%) < M} then

2
<[]

2CqE00

a) To=
and
b) Elnl=mn+(G+1)M

Proof of lemma 5.12(a) (Recurrence). Let ¢, = (V@q(xy), VOr(x:) —VOa(x4)).

We start from L-Liptshitz smoothness of ®¢.
L 2
Ca(xe41) SPq(xe) + (VO (%e), Xer1 = Xe) + S [xes1 —xi[%
Substituting in V¢{F}(x), adding and subtracting ;||®¢(x;)||? and using 4.7,

L
< Da(xi) — e[ VPG (x¢) || — eeCe + §(MVO + My ||[V®q(x)|?)

+ v 25t5t<v(I)G(Xt), HtZ> + §(2 25t,8t<v¢)F(Xt),HtZ> + 2€tBthH;r<Z7 Z>)
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Taking the conditional expectation and simplifying,

€tL(Mv + 1)
2

Le
< Ba(xe) — | [ VPG (x2)|[* + e (b + TtM0 + LB,d)

Le
Ee[®e(xep)|xe] < Pea(xs) — £4(a — )| V®e(xe)||* + e (b + T'fM0 + LB,d)

é (]. - CGEt)q)G(Xt) + EtB
< €_c"'st(I)G(Xt) + 6tB.

xT

Where we have used the inequality 1 — xz < e™® and enforced the requirement that

Eo<

< W Taking the full expectation, iterating, and setting the above less than

equal to M gives the relation,

B
E[B(xr,)] < €705 P (xg) + —2— < M.

0@

Solving for 7y gives the result. ]

For the Proof of part b of the lemma, we will first prove that the quantity

Qe (Xinrys) AT

is a supermartingale with respect to 7;.

LEMMA A.2.

‘I’G(meﬁl) +EAT1

is a supermartingale with respect to ;.

Proof. Since t A Tj41 is a stopping time and a martingale, it suffices to show that

ETj [(I)G(XTj+1 )] < (pG(XTj)
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636 Note that

637 E- [®a(xr,,)] < (1 —aeqr,)Pq(xs,) + 6, B< M

638 Is true as we can always pick a > 1. Since ®¢(x,,) > inf &g (()x) > %

)

639 E‘rj [q)G(XTj+1 )] S q)G (TJ)

640 And we have the result. 0

641 Having proved lemma A.2 we can go on to prove part b of lemma 5.3

642 Proof of 5.4(b) (Recurrence). Since

643 E[(I)G(Xt/\‘rj+1)|7j} +tATj1 < (I)G(t AN Tj) +tAT

644  we can allow ¢ — 0o to see that

645 E[Tj+1|Tj] < E[(I)G(XTj+1)|Tj] + Tit1 < (I)G(XT]‘) + 7

646 Iterating, using the relation ®g(x,;) < M, and taking the full expectation we see

647 that
]
648 E[Tj+1] S (] —+ l)M “+ 70
649  We now prove reachability.
650 REACHABILITY. Given that ®g(x,,) < M, let E[V®r(x)] < D be the compo-

651 mentwise mazimum value of the gradient in the sublevel set, and ¢, > 0. We have, for

652 yrely:Paly) < M}n{y:ye P!}

653 P(||X.,-j+t — y*H2 < 6) =c >0
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Proof of Lemma 5.4 (Reachability). for a finite ¢ we have the events

Tj+t71 Tjth*l
A=|xrp—y|P<e B=|x, -y + Y aD+ > V2B ILZ[*<e
S=Tj S=T;

with Z ~ N(0,14x4). Since t < oo we conclude that P(B) > 0. From the definition

of STPD, we have

Ti+t—1 Ti+t—1
Xt =X, — Z Vor(x,) + Z 2811, Z,
§=T; 5=T;
Ti+t—1 Ti+t—1
< Xr; + Z D+ Z 255651_[525
8=T; 5=T;

Subtracting y* from both sides and taking the norm, we see that

Ti+t—1 Ti+t—1
%7, ¢ — yiIP < lIxr, —y" + Z D+ Z V2e 811 Z P
S=Tj S=Tj

Where we can see that on the left hand side we have event A. Since event A occurs
almost surely if event B does, and since event BB occurs with strictly positive proba-
bility, we have that P(A) > P(B) = ¢ > 0. Where we have labeled P(B) as ¢; for

later convenience. O

Appendix B. A Note on Assumption 4.2. Here we note briefly how assump-

tion 4.2 can be proven for arbitrary probability. Let E[||[VS{F}(x) — VS{G}(x)||3] :

o2, E[V¢{F}(z)] := pr and V{{G}(x) := pg. For b > 0 we have P(a||uc||3
u;ug >b) < bﬂ% < 1 by Cantelli’s concentration inequality. Therefore, P(u;pg >
allpl|3 —b) > 1 — sz_iiz. Since o2 is finite, by picking b? > 02(1%) we can always

set P(upnc > allucl3 —b) > p for any p.

Appendix C. Convergence of SMGDA in the Convex and Strongly
Convex Cases. Here show omitted proofs of the convergence of SMGDA in the

convex case and in the case where there is at least one strongly convex objective.
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678 Let x* = argming.p ||s — x||3, e.g. the projection of x to the Pareto set, then we

679 have the following three lemmas.

680 LeEmMMA C.1. Given a set of functions G with at least one g; m;-strongly convez

681 forie{l,..,k}. We then have the relation

w2 (C1) EIVE{FHx, W(0))] - VE{G}x —x*) = 0
683 Proof. From the definition of convexity
i EVE{F}(x, W(0)) — VE{GHX)], x - x°).

686 Adding and subtracting ), o (x, W(6))Vyg;(x) we see that

W = (B a6 W) TG WIB)) — ol (x, W(0) Vi(x) + (0 (x, W(0)) = i} () V()] x — x7),
= EDD (076 WB) - a7 (x) Vgl x - x7). |

690 Using the (strong) convexity of g; and optimality of a*(x) we have the result,

691 (ELS (0l (x, W(8)) — o} (x)) Vg (x)],x — x°) > 0. 0
692 i
693 LeEmMMA C.2. Given a set of functions G with at least one g; strongly convex for

694 i€ {l,...,k}. We have the relation

605 (C.2) (VG ). x =) > 30} () e — x|
Proof.

696 Za;‘ (x){(Vgi(x),x — x*)

697

698
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Using the definition of strong convexity,
* * m; *|2
> 3 a0 (0:00) — gix") + Sl —x°3)
i

Using the optimality of )", o (x*)gi(x*) we get the result,

Q1M
2> = k=X 0
7

LEMMA C.3. If all functions in the set G are convex, ®¢(x) is also convexr.

Proof. If & (x) is convex, one has the identity (V®g(x) — VO (y),x —y) > 0.

Starting from the definition of convexity and exploiting two reformulations of the

inequality,
(Vog(x) = Voe(y),x —y) =
> max (Z<(a2‘(><) —;(¥)Vai(y),x —y), Z((Off(x) — o7 (¥))Vgi(x),x — y>).I

By the convexity of ¢g; and the optimality of a* we have
(Vog(x) = VOa(y),x —y) =0 u

We can now show that if all functions in G are convex, with at least one strongly

convex, that the SMGD algorithm converges to the Pareto front despite the bias.

THEOREM C.4. Let g;(x) = E[fi;(x,W(0))] be a collection of convex functions
with bounded variance V(f(x, W (0))) < M and at least one g; strongly convexr. Let
x; = argmingcp-1 ||s — x¢||? be the projection of x to the Pareto set, define di =

2
l[x¢: — x}||3 and a sequence &, such that e, — 0 as t — oo and % — 0, then,
t
& =0,

Proof. Using (VS{F}(x, W(0)) — V¢{G}(x),d;) as (B;,d;). Starting from the

This manuscript is for review purposes only.



723

ENEN{
DODD
Tu~

726

32 Z. JONES, P.M. CONGEDO, O. LE MAITRE

definition of dy,
diy <|lx — e VE{F}(xe) — x; 15
Expanding, and adding and subtracting V{{G}(x;),

< df — 25 (VE{F} (30, W(0)1), de) + 7| VE{F} e, W(0)0)I13

< df —2e,(VE{G}H(xt), de) + —2e¢(By, di) + 7 ||[VE{F }Hxe, W(0)1)|]3
Using lemmas C.2 and C.1,
E[d3,.] < ELF] — 26,7 E[d2] + €3 M.
Setting 7y 1= HEZO(I —&,m),
E[d2,,] < md2 + Z ;T—ZegM.

Requiring ¢; < m Vt and taking the limit as t — oo gives

E[d}1] — 0.

We can also prove convergence in the convex case (with no objective function being

strongly convex).

THEOREM C.5. Let g;(x) = E[fi(x, W(0))] be a collection of convex functions
with bounded variance V(f(x, W(0))) < M. With x; = argmingp ||s — x¢||*> be the

projection of x to the Pareto set, define d? = ||x; — x}||3 and a sequence &, such that

2
et —>0ast— o0 and%—ﬂ), then,
t

(C.3) E[®g(x:) — Pa(x))] — 0 almost surely.
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Proof. Starting from the definition of dy,
diyy <d7 = 26,(VOR(Xt), Xe41 — Xp) + &7 | [V R (%) |[3-

Using (VS{F}(x,W(0)) — VS{G}(x),d;) as (By,d;), taking the expectation, and

simplifying yields
E[d?,,] < E[d7] — 26,E(VE{G}(x¢), ds) + —2&¢(By, dy) + €7 M>.
Using the convexity of ®(yg,
E[d}] — 2e4 (P (x:) — Pa(x})) + 7 M2

Rearranging and summing we have,

T T

T M2
D= ElPalx) - Pa(x;)] Z Zul 25
t=1

t=1 t=1

Dividing by Ep = Zthl ¢, we have the relation,

d? — d2 M?
E[® - < Ly 2.
G xt G(Xt )] — 2ET + 2ET tzgt

&t

M’ﬂ

t=1 By

Treating Ef as a probability measure, we have by markov’s inequality

a2 —E[d2] M? &
Pe, (E[® — ®a(x))] =€) < L z
£ (E[®a(x)) = ®a(x))] 2 ) < =7 +26ET;€t

The left hand side decreases to zero as T — oo, gives the result,

Pe. (E[®c(x:) — Pa(x})] > €) — 0.
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