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STOCHASTIC TANGENTIAL PARETO DYNAMICS PROVABLY1

SAMPLES THE WHOLE PARETO SET ∗2

ZACHARY JONES, PIETRO MARCO CONGEDO, OLIVIER LE MAÎTRE3

Abstract. The framework of stochastic multi-objective programming allows for the inclusion of4

uncertainties in multi-objective optimization problems at the cost of transforming the set of objectives5

into a set of expectations of random quantities. The stochastic multigradient descent algorithm6

(SMGDA) gives a solution to these types of problems using only noisy gradient information. However,7

a bias in the algorithm causes it to converge to only a subset of the whole Pareto front, limiting its8

use. We analyze the source of this bias and prove the convergence of SMGDA to a stationary point9

in the nonconvex L-lipschitz smooth case. First, based on this analysis, we propose to reduce the10

bias of the stochastic multi-gradient calculation using an exponential smoothing technique. We then11

propose a novel approach to exploring the whole Pareto set by combining the debiased stochastic12

multigradient with an additive non-vanishing noise that guides the dynamics of the iterates tangential13

to the Pareto set. We finish by proving that our algorithm, Stochastic Tangential Pareto Dynamics14

(STPD), generates samples concentrated on the whole Pareto set.15

Key words. Stochastic Programming, Multi-Objective Optimization, Stochastic Multi-Objective16

Optimization, Gradient, Sampling, Pareto Front, Pareto Set17

MSC codes. 68Q25, 68R10, 68U0518

1. Introduction. Finding all possible solutions to an optimization problem with19

competing objectives and uncertainty requires specialized methods. In general there is20

no unique solution to an optimization problem with competing objectives but rather21

a collection of possible tradeoffs. A Pareto optimal point is then a design point22

which cannot be improved along any objective without degrading the performance of23

others. the Pareto set is the set of all Pareto optimal points. Introducing stochasticity24

into the objective functions complicates the process of finding the Pareto set. The25

objective functions then become random variables making both optimization and the26

determination of Pareto optimality into probabilistic tasks.27

To handle the challenges of stochastic multi-objective optimization we work within28
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2 Z. JONES, P.M. CONGEDO, O. LE MAÎTRE

the framework of stochastic programming. We formulate our stochastic multi-objective29

optimization problem as the minimization of a set of expected values of random quan-30

tities of interest. This changes the stochastic problem into a deterministic one. Unofr-31

tunately, we rarely have access to analytic expressions for the expected values of the32

quantities of interest. Furthermore, estimating them can prove to be computationally33

costly. Therefore, we turn to stochastic approximation.34

The stochastic multi-gradient descent algorithm (SMGDA) is the extension of35

stochastic approximation methods to the multi-objective context. It has attracted36

attention in engineering, operations research, and machine learning fields [5, 11, 9, 4].37

At each iteration SMGDA uses stochastic gradient information from each objective to38

compute a direction of descent, the stochastic multigradient. This approach has two39

main benefits. SMGDA iterations can be performed with as few as a single gradient40

sample from each objective, making estimation unnecessary. It also has the advantage41

of provably converging to the Pareto set [9]. However, the stochastic multigradient42

has a known bias [5, 11]. Because of this bias, previous analysis of the convergence43

of SMGDA beyond the strongly convex setting have depended on strong assumptions44

or even concluded that the algorithm does not converge [11, 5, 4].45

Our first contribution is to analyze the source and effect of this bias. We prove46

that, despite bias in the stochastic multigradient, SMGDA converges to a subset47

of the Pareto set in the convex L-Lipschitz smooth setting. We additionally show48

convergence of SMGDA in the strongly convex and nonconvex L-Lipschitz smooth49

settings.50

Our second contribution is a sampling approach to generate candidate Pareto51

optimal points, stochastic tangential Pareto dynamics (STPD). It has two main in-52

gredients, a debiased stochastic mutligradient step and an additive noise term. To53

debias the stochastic multigradient, based on our analysis of SMGDA, we propose54

a method using exponential smoothing. We then combine this debiased stochastic55

multigradient with a nonvanishing noise term which adds noise perpendicular to the56

expected stochastic multigradient. This noise term guides the sampling procedure57

tangentially along the Pareto set. We go on to prove that STPD generates samples58
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which lie arbitrarily close to the whole Pareto set in finite time.59

Our companion paper then tackles the complementary problem of probabilistic60

inference of the Pareto set using a noisy fixed-size sample set [CITATION NEEDED].61

We begin the manuscript by recalling some basic concepts in both deterministic62

and stochastic multi-objective optimization in Section 2. We then introduce the scalar63

potential for multi-objective optimization in Section 3.1, and use it to prove the64

convergence of MGDA in Section 3.2. We use the foundation built in Section 3 to65

make new, more general, proof of convergence of SMGDA in Section 4.1. We also see66

that SMGDA converges only to a subset of the Pareto front. We examine the bias67

of SMGD in Section 4.2. We introduce our sampling approach, Stochastic Tangential68

Pareto Dynamics, in Section 5. We continue to show that it samples the whole69

of the Pareto front under mild assumptions and offer discussion about the potential70

applications, pitfalls, improvements, and variations to our proposed approach. Finally,71

we give our conclusions and future outlook in Section 672

2. Background on Gradient Based (Stochastic) Multi-Objective Op-73

timization. We start by introducing stochastic programming before reviewing the74

multigradient descent algorithm and Pareto concepts.75

Let us look at the stochastic multi-objective programming problem. Given a76

probability space (Θ,F , µ) and a set of k quantities of interest collected as a vector77

valued function F := [fi(x,W(θ)), ..., fk(x,W(θ))] : X ⊆ Rd×W(Θ) 7→ Y ⊆ Rk, our78

goal is to find all x∗ such that79

(2.1) x∗ ∈ argmin
x∈X

{E[fi(x,W(θ))], ...,E[fk(x,W(θ))]}.80

This formulation is sufficiently general to incorporate mean/variance minimization,81

conditional value at risk, and quantile functions as objectives. Notably, the problem82

is deterministic. If we have analytical expressions for G(x) = [g1(x), ..., gk(x)],X 7→83

Y ⊆ Rk with gi(x) = E[fi(x,W(θ))], we can treat this as a deterministic problem84
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4 Z. JONES, P.M. CONGEDO, O. LE MAÎTRE

and solve it as85

(2.2) x∗ ∈ argmin
x∈X

{g1(x), ..., gk(x)}.86

Clearly we will rarely have a unique solution to problem 2.1. Instead, given two87

solutions, y′,y ∈ Y, y′ dominates y (y′ ≺ y) if it is lower componentwise in all88

dimensions, e.g. ∀j ∈ {1, ..., k} y′i < yi. If no y′ exists which dominates a point y, we89

say it is undominated. The Pareto front is defined as the set of undominated points.90

Definition 2.1 (Pareto Front).91

(2.3) P (Y) := {y ∈ Y | 6 ∃y′ ∈ Y\y s.t. y′j ≤ yj ∀j ∈ {1, ..., k}}.92

This set gives a mathematical description of Pareto optimality. If y ∈ P it means93

that, in at least one pair of criteria, there is no global performance improvement. We94

can define the set of solutions in design space, the Pareto set, as the pre-image of the95

Pareto front of G.96

Definition 2.2 (Pareto Set).97

(2.4) P−1(X ) := (P ◦G)(X ) = {x ∈ X | G(x) ∈ P (Y)}.98

Points x∗ in 2.2 can be found using the multigradient descent algorithm.99

It is an extension of gradient descent to the multi-objective context using the100

multigradient.101

At each iteration we calculate102

(2.5) ∇Cx{G}(xt) = argmax
d

max
i
〈∇gi(xt),d〉+

1

2
||d||22.103

Under sufficient conditions on G, the sequence of points xt+1 = xt− ε∇Cx{G}(xt)104

will then converge to a Pareto stationary point105
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Definition 2.3 (Pareto Stationary Point). x∗ such that106

(2.6) ∇Cx{G}(x∗) = 0107

In the case where all objective functions are convex this forms a sufficient condition108

for Pareto optimality [6].109

In later sections, we will use Pareto stationarity as a tool to search for Pareto110

optimal points.111

In practice, solving Eq. 2.5 in its primal form is cumbersome, and we will use its112

dual formulation, which reduces to a quadratic subproblem in the number of objec-113

tives,114

∇Cx{G}(x) =
∑
i

α∗i∇gi(x)(2.7)115

s.t. α∗ = argmin
α∈∆k−1

||
∑
i

αi∇gi(x)||22,116

117

where ∆k−1 is the k − 1 dimensional simplex. This subproblem has a closed form118

solution in the bi-objective case and can be efficiently solved for more objectives119

using the Franke-Wolfe algorithm [3]. The multigradient, ∇Cx{G}(x), can be concisely120

understood as the minimum-norm convex combination of gradients, as seen in Fig. 1.121

∇g1(x) = ∇CG(x)

∇g2(x)

∇g1(x)

∇g2(x)

∇CG(x)

Fig. 1: Examples of Calculation of Direction of Descent ∇Cx{G}(x) for two objectives.

122

3. Solving Deterministic Multi-Objective Problems with MGDA. In123

this section we reformulate and solve the deterministic multi-objective problem. To124
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reformulate the multi-objective problem we make an equivalent problem with only one125

objective, a scalar potential. This provides a new way prove convergence of MGDA126

and to view multi-objective optimization. In Section 4 we will extend these techniques127

to the stochastic case and in Section 5 we will exploit this framework to prove that128

our proposed approach samples points along the whole Pareto set.129

3.1. Potential function for Multi-Objective Optimization. To reformu-130

late the multi-objective problem we make an equivalent problem with only one objec-131

tive, a scalar potential. Previous attempts have used the coefficients, α∗, defined in132

Eq. 2.7 to define a pseudo-objective Ψ(x) =
∑
i α
∗
i gi(x) [5]. However, the parameters133

α∗ are not constant with respect to x and so the gradient, ∇Cx{G}(x), is not ∇Ψ(x).134

Consequently Ψ(x) is minimized only at the minima of each individual objective and135

not over the whole front.136

We propose a potential function that has minima over the whole of the Pareto137

set. We define the potential, ΦG(x) : Rd 7→ R, as follows:138

Definition 3.1 (Equivalent Scalar Potential Function).139

(3.1) ΦG(x) =

∫ 1

0

〈∇Cx{G}(sx),x〉ds =

∫ 1

0

∑
i

α∗i (sx)〈∇gi(sx),x〉ds.140

The potential ΦG(x) is C1 smooth, locally Lipschitz continuous, and it can be seen141

that ∇Φ(x) = ∇Cx{G}(x) by the gradient theorem. Clearly this function has minima142

at Pareto stationary points.143

It can be readily seen in Fig. 2d that the minima of ΦG lies on the Pareto set.144

In the case where there are nonconvex objectives, the set of Pareto stationary points145

can form a saddle point in ΦG(x). The global minima remains on the Pareto set. We146

remark here that we have used the curve from 0 to x parameterized by t to perform147

the line integral that defines the potential function. This is done for convenience only.148

Any continuous curve in X with endpoint x can be used so long as the initial point149

is consistent and X is pathwise connected.150

Using 3.1, we can make claims about the set of objective functions using a single151

scalar value.152
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(b) g1(x) = (x− 4)2, g2(x) = x2.
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(c) g1(x) = (x−2)2(x−3)(x−4), g2(x) = x2.
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(d) g1(x) = (x− 4)2, g2(x) = x2.

Fig. 2: Top row: Competing objective functions in the cases with local minima (left)
and bi-convex objectives(right). Bottom row: Minima of the equivalent scalar po-
tential function lie on the Pareto front, with Pareto stationary nonoptimal points
revealing themselves as saddle points (left).

3.2. Convergence of MGDA. We use the scalar potential to make a new proof153

of the convergence of MGDA. In the next section, we will use a similar strategy to154

show the conditions required for SMGDA to converge.155

The minima of Φ(x) are the set of Pareto stationary points, and performing156

gradient descent on Φ(x) yields Pareto stationary points.157
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Theorem 3.2. Let ΦG(x) be a potential function defined as in 3.1. With ΦG :158

X 7→ Y, X compact. Then the sequence159

(3.2) xt+1 = xt − ε∇ΦG(x).160

converges to a Pareto stationary point.161

Proof. From the assumption that ΦG is L-Liptshitz smooth162

ΦG(xt+1) ≤ΦG(xt) + 〈∇ΦG(xt),xt+1 − xt〉+
L

2
||xt+1 − xt||2(3.3)163

≤ ΦG(xt)− ε(1−
Lε

2
)||∇Cx{G}(xt)||2.(3.4)164

165

Picking ε ≤ 2
L , summing, using the fact that ∇Φ(x) = ∇Cx{G}(x), and dividing by T166

gives us the result167

(3.5)
1

T

T∑
t=1

||∇Cx{G}(xt)||2 ≤
ΦG(x0)− ΦG(xT+1)

Tε
.168

4. Solving Stochastic Multi-Objective Problems with SMGDA. We now169

turn our attention to the stochastic formulation of the multigradient descent algo-170

rithm, SMGDA. It has already been proven that SMGDA converges to the Pareto171

front almost surely under strong assumptions. Previous approaches either require the172

individual objective functions are almost surely convex with at least one being almost173

surely strongly convex or they assume that the bias in the stochastic multigradient174

vanishes in the long time limit.[9, 4, 5]. These cases are not realistic. It has also175

been shown that there exist cases where there is a nonvanishing bias in the stochastic176

multigradient along the whole Pareto set [11]. The authors went on to conclude that177

SMGDA does not converge in these cases. However, this is not necessarily true.178

Here, we extend the tools we have developed in the previous section to the sto-179

chastic case. This allows us to give proof of convergence of SMGDA in the nonconvex180

and biased case. We then go on to show that, when Pareto stationary points for which181

the stochastic gradient estimator is unbiased exist, that SMGDA converges to one of182
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those points.183

In the stochastic programming setting the set of objective functions {gi}i=1,...,k184

now have the functional form of an expectation gi(x) = E[fi(x,W(θ))]. Unfortu-185

nately, we do not often have analytic expressions for our objectives and must work186

with realizations of the quantities of interest, {fi(x,W(θ))}1,...,k and their gradients.187

It is possible to estimate the value of our objectives and plug them in to a determinis-188

tic optimization algorithm. However, this strategy introduces residual error and can189

require costly resampling at each iteration. Ignoring the random nature of the prob-190

lem by näıvely substituting samples of the quantities of interest, fi(xt,W(θ)t), for191

their true value in a deterministic multi-objective method could lead to convergence192

to a suboptimal point.193

Instead, we estimate the gradient of each objective, ∇gi(x), using a single real-194

ization of the gradient of the corresponding quantity of interest ∇fi(x,W(θ)). These195

estimates are then plugged into Eq. 2.7 to calculate the stochastic multigradient196

∇Cx{F}(x,W(θ)). It is assumed that ∇fi(x,W(θ)) is an unbiased estimator of ∇g(x)197

with finite second moment, e.g. E[∇f(x,W(θ))] = ∇g(x) and V(∇f(x,W(θ))) <∞198

with V(·) as the variance functional. The heart of the stochastic multigradient descent199

algorithm is then the sequence of points generated by the relation200

(4.1) xt+1 = xt − εt∇Cx{F}(x,W ).201

We require that εt meet the requirement that202

(4.2)

∑T
t ε

2
t∑T

t εt
−−−−→
T→∞

0.203

This is a standard requirement in stochastic optimization [1, 9].204

It is straightforward then to extend the potential function from Section 3 to the205

stochastic multi-objective case.206
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Definition 4.1 (Stochastic Equivalent Scalar Potential Function).207

(4.3) ΦF (x) =

∫ 1

0

〈E[∇Cx{F}(sx)],x〉ds.208

The gradient of this potential function can be approximated using individual realiza-209

tions of W(θ) as ∇Cx{F}(x,W(θ)).210

These quantities are summarized in Tab. 1.

Objectives Gradients Potential Direction of Ascent step size
MGDA g(x) ∇g(x) ΦG ∇Cx{G}(x) ε
SMGDA E[f(x,W(θ))] ∇f(x,W(θ)i) ΦF ∇Cx{F}(x,W(θ)) εt

Table 1: Quantities used in MGDA and their stochastic programming equivalents in
SMGDA.

211

4.1. Convergence of SMGDA. We can now show new proof of the conver-212

gence of the SMGD algorithm to a Pareto stationary point in the nonconvex case213

with biased gradients. Proofs of convergence for convex and strongly convex ob-214

jective functions in the biased setting with bounded gradients can be found in the215

appendix.216

We first make an assumption on the bias of the gradient estimator,217

Assumption 4.2. ∃a > 0, b ≥ 0 such that218

(4.4) 〈E[∇Cx{F}(x,W(θ))],∇Cx{G}(x)〉 ≥ a||∇Cx{G}(x)||22 − b.219

almost everywhere.220

This assumption intuitively states that the stochastic gradient is ”in-line” with the221

true gradient up to a constant bound, b. Many general proofs of the convergence of222

SGD in the single objective case make a similar assumption, setting b = 0 directly [1].223

This assumption is more general. We can always find b ≥ 0 such that this relationship224

holds with arbitrarily high probability. As we will see later, if we can find a pair a, b225

such that b = 0 and Assumption 4.2 holds almost surely over all x ∈ X , then SMGD226

converges to a Pareto stationary point. The interested reader can pursue more details227
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in the appendix.228

We also assume that229

Assumption 4.3. ∃aG > 2a− 1 and bG ≥ 0 such that230

(4.5) E[||∇Cx{F}(x,W(θ))||22] ≤ aG||∇Cx{G}(x)||22 + bG231

almost everywhere.232

Assumptions 4.2 and 4.3 are not strong and imply two things. The first, that the233

effect of the bias is lower bounded:234

(4.6) E[〈∇Cx{F}(x,W(θ)),∇Cx{G}(x)〉− ||∇Cx{G}(x)||22] ≥ (a−1)||∇Cx{G}(x)||22− b.235

Second, setting MV ≥ (ag + 1− 2a) and M0 ≥ 2b+ bG, we see that assumptions 4.2236

and 4.3 imply 4.7.237

(4.7) E[||∇Cx{F}(x,W(θ))−∇Cx{G}(x)||22] ≤MV ||∇Cx{G}(x)||22 +M0238

Readers may recognize Eq. 4.7 as a common assumption in stochastic approximation239

[1]. We now prove the convergence of SMGDA to a Pareto stationary point in the240

nonconvex setting.241

Theorem 4.4. Let F = {fi(x,W(θ))}i=1,...,k be a vector valued function F :242

X 7→ Y ⊆ Rk with each gi(x) = E[fi(x,W(θ))] L-Lipschitz continuous. If there is243

pair of constants a > 0, b = 0 such that 〈∇ΦF ,∇ΦG〉 ≥ a||∇ΦG||22− b and εt meeting244

requirement 4.2, then the sequence of iterates {xi}i∈N generated through the relation245

(4.8) xt+1 = xt − εt∇Cx{F}(xt,W(θ)t)246

converges almost surely to a Pareto stationary point.247
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Proof. Let Bt = E[∇ΦF (xt)−∇ΦG(xt)]. We start from L-Lipschitz smoothness.248

ΦG(xt+1) ≤ ΦG(xt) + 〈∇ΦG(xt),xt+1 − xt〉+
L

2
||xt+1 − xt||22.249

Taking the conditional expectation, and using the definition of SMGD iterations, we250

have the expression:251

ΦG(xt+1) ≤ ΦG(xt)−E[εt〈∇ΦG(xt),∇Cx{F}(xt,W(θ)t)〉]+E[
Lε2

t

2
||∇Cx{F}(xt,W(θ)t||22].252

Adding and subtracting εt||ΦG(xt)||22, substituting our expression for the bias, and253

using assumptions 4.2 and 4.3, we see that254

ΦG(xt+1) ≤ ΦG(xt)− εt||∇ΦG(xt)||22 − εt〈Bt,∇ΦG(xt)〉+
Lε2

t

2

(
b+ (ag + 1− 2a)||∇ΦG(xt)||22

)
255

≤ ΦG(xt)− εt(a− εt
L

2
MV )||∇ΦG(xt)||22 + εtb+

Lε2
t

2
M0.256257

Requiring that εt <
2a

LMV
∀t, taking the full expectation, summing, and re-arranging,258

we get259

T∑
t

εt||∇ΦG(xt)||22 ≤ ΦG(x0)− E[ΦG(xT )] + b
∑
t

εt +
LM0

2

∑
t

ε2
t .260

Finally, defining ET =
∑
t εt, we can treat εt/ET as a probability measure. Choosing261

index t in 1, ..., T and applying Markov’s inequality yields262

P(||∇ΦG(x)||22 ≥ ε) ≤
EEt [||∇ΦG(x)||22]

ε
≤ ΦG(x0)− E[ΦG(xT )]

εET
+
b

ε
+
LM0

2εET

∑
t

ε2
t .263

Taking the limit as T →∞ gives the result264

P(||∇ΦG(x)||22 ≥ ε)→
b

ε
.265

Therefore, if we can find a pair a, b such that a > 0 and b = 0 in assumption 4.2 then266

SMGD converges almost surely to a Pareto stationary point.267
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Then, even in the case where the bias does not disappear, the SMGD algorithm can be268

shown to converge to a point on the Pareto set. However, the bias still has an effect.269

It is straightforward to show that if there is a point, x where E[∇Cx{F}(x,W(θ))] =270

ΦG(()x) = 0 and b = 0 then SMGD converges to that point.271

Theorem 4.5. Let F , G, εt, a, and b be defined as in Thm. 4.4. If there is an272

a > 0 and b = 0 meeting the requirements of assumption 4.2 and at least one point,273

x∗ ∈ X ∗ := {x|∇ΦF (x) = ∇ΦG(x) = 0}, then SMGD converges to a point in X ∗.274

Let dt = xt − x∗ for some x∗ ∈ X ∗ and Bt = ∇ΦF (xt) −∇ΦG(xt). To prove Thm.275

4.5 it is enough to show that 〈Bt, dt〉 goes to zero. Since Bt ⊥ dt on the Pareto set276

implies that X ∗ = ∅ there are two remaining cases. Either Bt = 0, indicating that277

∇ΦF (xt) = ∇ΦG(xt)→ 0 and that xt ∈ X ∗, or dt = 0 in which case xt = x∗.278

Proof. We start from the inequality279

d2
t+1 ≤ d2

t − 2εt〈∇Cx{F}(xt,W(θ)t), dt〉+ ε2
t ||∇Cx{F}(xt,W(θ)t||22.280

Then, using our definition of Bt, we have the expression281

d2
t+1 ≤ d2

t − 2εt〈Bt, dt〉+ ε2
t (Mv + 1)||∇ΦG(xt)||22 + ε2

tM0.282

Rearranging and summing we see that283

(4.9)

T∑
t

2εt〈Bt, dt〉 ≤ d2
0 − d2

T + (Mv + 1)

T∑
t

ε2
t ||∇ΦG(xt)||22 +M0

T∑
t

ε2
t .284

As before, defining ET =
∑T
t εt, we can use Markov’s inequality to show285

(4.10) PT (〈Bt, dt〉 ≥ ε) ≤
d2

0 − d2
T

2εET
+ (Mv + 1)

∑T
t ε

2
t ||∇ΦG(xt)||22

2εEt
+M0

∑T
t ε

2
t

2εEt
.286

Since ||∇Φ[G](x)||22 → 0 almost surely, we can conclude that the left hand side of Eq.287

4.10 goes to zero.288
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Fig. 3: Comparison of Potential Functions with f1(x,W(θ)) = (x− 2 + W(θ))2 and
f2(x,W(θ)) = (x+W(θ))2. SMGDA converges to a point where E[∇ΦF ]−∇ΦG = 0.
Deterministic gradient calculated as ∇gi(x) = E[fi(x,W(θ))].

4.2. The Bias of the Stochastic Multigradient. Why is the stochastic multi-289

gradient biased when the stochastic gradients used to compute it are not? By assump-290

tion we have access to samples of the jacobian of F , JF (x,W(θ)) which is an unbiased291

estimator of the Jacobian of G, JG(x), e.g. E[JF (x,W(θ))] = JG(x).292

We look to the minimizer α∗(x,W(θ)) = argminα∈∆k−1 α>JF (x,W(θ))JF (x,W(θ))>α293

and notice that it is a quadratic function of the Jacobian. By Jensen’s inequality294

E[JF (x,W(θ))JF (x,W(θ))>] � E[JF (x,W(θ))] E[JF (x,W(θ))]>, and so E[α∗(x,W(θ))] 6=295

α∗(x).296

α∗ could be debiased using Monte-Carlo estimation, resampling and averaging297

the Jacobian and using ĴG(x) = 1
N

∑N
i=1 JF (x,W(θ)i) in place of JG(x) in Eq. 2.7.298

However, not only would it be computationally taxing to compute N gradients at each299

iteration, but there would still be residual variance in our estimation rendering our300

computational efforts somewhat phyrric. Other approaches attempt to smooth the301

minimizers α∗ using exponential smoothing [11]. This approach effectively reduces302

the variance of α∗ and enforces that the estimator α∗ be smooth across iterations.303

In contrast, our approach to the problem is to mitigate the bias at its source, in the304

calculation of α∗ itself.305

5. Proposed Approach: Stochastic Tangential Pareto Dynamics. The306

SMGD algorithm, even if run from distinct starting points, converges to a subset of the307

Pareto set. Then, even if completely debiased, in order to estimate the whole Pareto308
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set one has to restart the algorithm from several points in design space. Not only is309

this approach not guaranteed to uncover the whole Pareto set but it is computationally310

taxing. To ameliorate this, we propose to modify the stochastic multigradient descent311

iterations in two ways. First, we introduce a novel debiasing strategy for the stochastic312

multigradient. This allows the algorithm to converge to the whole of the Pareto front.313

Then, we add a noise term which guides the dynamics generated by the algorithm314

tangentially along the Pareto set, promoting exploration as well as overcoming any315

residual bias. Because of the added noise term, this approach efficiently explores316

the area around the Pareto set and is less likely to stay stuck in a saddle point.317

Furthermore, iterations can be performed with single samples of the quantities of318

interest and their gradients at each round.319

Dubbed stochastic tangential Pareto dynamics (STPD), the points generated by320

this approach create a dense sample set concentrated on the Pareto set.321

5.1. Debiasing the Stochastic Multigradient. We would like to use the322

deterministic Jacobian matrix, JG, to calculate the multigradient. This would be323

equivalent to having direct access to E[JF (x,W(θ))] E[JF (x,W(θ))]>. However, we324

only have access to samples of the matrix JF (x,W(θ))JF (x,W(θ))>. We notice that325

the two quantities are related,326

(5.1)

E[JF (x,W(θ))JF (x,W(θ))>] = ΣJF (x,W(θ)) + E[JF (x,W(θ))] E[JF (x,W(θ))]>,327

where ΣJF (x,W(θ)) denotes the covariance matrix of the gradients of F .328

We propose to debias the stochastic multigradient using exponential smoothing.329

We first compute an online estimate of ΣJF (x,W(θ)) using the recursive estimate330

µ̂t+1 = γtµ̂t + (1− γt)Jf (xt,W(θ)t)(5.2)331

Σ̂JF ,t+1 = γtΣ̂JF ,t + (1− γt)
(
JF (xt,W(θ)t)JF (xt,W(θ)t)

> − µ̂tµ̂>t
)

(5.3)332
333

using individual samples of JF (x,W(θ)) and γt ∈ (0, 1). We then calculate α∗ using334
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the following modified formulation.335

(5.4) α̂∗(x) = argmin
α∈∆k−1

α>
(
JF (x,W(θ))JF (x,W(θ))> − Σ̂JF (x,W(θ))

)
α.336

We can then calculate a debiased form of the stochastic gradient337

(5.5) ∇̂Cx{F}(x,W(θ)) :=
∑
i

α̂∗i∇fi(x,W(θ))338

This approach has the advantage of not requiring excess computation in individual339

rounds and places less assumptions on the required behavior of α∗ while also effectively340

reducing the bias in the calculation of ∇Cx{F}(x,W(θ)).341

5.2. Stochastic Tangential Pareto Dynamics. To find and explore the Pareto342

set we generate a sequence of points using the recurrence relation,343

(5.6) xt+1 = xt − εt ̂∇Cx{F}(xt) +
√

2εtβtΠtZ,344

with ̂∇Cx{F}(xt) a direction of descent, Z ∼ N (0,1d×d), Πt a projection operator that345

projects the noise perpendicular to the direction of descent, εt a stepsize parameter,346

and βt the scale of the noise. The subscript t in this case should be understood as347

being adapted to the filtration generated by xt. This algorithm can be intuitively348

understood as gradient descent with an additive exploratory noise term. To keep349

the samples from converging to a limiting distribution centered on a single point we350

set the stepsize parameter, εt, and the moving average parameter, γt as a pair of351

nonincreasing but strictly positive numbers:352

(5.7)
{εt}t=0,...,∞ := ε0 ≥ ε1 ≥ ... ≥ ε∞ > 0,

{γt}t=0,...,∞ := γ0 ≥ γ1 ≥ ... ≥ γ∞ > 0.

353

The moving average parameter, as we see below, is used in the estimation of the354

debiased stochastic multigradient and its expected value.355

Ideally, we would have access to true values of the gradients for each objective.356
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It would then be possible to use the deterministic multigradient, ∇Cx{G}(x), as an357

unbiased direction of descent. However, having only samples of the gradients of each358

objective, we approximate the direction of descent. Here, the expected value of the359

debaised stochastic multigradient as given in Eq. 5.5 defines the gradient of the360

potential, ∇ΦF (x). Since we do not have access to its expected value, we approximate361

it using single samples.362

The performance of the estimation of the debiased stochastic multigradient de-363

pends on the noise in the stochastic gradients and the strength of the additive noise364

term. If the noise in the individual stochastic gradients is low then exponential365

smoothing with a large value of γ∞ will yield a good approximation of the gradi-366

ent. As either the strength of the additive noise term or the noise in the gradients367

increases the autocorrelation between iterates falls and the exponential smoothing368

procedure breaks down. This is viewed with more detial in our companion paper.369

Πt removes the component of the additive noise that lies parallel to the multigra-370

dient. On the Pareto set its value is unity and the algorithm produces iterates that371

move randomly. Near the Pareto set, the direction orthogonal to the multigradient372

lies tangential to the Pareto set. The tangential motion of the iterates generated by373

STPD can then be understood as a tangential drift along the Pareto set. If Πt was374

set permanently to unity then this approach would degrade into a type of stochastic375

Langevin dynamics. This would be unsatisfactory, however, as the variance of samples376

orthogonal to the Pareto set would be much higher.377

To calculate Πt we need access to the expected value of the direction of descent.378

However, we do not in general have access to an analytic expression for the expected379

value of the debiased multigradient. Therefore it must be estimated during the course380

of optimization. This estimation is also biased due to the nonzero stepsize.381

At each iteration we update the expected value of the stochastic multigradient382

∇Cx{F}t+1 = γt∇Cx{F}t + (1− γt)∇̂Cx{F}(xt).(5.8)383
384

To calculate the projection operator we use the exponentially smoothed debiased385
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stochastic multigradient,386

(5.9) Πt,i,j = δi,j −
1

||∇Cx{F}t||2
∇Cx{F}t,i∇Cx{F}t,j ,387

where δi,j denotes the dirac delta function.388

The value of βt determines the relative strength of the additive noise compared to389

the direction of descent and can be viewed as a type of temperature parameter. We390

only require that βt be a positive upper bounded function adapted to the filtration391

generated by xt. It must be positive since a value of zero would remove the noise392

term, and it must be upper bounded in order to allow for convergence. We discuss393

possible function choices in Section 5.4. The effect of the relative strength of the noise394

term is studied numerically in our companion work.395

This entire process is summarized in algorithm 5.1.

Algorithm 5.1 Summary of Stochastic Tangential Pareto Dynamics

Input {εt}, {γt},x0.

Initialize µ̂0 = 0, Σ̂JF ,0 = 1d×d, t = 1, ∇Cx{F}0 = 0.
while Running do

Query Stochastic Oracle for JF (xt,W(θ)t) . Referred to as JFt below.
µ̂t ← γtµ̂t−1 + (1− γt)JF,t
Σ̂JF ,t ← γtΣ̂JF ,t−1 + (1− γt)(JF,t − µ̂t)(JF,t − µ̂t)>

α̂∗ ← argminα∈∆k−1 α>
(
JFt

J>Ft
− Σ̂JF ,t

)
α . Eq. ??

∇̂Cx{F}t ← J>Ft
α̂∗ . Eq. ??

∇Cx{F}t ← γt∇Cx{F}t−1 + (1− γt)∇̂Cx{F}t . Eq. 5.8

Πt ← 1d×d −
∇Cx{F}t∇Cx{F}

>
t

||∇Cx{F}t||
2
2

∇Cx{F}t∇Cx{F}
>
t . Eq. 5.9

Z ∼ N (0,1d×d)

xt+1 ← xt − εt∇̂Cx{F}t +
√

2εtβtΠtZ . Eq. 5.6
t← t+ 1

end while

396

5.3. Stochastic Tangential Pareto Dynamics Samples the Whole Pareto397

Front. Here we show that, given enough time, stochastic tangential Pareto dynamics398

samples arbitrarily close to all points on the Pareto set.399

In addition to assumption 4.2 and L-Lipschitz smoothness of ΦG, we assume400

coerciveness of ΦG.401
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Assumption 5.1. ∃ca, cb ∈ R+, ∀x, such that402

||∇ΦG(x)||2 ≥ caΦG(x)− cb, ||x||2 ≤ caΦG(x) + cb .(5.10)403
404

This assumption is coercive in the sense that the strength the gradient increases the405

further away x is from the minima, ”pushing” iterates back towards the minima as406

the value of the scalar potential gets larger. Assumption 5.1 is necessary to show the407

ergodicity of the SDE dX = ∇F (X) + dW , and so it is appropriate in this context as408

well [10, 8, 2].409

We can now show the main theorem.410

Theorem 5.2. Given a set of constants {εt}t∈N, assuming ΦG : Rd 7→ R is L-411

Lipschitz smooth and obeys conditions 5.1 and 4.2 almost everywhere, and assuming412

lower bound B := Lβ−1d+ b+ ε0LM0

2 + d+ cb ≤ c1 inf ΦG(x), then for any y∗ ∈ P−1413

and ε, p > 0414

(5.11) P(||xt − y∗|| ≤ ε for some t <∞) ≥ 1− p.415

Our framework for proving Theorem 5.2 for STPD follows closely from [8, 2, 10].416

We first show recurrence, that there is a compact sublevel set, ΦG(x) ≤ M , that is417

reached infinitely many times by STPD. We then show reachability, on a compact418

sublevel set, there is a nonzero probability to reach any target point y∗ ∈ P. Once419

we have established both recurrence and reachability, it is straightforward to see that420

STPD reaches an arbitrary point y∗ in finite time with probability arbitrarily close421

to 1. Since y∗ is arbitrary, it follows that it reaches the whole Pareto set.422

First we show recurrence.423

Lemma 5.3. Recurrent visits to the sublevel set M .424

Assume that ΦG is L-Lipschitz smooth, obeys assumptions 5.1 and 4.2, and let {εt}t∈N425

be a nonincreasing sequence such that ε0 ≥ ε1, ...,≥ ε∞ > 0. Let M > 0 and define the426

constant B := Lβ−1d+ b+ ε0LM0

2 + cb ≤ ca inf ΦG(x). Given a sequence of stopping427
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times τk+1 = inf{t : t > τk,ΦG(xt) ≤M} then428

(5.12) a) τ0 =

log

[[
ΦG(x0)

M− ε0B
ε∞a

]2]
2caε∞

429

and430

(5.13) b) E[τj ] = τ0 + (j + 1)M431

For proof see the appendix.432

We then have reachability.433

Lemma 5.4 (Reachability). Given that ΦG(xτk) ≤ M , let E[∇ΦF (x)] ≤ D and434

ct > 0. We have, for y∗ ∈ {y : ΦG(y) ≤M} ∩ {y : y ∈ P−1}435

(5.14) P(||xτj+t − y∗||2 ≤ ε) = ct > 0436

For proof see the appendix.437

Having shown both recurrance and reachability established in lemmas 5.3 and438

5.4, we now prove Theorem 5.2439

Proof. First, define a sequence of stopping times and a τj+1 = inf{t : t >440

τj ,ΦG(xτj+1) ≤ M}. Then, also define a stopping time τ∗ = inf t : ||xt − y∗|| ≤ ε441

for ε > 0. We have that442

P(τ∗ ≥ T ) =P(τ∗ ≥ T, τj ≥ T ) + P(τ∗ ≥ T, τj ≤ T )443

= P(τj ≥ T ) + P(τ∗ ≥ T, ||xτk − y∗|| ≥ ε ∀k = {1, ..., j})444

≤ E[τj ] +

j∏
k=1

P(||xτk − y∗|| ≥ ε) (Lem. 5.3)445

≤ (j + 1)M + τ0
T

+

j∏
k=1

(1− cj) (Lem. 5.4)446

≤ (j + 1)M + τ0
T

+ (1− c∗)j .447
448
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Where we have used the boundedness of cj in the final line. Setting (j+1)M+τ0
T = αp449

and (1− c∗)j = (1− α)p for α ∈ (0, 1) and solving for j and T we see that setting450

j ≥ ln((1− α)p)

1− c∗
(and) T ≥

( ln((1−α)p)
1−c∗ + 1

)
M + τ0

αp
451
452

gives us P(τ∗ ≥ T ) ≤ p. Since this is true for any p,453

P(τ∗ ≤ T ) ≥ 1− p,454

which can be made arbitrarily close to 1.455

5.4. Discussion. Here we consider implementation choices, the effect of non-456

stationarity of the sample distribution, parameter settings, and dealing with saddle457

points and nonconvexity.458

We have presented here a basic version of our approach with the aim of imparting459

understanding about the general working of the algorithm. There are other techniques460

which may be included in the algorithm. They do not affect our theoretical results461

and may improve the sampling properties of the algorithm in practice.462

We first consider variance reduction. Variance reduction techniques can be used463

on both ∇fi(x,W(θ)) and the debiased stochastic multigradient ∇̂Cx{F}(x). Reduc-464

ing the variance of the objective gradients would further decrease the bias of the465

calculation of ∇̂Cx{F}(x). It would also cause the points generated by the algorithm466

to be more concentrated on the Pareto set. Common approaches include the pop-467

ular SAGA, SVRG, and minibatching [1]. The increased precision comes at a cost,468

for a given stepsize lower gradient variance will also decrease the speed at which the469

algorithm diffuses along the Pareto set. The use of variance reduction is ultimately470

problem dependent and will affect parameter choices for stepsize and additive noise471

strength.472

It is also possible to include preconditioners in our approach, i.e. take steps473

(5.15) xt+1 = xt − εtHtΦF (x) +
√

2βtεtHtΠtZ474
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where Ht is a positive definite matrix. There are many options for the preconditioner,475

as discussed in the context of single objective stochastic Langevin dynamics in [7].476

The samples generated by STPD do not reach a stationary distribution. This is477

because of the nonvanishing stepsize. As a result the estimates for the jacobian, its478

covariance, and the debiased stochastic multigradient do not converge. This appears479

in the algorithm as a bias in both the direction of descent and the projection operator.480

This bias is ultimately overcome by the variation introduced by the additive noise.481

The bias in the direction of descent lies tangential to the Pareto set. Clearly, im-482

mediately projecting normal to this direction would be counterproductive. Averaging483

over the history of the direction of descent allows us to estimate a true tangential di-484

rection. This average, however, still contains a trace of the bias, causing the projected485

noise to have a component normal to the Pareto set. This manifests as an increased486

residual variance of the samples around the Preto set.487

Projecting normal to the average history of the direction of descent is not the only488

way to calculate the projection operator. It is also possible to average the history of489

the directions perpendicular to the direction of descent, e.g. calculate Πt as:490

Πt+1 = γtΠt +
(
1− 1

||∇̂Cx{F}(xt)||22
∇̂Cx{F}(xt)∇̂Cx{F}(xt)>

)
491

We have chosen exponential smoothing to model several quantities. It has the492

advantage of requiring little storage and being easy to calculate. However, its ef-493

fectiveness depends strongly on the correlation time of the sample gradients. The494

correlation time, in turn, is influenced by the noise of the stochastic gradients along495

the Pareto set and the relative strength of the additive noise term. These interactions496

are not straightforward. More complex models can be used in the place of simple497

exponential smoothing. However, they will similarly show a dependence on the corre-498

lation time of the sample gradients and must be calibrated. This can be done simply499

by minimizing the predictive error of the estimation of a quantity of interest, e.g. the500

Jacobian.501

It has been previously mentioned that the additive noise term βt need only be a502
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positive upper bounded function adapted to the filtration generated by xt. This leaves503

flexibility in its choice beyond a constant function. Since the additive noise term may504

interfere with initial convergence of the iterates to the Pareto set it might be beneficial505

to damp it when iterates are far from the Pareto set. The strength of the additive noise506

can be damped far from the Pareto set by selecting βt = Ce−∇
C
x{F}

>
A∇Cx{F}+D with507

C,D ∈ Rd×d, A ∈ Rd×d+ . The dynamics generated by STPD are also strongly affected508

by the relative strength of the additive noise term. This suggests a scaling to augment509

the strength of the additive noise in proportion to the variation of the objective510

functions by selecting βt =
∑
i VAR(∇fi(xt,W(θ)t)). Vector valued functions can511

also be considered.512

We take a moment to discuss saddle points in the scalar potential. We have513

proven that the iterates generated by STPD cover the whole Pareto set under mild514

assumptions. This does not preclude cases with non-convex objectives. It has been515

shown in the single objective case that adding Gaussian noise to stochastic gradients516

can allow gradient descent algorithms to escape shallow second order minima [2]. In517

the multi-objective case, local minima in the objective functions correspond to saddle518

points in the scalar potential which, if mild, may be similarly escaped. However,519

a potential with a split Pareto set (a ’W’ shaped potential) may lead to complica-520

tions. Either multiple restarts or an alternative approach more suited to nonconvex521

optimization may be more effective for such situations.522

Diffusing across the Pareto set is not the only way to exploit the stochastic multi-523

gradient. An alternative approach would be to select an ensemble of random points524

in design space and optimize them individually using debiased SMGDA. This ap-525

proach may be more effective on non-convex problems and problems with discontin-526

uous Pareto sets. However, it has two corresponding drawbacks. One is the loss of527

information. Two points from distinct regions in design space may converge to similar528

locations on the Pareto set, making one redundant. Another drawback is resolution.529

Picking an ensemble of points pre-determines the resolution at which one can deter-530

mine the Pareto set. This has a similar flavor to picking the number of iterations of531

STPD. The computational cost, however, is not the same. STPD scales linearly with532
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the number of samples taken, whereas adding another point in an ensemble algorithm533

scales multiplicatively with the number of iterations used.534

6. Conclusion. We have introduced a new approach to solving multi-objective535

optimization problems using noise added debiased stochastic multigradients, in which536

the whole of the Pareto front is of interest, stochastic tangential Pareto dynamics.537

Along the way, we have reformulated our multi-objective optimization problem as538

the minimization of an equivalent scalar potential function. Using this reformulation,539

we have presented alternative proofs of convergence for the MGD algorithm along540

with new proofs of convergence for the SMGD algorithm; showing that, despite bias,541

the SMGD algorithm converges to a Pareto stationary point in the convex, strongly542

convex, and nonconvex L-Lipshitz smooth case. We have also shown that, when543

there are points on the Pareto set where the stochastic multigradient is unbiased,544

that SMGDA converges to one of those points. Finally, we have shown that STPD545

provably generates samples arbitrarily close to the whole of the Pareto set. Our546

approach produces a noisy snapshot of the Pareto front and reducing this variance547

through alternative gradient estimators and/or second order algorithms remains a548

promising avenue of future research.549

A complementary line of inquiry involves characterizing the Pareto front, and550

set, from a fixed set of samples. In our companion paper we give a probabilistic551

characterization of the Pareto set across the whole of design space, giving a straight-552

forward recipe to not only infer the Pareto set from STPD but to postprocess the553

results of any stochastic sampling algorithm that yields samples concentrated along554

the Pareto set [CITATION NEEDED]. Taken in conjunction with STPD this yields555

a straightforward way to estimate all likely members of the Pareto set of a stochastic556

program.557
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upper bounded by M an infinite number of times. Reachability shows that, having597

reached the sublevel set upper bounded M , there is a nonzero probability of reaching598

any point on the Pareto set inside of that sublevel set. We begin with the proof of599

recurrence.600

Lemma. Recurrent visits to the sublevel set M .601

Assume that ΦG is L-Lipschitz smooth, obeys assumptions 5.1 and 4.2, and let {εt}t∈N602

be a nonincreasing sequence such that ε0 ≥ ε1, ...,≥ ε∞ > 0. Let M > 0 and define603

the constant B := Lmax(βt)d + b + ε0LM0

2 + cb ≤ ca inf ΦG(x). Given a sequence of604

stopping times τk+1 = inf{t : t > τk,ΦG(xt) ≤M} then605

a) τ0 =

log

[[
ΦG(x0)

M− ε0B
ε∞a

]2]
2caε∞

606

and607

b) E[τj ] = τ0 + (j + 1)M608

Proof of lemma 5.12(a) (Recurrence). Let ζt = 〈∇ΦG(xt),∇ΦF (xt)−∇ΦG(xt)〉.609

We start from L-Liptshitz smoothness of ΦG.610

ΦG(xt+1) ≤ΦG(xt) + 〈∇ΦG(xt),xt+1 − xt〉+
L

2
||xt+1 − xt||2.611

612

Substituting in ∇Cx{F}(x), adding and subtracting εt||ΦG(xt)||2 and using 4.7,613

≤ ΦG(xt)− εt||∇ΦG(xt)||2 − εtζt +
L

2

(
MV0 +MV ||∇ΦG(xt)||2

)
614

+
√

2εtβt〈∇ΦG(xt),ΠtZ〉+
L

2

(
2
√

2εtβt〈∇ΦF (xt),ΠtZ〉+ 2εtβtΠtΠ
>
t 〈Z,Z〉

)
.615

616
617
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Taking the conditional expectation and simplifying,618

Et[ΦG(xt+1)|xt] ≤ ΦG(xt)− εt(a−
εtL(Mv + 1)

2
)||∇ΦG(xt)||2 + εt

(
b+

Lεt
2
M0 + Lβtd

)
619

≤ ΦG(xt)− εt||∇ΦG(xt)||2 + εt
(
b+

Lεt
2
M0 + Lβtd

)
620

≤ (1− caεt)ΦG(xt) + εtB621

≤ e−caεtΦG(xt) + εtB.622623

Where we have used the inequality 1 − x ≤ e−x and enforced the requirement that624

ε0 ≤ 2a
L(MV +1) . Taking the full expectation, iterating, and setting the above less than625

equal to M gives the relation,626

E[ΦG(xτ0)] ≤ e−caτ0ε∞ΦG(x0) +
ε0B

ε∞a
≤M.627

Solving for τ0 gives the result.628

For the Proof of part b of the lemma, we will first prove that the quantity629

ΦG(xt∧τj+1) + t ∧ τj+1630

is a supermartingale with respect to τj .631

Lemma A.2.

ΦG(xt∧τj+1
) + t ∧ τj+1632

is a supermartingale with respect to τj.633

Proof. Since t∧ τj+1 is a stopping time and a martingale, it suffices to show that634

Eτj [ΦG(xτj+1
)] ≤ ΦG(xτj )635
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Note that636

Eτj [ΦG(xτj+1)] ≤ (1− aετj )ΦG(xτj ) + ετjB ≤M637

Is true as we can always pick a ≥ 1. Since ΦG(xτj ) ≥ inf ΦG(()x) ≥ B
a ,638

Eτj [ΦG(xτj+1)] ≤ ΦG(τj)639

And we have the result.640

Having proved lemma A.2 we can go on to prove part b of lemma 5.3641

Proof of 5.4(b) (Recurrence). Since642

E[ΦG(xt∧τj+1
)|τj ] + t ∧ τj+1 ≤ ΦG(t ∧ τj) + t ∧ τj643

we can allow t→∞ to see that644

E[τj+1|τj ] ≤ E[ΦG(xτj+1)|τj ] + τj+1 ≤ ΦG(xτj ) + τj645

Iterating, using the relation ΦG(xτj ) ≤ M , and taking the full expectation we see646

that647

E[τj+1] ≤ (j + 1)M + τ0648

We now prove reachability.649

Reachability. Given that ΦG(xτk) ≤ M , let E[∇ΦF (x)] ≤ D be the compo-650

nentwise maximum value of the gradient in the sublevel set, and ct > 0. We have, for651

y∗ ∈ {y : ΦG(y) ≤M} ∩ {y : y ∈ P−1}652

P(||xτj+t − y∗||2 ≤ ε) = ct > 0653
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Proof of Lemma 5.4 (Reachability). for a finite t we have the events654

A = ||xτj+t − y∗||2 ≤ ε B = ||xτj − y∗ +

τj+t−1∑
s=τj

εsD +

τj+t−1∑
s=τj

√
2εsβsΠsZs||2 ≤ ε655

656

with Z ∼ N (0,1d×d). Since t < ∞ we conclude that P(B) > 0. From the definition657

of STPD, we have658

xτj+t =xτj −
τj+t−1∑
s=τj

∇ΦF (xs) +

τj+t−1∑
s=τj

√
2εsβsΠsZs659

≤ xτj +

τj+t−1∑
s=τj

D +

τj+t−1∑
s=τj

√
2εsβsΠsZs660

661
662

Subtracting y∗ from both sides and taking the norm, we see that663

||xτj+t − y∗||2 ≤ ||xτj − y∗ +

τj+t−1∑
s=τj

D +

τj+t−1∑
s=τj

√
2εsβtΠsZs||2664

Where we can see that on the left hand side we have event A. Since event A occurs665

almost surely if event B does, and since event B occurs with strictly positive proba-666

bility, we have that P(A) ≥ P(B) = ct > 0. Where we have labeled P(B) as ct for667

later convenience.668

Appendix B. A Note on Assumption 4.2. Here we note briefly how assump-669

tion 4.2 can be proven for arbitrary probability. Let E[||∇Cx{F}(x)−∇Cx{G}(x)||22] :=670

σ2, E[∇Cx{F}(x)] := µF and ∇Cx{G}(x) := µG. For b ≥ 0 we have P(a||µG||22 −671

µ>FµG ≥ b) ≤ σ2

b2+σ2 ≤ 1 by Cantelli’s concentration inequality. Therefore, P(µ>FµG ≥672

a||µG||22 − b) ≥ 1− σ2

b2+σ2 . Since σ2 is finite, by picking b2 ≥ σ2
(

p
1−p
)

we can always673

set P(µ>FµG ≥ a||µG||22 − b) ≥ p for any p.674

Appendix C. Convergence of SMGDA in the Convex and Strongly675

Convex Cases. Here show omitted proofs of the convergence of SMGDA in the676

convex case and in the case where there is at least one strongly convex objective.677
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Let x∗ = argmins∈P ||s− x||22, e.g. the projection of x to the Pareto set, then we678

have the following three lemmas.679

Lemma C.1. Given a set of functions G with at least one gi mi-strongly convex680

for i ∈ {1, ..., k}. We then have the relation681

(C.1) 〈E[∇Cx{F}(x,W(θ))]−∇Cx{G},x − x∗〉 ≥ 0682

Proof. From the definition of convexity683

〈E[∇Cx{F}(x,W(θ))−∇Cx{G}(x)],x − x∗〉.684
685

Adding and subtracting
∑
i α
∗
i (x,W(θ))∇gi(x) we see that686

= 〈E[
∑
i

α∗i (x,W(θ))∇f(x,W(θ))− α∗i (x,W(θ))∇gi(x) + (α∗i (x,W(θ))− α∗i (x))∇gi(x)],x − x∗〉,687

= 〈E[
∑
i

(α∗i (x,W(θ))− α∗i (x))∇gi(x)],x − x∗〉.688
689

Using the (strong) convexity of gi and optimality of α∗(x) we have the result,690

〈E[
∑
i

(α∗i (x,W(θ))− α∗i (x))∇gi(x)],x − x∗〉 ≥ 0.691

692

Lemma C.2. Given a set of functions G with at least one gi strongly convex for693

i ∈ {1, ..., k}. We have the relation694

(C.2) 〈∇Cx{G}(x),x − x∗〉 ≥
∑
i

α∗i (x)
mi

2
||x − x∗||2695

Proof.

∑
i

α∗i (x)〈∇gi(x),x − x∗〉696

697
698
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Using the definition of strong convexity,699

≥
∑
i

α∗i (x)
(
gi(x)− gi(x∗) +

mi

2
||x − x∗||22

)
700

701

Using the optimality of
∑
i α
∗
i (x
∗)gi(x

∗) we get the result,702

≥
∑
i

αimi

2
||x − x∗||22.703

704

Lemma C.3. If all functions in the set G are convex, ΦG(x) is also convex.705

Proof. If ΦG(x) is convex, one has the identity 〈∇ΦG(x)−∇ΦG(y),x − y〉 ≥ 0.706

Starting from the definition of convexity and exploiting two reformulations of the707

inequality,708

〈∇ΦG(x)−∇ΦG(y),x − y〉 =709

≥ max
(∑

i

〈(α∗i (x)− α∗i (y))∇gi(y),x − y〉,
∑
i

〈(α∗i (x)− α∗i (y))∇gi(x),x − y〉
)
.710

711

By the convexity of gi and the optimality of α∗ we have712

〈∇ΦG(x)−∇ΦG(y),x − y〉 ≥ 0713
714

We can now show that if all functions in G are convex, with at least one strongly715

convex, that the SMGD algorithm converges to the Pareto front despite the bias.716

Theorem C.4. Let gi(x) = E[fi(x,W(θ))] be a collection of convex functions717

with bounded variance V(f(x,W(θ))) ≤ M and at least one gi strongly convex. Let718

x∗t = argmins∈P−1 ||s − xt||2 be the projection of x to the Pareto set, define d2
t =719

||xt − x∗t ||22 and a sequence εt such that εt → 0 as t→∞ and
∑

t ε
2
t∑

t εt
→ 0, then,720

d2
t
∞−→
t

0.721

Proof. Using 〈∇Cx{F}(x,W(θ)) − ∇Cx{G}(x), dt〉 as 〈Bt, dt〉. Starting from the722
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definition of dt,723

d2
t+1 ≤||xt − εt∇Cx{F}(xt)− x∗t ||22.724

725

Expanding, and adding and subtracting ∇Cx{G}(xt),726

≤ d2
t − 2εt〈∇Cx{F}(xt,W(θ)t), dt〉+ ε2

t ||∇Cx{F}(xt,W(θ)t)||22727

≤ d2
t − 2εt〈∇Cx{G}(xt), dt〉+−2εt〈Bt, dt〉+ ε2

t ||∇Cx{F}(xt,W(θ)t)||22728
729

Using lemmas C.2 and C.1,730

E[d2
t+1] ≤ E[d2

t ]− 2εt
m

2
E[d2

t ] + ε2
tM.731

732

Setting πt :=
∏t
i=0(1− εtm),733

E[d2
t+1] ≤ πtd2

0 +
∑
s

πt
πs
ε2
sM.734

735

Requiring εt ≤ m ∀t and taking the limit as t→∞ gives736

E[d2
t+1]→ 0.737

738

We can also prove convergence in the convex case (with no objective function being739

strongly convex).740

Theorem C.5. Let gi(x) = E[fi(x,W(θ))] be a collection of convex functions741

with bounded variance V(f(x,W(θ))) ≤ M . With x∗t = argmins∈P ||s − xt||2 be the742

projection of x to the Pareto set, define d2
t = ||xt − x∗t ||22 and a sequence εt such that743

εt → 0 as t→∞ and
∑

t ε
2
t∑

t εt
→ 0, then,744

(C.3) E[ΦG(xt)− ΦG(x∗t )]→ 0 almost surely.745
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Proof. Starting from the definition of dt,746

d2
t+1 ≤d2

t − 2εt〈∇ΦF (xt),xt+1 − xt〉+ ε2
t ||∇ΦF (xt)||22.747

748

Using 〈∇Cx{F}(x,W(θ)) − ∇Cx{G}(x), dt〉 as 〈Bt, dt〉, taking the expectation, and749

simplifying yields750

E[d2
t+1] ≤ E[d2

t ]− 2εtE〈∇Cx{G}(xt), dt〉+−2εt〈Bt, dt〉+ ε2
tM

2.751
752

Using the convexity of Φ()g,753

≤ E[d2
t ]− 2εt

(
ΦG(xt)− ΦG(x∗t )

)
+ ε2

tM
2.754

755

Rearranging and summing we have,756

T∑
t=1

εt E[ΦG(xt)− ΦG(x∗t )] ≤
T∑
t=1

E[d2
t − d2

t+1]

2
+
M2

2

T∑
t=1

ε2
t .757

758

Dividing by ET =
∑T
t=1 εt, we have the relation,759

T∑
t=1

εt
Et

E[ΦG(xt)− ΦG(x∗t )] ≤
d2

0 − d2
T

2ET
+
M2

2ET

T∑
t=1

ε2
t .760

Treating εt
ET

as a probability measure, we have by markov’s inequality761

PET
(E[ΦG(xt)− ΦG(x∗t )] ≥ ε) ≤

d2
0 − E[d2

T ]

2εET
+

M2

2εET

T∑
t=1

ε2
t762

The left hand side decreases to zero as T →∞, gives the result,763

PET
(E[ΦG(xt)− ΦG(x∗t )] ≥ ε)→ 0.764
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