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Abstract. Prominent challenges in runtime verification of a distributed
system are the correct placement, configuration, and coordination of
the monitoring nodes. This work considers state-of-the-art decentralized
monitoring practices and proposes a framework to recommend efficient
configurations of the monitoring system depending on the target spec-
ification. Our approach aims to optimize communication over several
features (e.g., minimizing the number of messages exchanged, the num-
ber of computations happening overall, etc.) in contexts where finding an
efficient communication strategy requires slow simulations. We optimize
by training multiple machine learning models from simulations combin-
ing traces, formulae, and systems of different sizes. The experimental
results show that the developed model can reliably suggest the best con-
figuration strategy in a few nanoseconds, contrary to the minutes or
possibly hours required by direct simulations that would be impractical
at runtime.

1 Introduction
Computational systems are often spatially distributed and interconnected. To
operate correctly and efficiently, they must be carefully verified and tested. The
field practitioners know this very well and exploit several verification techniques
to guarantee their correctness, both at design time [30] and runtime [8]. Runtime
verification [2], in particular, is gaining significant momentum for several reasons:
(i) it is a lightweight verification technique, and it allows checking more complex
specifications or more complex systems; (ii) at runtime, some properties might
be easier to express, as there is more contextual information that can help for
the target analysis; (iii) runtime verification is typically more flexible, allowing
to analyze system’s changes as they occur [12,24,34], or changing requirements
on the go [29].

However, only some techniques can exploit the system’s distributed nature to
provide guarantees promptly and efficiently. Among these, decentralized moni-
toring [5,11] is a promising approach, as it allows the distribution of the monitor-
ing task among the components of the system by mapping requirements from the
perspective of the global view of the system to the locally observable informa-
tion. While this technique is promising, it still poses several challenges[5,31]: (i)
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It can be non-trivial to adequately express abstract/global requirements in terms
of the individual components that form the system; (ii) A distributed monitor is
a distributed system and,rep as such, can be challenging to handle by itself; (iii)
Current approaches are still very rigid, as they do not encompass alternative
network configurations or specification changes, and (iv) The way the monitors
are deployed over the network (i.e. their configuration) can significantly impact
the system’s performances under scrutiny, possibly to a level where monitoring
is too costly or hinders the actual observability of the requirements.

Running example Consider a modern WiFi setup for office space, like the one in
Fig. 1a, where a different color represents every access point. In this environment,
we expect two characteristics:

R1 it should guarantee no disruptions when users are moving around, and data
is exchanged in real-time,

R2 it should provide an adaptive bandwidth optimized based on the usage pat-
terns of the connected users.

In this scenario, two technologies are adequate for this task, i.e., a mesh setup
(IEEE 802.11s) to avoid disconnections of moving devices (R1, represented in
Fig. 1b-1d by using the same color for all the access points), and beamforming
(prescribed in IEEE 802.11ac) to optimize based on the network usage patterns
(R2, shown in Fig. 1c-1d by using different shapes for the various access points to
represent different traffic patterns), which can be used independently (Fig. 1b-
1c) or combined (Fig. 1d). When adopting a design like the one in Figure 1d,
the WiFi access points (APs) form a fully connected distributed network that
exchanges information to assess the optimal distribution of the load coming
from the requests of the devices. The requirements to ensure the mesh network
is performing beamforming correctly could be easily and efficiently checked by a
decentralized monitor deployed on the APs themselves. Still, the way the specific
requirements are checked might change depending on the current configuration
of the network, as well as the operating mode of the APs, as we will see in the
following sections.

Related work Our work is based on the literature on decentralized monitoring
of linear temporal logic [27] (LTL) with shared global clock [15,16], that re-
sulted in the DecentMon tool [17] also employed in our experiments. In [7],
the authors address the problem of fault-tolerance in decentralized monitoring,
extending the ideas presented in [18]. However, their work does not tackle the
problem of optimal configuration (or placement). To the best of our knowledge,
no other work addresses this problem. In the last year, runtime verification has
gained increased attention in the context of artificial intelligence, both because
it plays a central role in ensuring the safety and correctness of AI systems dur-
ing runtime [32], and because of the benefits logic encodings can bring to word
embeddings [26,28,1] (the term more commonly used to address encodings in
natural language processing literature). On the other side, Machine Learning
methods were exploited in several contexts related to runtime verification: for
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(a) Classical WiFi networks (b) WiFi mesh network

(c) WiFi networks with beamform-
ing

(d) Wifi mesh network + beam-
forming

Fig. 1. Example of four WiFi setups, from a traditional one (a) to a modern one
(d). Subfigures from top to bottom show how beamforming transforms the networks’
shapes, while subfigures from left to right show the impact of mesh networks in creating
a unified continuous network. Original floorplans from [22].
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predictive monitor [9], for learning temporal logic specifications [3,6,25], and as
a similarity function on formulae of temporal logic [10].
Contributions of this paper This paper proposes a novel approach to provide rec-
ommendations for efficiently distributing a decentralized monitor for temporal
traces. We do that by (i) formalizing the decision of configurations of decen-
tralized monitors as an optimization problem over several cost functions (ii)
introducing a way to encode LTL formulae to approximate the search for the
best configuration of decentralized monitors, (iii) presenting a classification and
a regression task that approximate this search, together with multiple machine
learning models solving these tasks over a dataset of 480 thousand combinations
of monitoring traces generated over 40 hours of simulation.
Paper organization The rest of the paper is organized as follows. In Sec. 2,
we introduce the decentralized monitoring background necessary to develop our
work. In Sec. 3, we present the concept of distribution strategies, we formalize
it as an optimal synthesis one, and we present possible ways of finding a good
one in Sec. 4. In Sec. 5, we present the results of the models we trained, showing
how they can achieve excellent performance predictions in almost no time once
trained. Lastly, we conclude the paper in Sec. 6, presenting several directions for
future works.

2 Decentralized systems, monitoring and traces
Let N be the set of non-negative natural numbers, and let [a, b) denote an interval
closed on a and open on b, and 2A denote the powerset of A. We will denote by
T = {0, 1, . . . , T} the global time domain of reference for the system and traces
(finite or infinite, i.e., when T → ∞). Based on this fundamental notion of time,
we clarify the meaning of decentralized systems, how their respective events are
aggregated in timed traces, and the kind of monitoring we are interested in.
2.1 System & Events
Let C be some range of numbers from 1, . . . , n denoting the set of components
i. A system is a complete graph i.e., a graph where a unique edge connects each
pair of distinct vertices. We denote by Ei the set of locally observable events by
some component i ∈ C. A notable element of Ei is the no event ε, which denotes
the fact that no action has been observed.

Definition 1 (Local Trace). We call local trace the sequence of events ui that
happen at all time points t ∈ T for the i-th component, i.e. ui : T → Ei.

Running example We can consider the network of Fig. 1 as a system of four com-
ponents (C = {1, 2, 3, 4}), representing the WiFi Access Points (APs). Several
locally observable events can be considered from a WiFi AP: an increase in the
number of packets requested (e.g., a big file is being downloaded), an increase
in packet priority is asked for (a video call is starting), etc. In particular, our
event sets are defined as follows: all events start with a numeric id i correspond-
ing to a unique identifier of the AP (the component) within the system; then
they are optionally followed by _D_j when the event refers to a specific device
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communicating to the APs, where j will be used as a unique numeric id (in re-
ality the MAC address of the device would be seen), and optionally followed by
_A_k when the event is related to a specific antenna (we assume each AP has
two antennas for simplicity), and completed by _n where n belongs to a finite
set of specific events observable, e.g. CONNECTED, HIGH_POWER, HIGH_TRAFFIC,
IN_RANGE, etc. For example, a local trace of the component 1 is the sequences of
events (e0, ε, e2, . . .), where e0 is the event 1_D_1_CONNECTED, observed at time
t = 0, no event is observed at time t = 1, e2 is the event 1_D_1_WEAK_SIGNAL
observed at time t = 2, and so on.

Definition 2 (Global Trace). Let E := E1×. . .×En denote the set of n-vectors
of observable events e, with the i-th component ei of the vector e corresponding
to an event observed at the component i ∈ C of the system. We call (global) trace
a sequence of n-vectors of events (e0, . . . , eT ) observed by all the components of
the system, i.e., u : T → E.

Within the global trace u, the symbol ε := (ε1, . . . , εn) will be used to denote
that no event is observed in any of the components. In some cases, we will expect
the system to run for an infinite amount of time, and we mark this characteristic
by denoting with w and w respectively local and global infinite traces, and with
Ω, the set of global traces.
2.2 Working assumptions
Before addressing the problems of specifying system requirements and monitor-
ing them, several working assumptions must be discussed, some of which are
instrumental for keeping the presented work easily understandable, and some of
which are oriented in keeping the scope of this work at a manageable size, but
might be lifted in the future.
Fixed number of components We assume the system’s number of components in
C to be known and constant.
Perfect synchrony By perfect synchrony, we mean that all system components
share a global clock [19], i.e., they all observe the same time. This is the most
prominent restriction, present in several definitions, and frequently entailed by
the word decentralized (in contrast with distributed, which often also addresses
the problem of time synchronization). While this assumption can seem too re-
strictive, it is a common strategy in the literature to abstract away the synchro-
nization details in contexts where the system is “fast enough” in synchronizing
without affecting the correctness of the specifications or the monitoring process.
See [23] for a discussion on this topic.
Perfect communication By perfect communication, we mean the combination of
several features of the message-exchanging interface that result in (i) messages
always delivered, (ii) no transfer delays, and (iii) negligible transfer times, which
combined imply that messages are always immediately delivered. These features
can be significantly limiting in some cases. Still, they are perfectly reasonable for
a large set of applications, e.g., in a use case like the one of Fig. 1, other layers
of the networking protocols stack are responsible for guaranteeing the delivery,
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and the communication usually happens in the order of milliseconds, while the
network optimization can typically occur within several seconds. However, fu-
ture work might be directed at relaxing part of this assumption to widen the
applicability to other scenarios, possibly along the lines of [4] that addressed this
topic for another temporal logic.

Disjoint events Without loss of generality, we require that for any i, j ∈ C,
Ei ∩ Ej = ∅, where Ei, Ej are the set of events observed by i and j, respectively.
In practice, this means we assume the events observed by different components
are disjoint, i.e., no two components can observe the same event. This assumption
is frequently made in other works on decentralized monitoring (see [5]).

Single event per component As presented in Defs. 1-2, we require that each
component can observe at most one event at each time point. Similarly to Dis-
joint events, this assumption does not bring any loss of generality, because for
any set of shared events E , a new set 2E can be constructed where all the
possible combinations can be considered as unique events, and from it a new
E ′ := {(i, e) | i ≤ n, e ∈ 2E} can be derived.

2.3 Specifications
Several requirements could be needed for a system like the one in Section 1.
For example, the designers of a mesh network might require that, within some
time after a device connects, the orientation of the beam must change to a
specific value. A simple yet powerful language for expressing such requirements
is linear temporal logic (LTL) [27], although with some adaptations to support
a decentralized evaluation.

Definition 3 (LTL Syntax [27]). A (LTL) formula is any φ belonging to the
set Φ, formed according to the following grammar:

φ ::= p | ¬φ | φ ∨ φ | X φ | φ U φ

where p ∈ Ei for some component i ∈ C of the system, denoting an observable
local event. In addition, the following derived operators are commonly defined:
⊤ ≡ a ∨ ¬a, φ1 ∧ φ2 ≡ ¬(¬φ1 ∨ ¬φ2), φ1 → φ2 ≡ ¬φ1 ∨ φ2, Fφ ≡ ⊤Uφ,
Gφ ≡ ¬F(¬φ).

Running example LTL formulae can be used effectively to describe the require-
ments of the system presented in Fig. 1, e.g., R1 can be decomposed in the
following Formulae (1) - (2):

1_D_1_CONNECTED ∧ 1_D_1_WEAK_SIGNAL ∧ 2_D_1_IN_RANGE
−→ (1)

X 2_D_1_CONNECTED
meaning that whenever a device is close to AP 2 and the signal of the current AP
(component 1) is weak, it should connect to AP 2 as quickly as possible (in the next
(X) time unit). Or:

1_D_1_CONNECTED U (2_D_1_CONNECTED ∧ ¬1_D_1_CONNECTED) (2)
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to denote that there is no service interruption until (U) the device switches connection.
Similarly, a possible requirement for beamforming (R2) can be the following:

G(1_A_1_HIGH_TRAFFIC ∧ ¬1_A_2_HIGH_TRAFFIC)
→ (1_A_1_HIGH_POWER ∧ ¬1_A_2_HIGH_POWER) (3)

where A_k denotes the k-th antenna of the AP, meaning that as long as high traffic
is experienced on one antenna and not on the other, the AP should set the power
delivery of the antenna accordingly. The precise interpretation of LTL formulae can be
described by the following relation:
Definition 4 (LTL semantics [27]). By |=: Ω × T × Φ, we denote traces and time
instants in which a formula holds, in the following way:

(w, t) |= p iff ∃ i s.t. w(t)i = p

(w, t) |= ¬φ iff (w, t) ̸|= φ

(w, t) |= φ1 ∨ φ2 iff (w, t) |= φ1 or (w, t) |= φ2

(w, t) |= Xφ iff (w, t+ 1) |= φ

(w, t) |= φ1Uφ2 iff ∃ j ∈ [t,∞)s.t. (w, j) |= φ2 and ∀k ∈ [t, j) : (w, k) |= φ1

Note that, in the monitoring context, we typically consider infinite traces for the se-
mantics, as this is more coherent to monitor a continuously evolving system.

2.4 Monitoring
The fundamental behavior expected by a monitoring system is to provide a verdict
as soon as there is enough information to get one. In the context of the specifications
we defined, such a verdict is usually a simple ‘yes/no’ answer to whether the trace of
observed events satisfies the formula. This intuitive idea requires special care when the
requirements incorporate temporal aspects, as we might not be able to provide such an
answer by just considering the events observed so far, nor ever (if the trace is infinite).
In the following, we consider the definitive interpretation of this idea: we say a trace τ
of length T – (i) satisfies a formula φ when the formula would be satisfied for any trace
τ ′ extending the current trace (i.e., such that τ ′ has the same events in the same order
of τ and is of length T ′ > T ); conversely (ii) it does not satisfy the formula φ when the
formula would not be satisfied for any trace τ ′ extending the current trace. In other
cases, we cannot provide an answer since we do not have enough information to give a
definitive answer. Alternative interpretations are commonly used in the literature [14],
depending on what best fits the targeted application. To clarify the previous intuitive
description, we introduce the concept of progression function P , which is a function
that maps a formula φ, a trace u and a time point t, to a three-valued logical verdict:
Definition 5 (Progression Function [5]). We call progression the function P :
Φ × E → Φ? that maps formulae and events to new formulae, possibly containing the
character ‘?’ in place of some subformulae:

P (⊤, e) = ⊤ P (⊥, e) = ⊥
P (p, e) = ⊤ if ∃ i s.t. ei = p, otherwise ‘?’

P (¬φ, e) = ¬P (φ, e)
P (φ1 ∨ φ2, e) = P (φ1, e) ∨ P (φ2, e)

P (Xφ, e) = P (φ, e)
P (φ1Uφ2, e) = P (φ2, e) ∨ P (φ1, e) ∧ φ1Uφ2
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The character ‘ ?’ is adopted in Def. 5 to denote the distinguishing aspect of decentral-
ized monitoring against the classical centralized one. In a centralized monitor, instead
of ‘ ?’ we would see ⊥ every time ∄i s.t. ei = p. In a decentralized context, we would
continue to see ⊥ when ei ̸= p, for some component i where p ∈ Ei. At the same time,
for all the others j ̸= i, we must wait for communication to happen in order to have a
Boolean evaluation.

3 Monitors’ distribution strategies
The specific distribution strategy of the progression function computations of Def. 5
can significantly impact the resources required to reach a verdict, and, therefore, it can
be crucial to determine whether or not a given formula can conveniently be monitored
at a given system node. In doing so, all the subformulae of the specification must be
mapped to at least one component of the system, and possibly more than one formula
is mapped to the same component. We clarify this intuition in the following definition.

Definition 6 (Distribution strategy). Let Stfm(φ) denote the set of subformulae
of φ. A monitor distribution strategy is a function dφ : C → 2Stfm(φ) that maps every
component i ∈ C to a set of subformulae of φ that must be monitored at that component.
Moreover, every subformula must be mapped to at least one component, i.e., ∀ψ ∈
Stfm(φ), ∃i s.t. ψ ∈ dφ(i).

In principle, any use case might have an ideal dφ of Def. 6 (e.g. a notable case is when
a given sub-formula is mapped to multiple components – like it is often the case when
developing resilient or traffic-efficient systems). For that reason, the efficiency of the
actual run can be significantly impacted by a poor choice of a distribution strategy,
for some chosen cost function γ. That said, most of the times practitioners consider
a restricted set of cost functions[5]; in the rest of our work, we focus on the following
ones:

Definition 7 (Monitoring cost). We call monitoring cost any of the following:

– N. of progressions: Computational iterations of the P function required to reach
a final verdict.

– N. of messages: Number of messages exchanged to complete the monitoring task.
– Avg. message size: Average size of the messages exchanged.
– Trace length: Evaluation delay between the observed events and the actual result.

Running example In the network we are considering, we might want to minimize the
number of progressions to reduce the computational load on the APs (e.g. when several
devices often do real-time calls), or maybe we want to minimize the average message
size (e.g., when most of the traffic is for intensive downloads and uploads, like in a
video-making setting).

In the experiments of Sec. 5, we consider a specific monitoring cost function for
any evaluation. In the following, we denote by γ the chosen monitoring cost function.
For a fixed formula φ and a system C, it is not trivial in general to decide which
monitoring distribution strategy dφ to pursue since the variability of the input traces
can significantly affect any monitoring cost one is willing to optimize. For example,
consider the case of Fig. 2 where alternative strategies are compared for a system
similar to the one described in Sec. 1: when observing a trace having ¬c at time 1,
orchestration and choreography will lead to a result immediately, while migration will
require some extra messages and processing steps, as it has to go through the node {e}
first. Generally, the best distribution strategy can be defined as follows.
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(a) Base system (b) Orchestration (c) Migration (d) Choreograpy

Fig. 2. Example of the different distribution strategies for the system of Fig. 1
and Formula 1, i.e. φ = (a ∧ b ∧ c) → Xd, where, for brevity, a replaces
1_D_1_CONNECTED, b replaces 1_D_1_WEAK_SIGNAL, c replaces 2_D_1_IN_RANGE,
d replaces 2_D_1_CONNECTED, and e some other generic event not affected by the cur-
rent formula. The sets denote the events locally observable by each node; P represents
the progression function evaluation, while ′ and ′′ are used to distinguish the two oc-
currences (in order of occurrence) of the symbol ∧ in the formula. Arrows denote the
communication flow.

Definition 8 (Best distribution strategy). The best distribution strategy of for-
mula φ, if it exists, is the distribution strategy dφ that minimizes the accumulated
monitoring cost function γ, over all the components i of the system C, for any trace u.

d̂φ := arg min
dφ

∑
i≤n

γ(dφ(i),u)

Unfortunately, the variability of formulae and observable traces can be so high that
the exact computation of Def. 8 becomes prohibitive for any realistic use cases. There-
fore, some approximations must be developed to answer this question promptly so that
the monitoring task can start without significant penalties. To face this problem, fo-
cusing on specific monitoring strategies frequently adopted in practice is convenient
(see [11][15]).

– D1 (Orchestration): the class of traditional centralized monitors that assumes (or
waits for) global observability. It corresponds to the mapping 0 7→ Stfm(φ).

– D2 (Migration): the class of monitors where the state of a monitor is progressed
by a node when some relevant local event is observed or otherwise transferred to
the next node. It maps the whole specification to all components, i.e., i 7→ φ, ∀i.

– D3 (Choreography): the class of monitoring functions where the formula is broken
down in a directed acyclic graph over several nodes of the system, and only results
are communicated, such that i 7→ {ψ ∈ Stfm(φ) | i ∈ arg max

j≤n
sψ(j)}, where sψ(j)

denotes some scoring rule for ψ at node j (e.g. the number of atomic propositions
in the formula that are locally observable).

Fig. 2 shows graphically how messages are distributed according to these strategies.
Note that several other communication flows could correspond to migration and chore-
ography. Despite considering a limited set of distribution strategies, Def. 6 is still sig-
nificantly expensive to compute because of the high variability of the observable traces
u. Therefore, some techniques to approximate this function are necessary in practice.
We will present them in the next section.
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4 Choosing good distribution strategies
We know that the optimal distribution strategy d̂φ depends on the specific number
of components of the system n, on the cost function of interest γ, and the formula
φ being monitored. In use cases like the one described in our running example, the
number of components of the system is fixed for the lifespan of the system, therefore
we drop the dependency on the constant n to simplify the presentation. Still, the exact
computation of the optimal distribution strategy is costly and too slow to take the
timely decisions that are needed to accommodate the system and the requirements of
Formulae 1-3. In the following, we consider an alternative approach to approximate
the best distribution strategy, where we extract some ahead-of-time knowledge of our
system to select the distribution strategy Dk with the highest probability of being the
best for the current system C and specification φ, more precisely:

If d̂φ = d′ then d′ = arg max
dj

Pr(d̂φ = dj |φ) (4)

The part of (4) after then introduces the probability space over distribution functions
for a given formula φ on a system of n components. While an exact computation of
this probability does not save us from having to consider all the possible traces u, a
statistical estimation when dj is restricted to the strategies D1,D2,D3 is more easily
achievable, and it might also get us very close to the optimal distribution strategy. To
pursue this approach, some aspects must be clarified:

– what information we can extract from the formula φ to approximate the best
distribution strategy d̂φ

– whether we can recommend a good/better strategy for some cost function γ when
some information about the current system is available (e.g., we know the cost for
some previous trace and distribution strategy of the system);

– whether we can predict the cost function γ for different distribution strategies,
given some observations.

We explore these aspects respectively in Sec. 4.1-4.3, while we postpone the actual
implementation details to Sec. 5.

4.1 Formula encoding
To properly compare the possible distribution strategies, it is crucial to encode the
target formula φ so that some characteristics are kept. (i)It must communicate the
primary aspects that could affect the performance of the distribution strategies. (ii) It
must provide a compact representation that allows treating in a similar way formulae
that are expected to behave similarly in terms of time required to complete the evalu-
ation. (iii) It must be easily exploitable for the recommendation and prediction tasks
we are interested in.

Definition 9 (Encoding). We call encoding E : Φ → Rk a function that maps a
specification φ to a vector of k real numbers.

In [5], the authors define an urgency level to support the definition of an evaluation
priority among the subformulae to monitor, with the idea that some temporal opera-
tors might affect more significantly the time required to complete the evaluation of a
formula. That intuition inspires the structural delay encoding presented in Def. 10.
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Definition 10 (Structural Delay). Let Tφ be the syntax tree of the formula φ, and
let Tφ[i] denote the i-th node of Tφ given a left-to-right top-to-bottom ordering of its
nodes. We will call E:

E(φ)[i] =


0 if Tφ[i] = ⊤ | ⊥ | ¬ | ∧
1 if Tφ[i] = p s.t. ∃j, p ∈ Ej
1 if Tφ[i] = X
2 if Tφ[i] = U

(5)

The structural delay encoding of φ.

For a formula φ = (a ∨ b)U¬c, the encoding steps are the following (summarized in
Fig. 3):

0 11 1

0

2

2 0 0 1 1 0 1 0 0 ...    0
0

Fig. 3. Encoding steps for a formula φ = (a ∨ b)U¬c. First, the tree is built (left),
then numbers are extracted (rounded numbers on left), and lastly, the numbers are
linearized (right).

1. The formula is first rewritten so only to contain the symbols in Def. 3.
2. A binary tree is generated from φ, where all atomic propositions are leaves, and all

logical operators are internal nodes of the tree. Unary operators are represented
as binary operators with a dummy leaf.

3. The encoding of Def. 10 is applied, with the respective numeric encoding associated
with every symbol of the formula. Dummy leaves are encoded as zeros.

4. The binary tree is linearized as a sequence of dataset features in a classical left-to-
right breadth-first traversal. In this process, all the formulae are normalized as if
they were of the maximum length by padding the shorter ones with zeros.

4.2 Recommending a better distribution strategy
In scenarios where the monitoring cost γ of some distribution strategy was observed
ahead of time (e.g. when a similar trace was monitored in the past), one might want
to check whether a better distribution strategy could be chosen. In this case, the goal
is to improve the monitoring cost, thanks to the recent experience. We can formalize
the following classification problem:

Definition 11 (Classification problem). Given the encoding E(φ) of the formula
φ, and a set of distribution strategies (or classes) like {D1,D2,D3}, we want to select
D̂k in the following way:

D̂k = arg max
Dk k=1,2,3

Pr(γ(Dk,u) ≤ γ | E(φ), γ)
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D̂k denotes the “best” distribution strategy as the one that maximizes the probability
of yielding a lower cost γ for some trace u that will be observed in future monitoring
instances. Note that these traces are unknown, so a training stage is needed to estimate
the costs correctly.

4.3 Predicting the monitoring cost
A more challenging problem is predicting the cost of a distribution strategy for a given
system without having any information about previous traces. In this case, the only
information for the input would be the specification φ, and the goal is to have some
prediction of the monitoring cost, which can be used to decide directly which of the
options provides the best-predicted cost, and therefore, which strategy to adopt. We
can cast this as a regression problem:

Definition 12 (Regression problem). We want to predict the monitoring cost for
a given distribution strategy Dk.

γ(Dk,u) ≈ fk(E(φ))

The fk function approximates the γ function that predicts the cost of a given distribu-
tion strategy Dk without simulating it. To correctly approximate it, a proper training
stage is required.

Running example Consider our network where R1 and R2 are being monitored as
the Formulae (2) and (3) respectively. Which strategy should they follow when the
system starts? A good guess could come from substituting Def 12 in Def.11, where,
in the absence of information on the trace, an estimation of the monitoring cost γ
informs the strategy to follow (say, e.g. an orchestration choreography where the mon-
itoring is happening only on the AP with id = 3). At some point, a sequence of events
1_A_1_HIGH_TRAFFIC is recorded (e.g. u = {..., 1_A_1_HIGH_TRAFFIC, 1_A_1_HIGH_TRAFFIC}).
Should the APs change the monitoring strategy to accommodate the new traffic? To
decide, one could use Def.11 to assess whether the orchestration is the best strategy for
the currently observed traffic (they now can directly observe γ(D1,u)). A simulation-
based approach, on the contrary, could require several seconds to evaluate the cost for
the three distribution strategies we selected, for a single trace, a result that should
be replicated with some variation of the trace to make the choice more robust. In
the following, we will show how our approach can significantly outperform a direct
simulation.

5 Experimental evaluation
We have seen in Section 4 that the problem of deciding a decentralized distribution
strategy over a system can be interpreted in several ways, and it might be constrained
over several dimensions (e.g., number of messages or message size). In a use case like
the one described in Section 1, a change to the decentralization strategy of the monitor
has to happen in very little time, not more than a few seconds, and should not impact
the computational power of the components, that could be already under-stress for
satisfying the bandwidth demand of the connected devices.

5.1 Studied Dataset
To generate a suitable dataset for our models, we used DecentMon [17], a tool for
benchmarking decentralized monitors. The data was collected by running DecentMon
over randomly generated formulae containing between 2 and 50 logical operators, over
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systems of 3, 5, 7, and 9 components, and traces of 100-time steps. The traces were
generated by independently sampling each event from a uniform distribution for any
component of the system, and the monitor was run over them until an overall simulation
memory bound was reached. If the bound is reached without a verdict, the combination
of formula-trace is discarded. Our formulae have been randomly generated following
the nine popular formula patterns from [13], which were selected for covering 92% of
a dataset of 555 real-world LTL specifications and that are frequently adopted as a
reference in the literature (see [21,5]). Common examples of patterns from [13], are
G(q → G(¬p)) to denote the “absence” of p (i.e. it is false), or G((¬q) ∨ F(q ∧ Fp)) to
denote the “existence” of p (i.e. at some point it becomes true). The monitoring of each
generated formula is then simulated for the three analyzed strategies (orchestration,
migration, choreography) over a randomly extracted trace. The final dataset contains
approximately 480 thousand entries (i.e., each entry being a combination of strategy,
formula, and trace), over a feature space of 709 numerical dimensions, that we used
to train and test our models. The dataset has been generated over approximately
40 hours of multi-thread simulations on 12 cores of a 2.1GHz Intel Xeon (Cascade
Lake), L1 cache 384KB, L2 cache 48MB, L3 cache 192MB, and 16GB of RAM. For
our experiments, an independent model was trained for any combination of the system
size and the cost function, using 70% of the dataset for training and the rest for
testing the models. For the classification problem, after some preprocessing, the final
training dataset contains, on average, 10250 rows per model, while for the regression
problem, the final training dataset contains, on average, 76000 rows per model. Check
the accompanying artifact for a replication package4.

5.2 Classification problem
For the classification problem of Sec. 4.2, all monitoring cost functions from previous
evaluations can be observed, and, therefore, a more informed decision can be made.
We used a K-Nearest Neighbors classifier implemented in Python’s scikit-learn over
the three distribution strategies presented on our target dataset. We collected the ac-
curacy and F1 scores for the different system sizes. The results are shown in Table 1.
The results of Table 1 clearly show that the classification problem is somehow straight-
forward (contrary to the regression one that we will see later), as is apparent from
the very high accuracy scores. This is unsurprising, as it can exploit the information
from an actual evaluation for subsequent computations. Nevertheless, the combination
with the F1 score uncovers certain aspects: (i) Some classes have very low F1 scores
despite the high accuracy, showing that the dataset was very unbalanced. Note that
unbalanced classes mean that the number of entries (e.g., the number of combinations
of formula-trace) where the best number of progressions is observed with choreogra-
phy is >> than the one of migration. This is even more apparent by looking at the
− signs (particularly when pursuing migration), which report that the difference in
the cardinality of that class versus the others was so big that no reasonable F1 score
could be extracted. This means the optimal strategy consistently leaned towards one
distribution strategy for most cost functions (except for the average message size). (ii)
We do not observe a significant change in the scores as the number of the components
in the system increases; this means that, from the data we have and the hypotheses
we made, we can conclude that the size of the system does not play a significant role
in moving the convenience from one strategy to another.

4 Live repository at https://github.com/ennioVisco/predicting-decentmon, paper
snapshot at [33]

https://github.com/ennioVisco/predicting-decentmon
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|System| Cost Accuracy F1 score
# comp. function score Orchestration Migration Choreography

3 N. of progressions 0.956 0.166 - 0.978
N. of messages 0.873 0.574 0.926 -
Avg. message size 0.951 0.760 0.235 0.975
Trace length 0.976 0.043 - 0.924

5 N. of progressions 0.976 0.043 - 0.988
N. of messages 0.880 0.647 0.928 -
Avg. message size 0.955 0.757 0.471 0.976
Trace length 0.895 0.155 - 0.944

7 N. of progressions 0.983 0.172 - 0.991
N. of messages 0.881 0.680 0.927 -
Avg. message size 0.955 0.765 0.489 0.977
Trace length 0.906 0.115 - 0.950

9 N. of progressions 0.980 0.084 - 0.990
N. of messages 0.878 0.746 0.920 -
Avg. message size 0.948 0.717 0.575 0.973
Trace length 0.905 0.180 - 0.950

Table 1. Classification model accuracy and F1 scores for each system size in terms
of the number of components (denoted as |System|), and for each class. The columns
show the prediction accuracy and the F1 metric for each class (we chose not to take
the average because of how unbalanced the classes are). Both accuracy and F1 can
range from 0 (very bad) to 1 (perfect). A ‘−’ sign denotes insufficient data points in
that class to compute a reliable F1 score.

5.3 Regression problem
Only the formula’s encoding is available for the regression problem of Sec. 4.3. On
our target dataset, we tested two alternative approximation techniques, a simple linear
regression, also regularized via Ridge and Lasso, and a multi-layer perceptron of 1 hid-
den layer, 100-neurons with a ReLU [20] activation function and no activation function
for the output – the default settings from the implementation we used from Python’s
scikit-learn, over the monitoring cost functions previously presented. We collected
the R2 scores for the different sizes of the system and for the adopted regression tech-
niques, which denote the proportion of the variation in the monitoring cost that can
be predicted from the input data. The results are shown in Table 2.

The results of the regression problem in Table 2, instead, give some insights into the
challenges in predicting the actual cost: (i) The R2 scores of the linear regressors become
quickly worse as the system size increases; this fact provides a clear benchmark of the
nonlinearity of the problem, as it becomes significantly more challenging to predict it by
linear approximation (e.g. for the n. of messages R2 goes from 0.478 to 0.134 selecting
the best performing linear models). (ii) A Multi-Layer Perceptron (MLP) without any
specific structuring of the layers performs already very well in several dimensions (e.g.,
the Avg. Message Size is always above 0.900, the Trace Size is always above 0.780,
and the # Messages is above 0.670 except for a system of 3 nodes). The previous
points are more clearly depicted in Fig. 4, which compares the predictions for the
number of messages for a system of 5 components: the linear models, even the one
regularized via Lasso, are not able to define a good prediction model. In contrast,
the Multi-Layer Perceptron captures the metric more precisely (they are more spread
along the identity diagonal, representing R2 = 1). (iii) The number of progressions
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|System| Technique # Progressions # Messages Avg. |Message| |Trace|
# comp.

3

Linear Regressor 0.697 0.478 0.322 0.738
L.R. + Ridge Regularization 0.443 0.345 0.608 0.584
L.R. + Lasso Regularization 0.650 0.284 0.558 0.383

Multi-Layer Perceptron 0.501 0.564 0.828 0.785

5

Linear Regressor -1.318 -4.097 ∗102 -9.056 0.607
L.R. + Ridge Regularization 0.395 0.275 0.666 0.620
L.R. + Lasso Regularization 0.682 0.209 0.651 0.381

Multi-Layer Perceptron 0.656 0.679 0.903 0.868

7

Linear Regressor 0.062 0.113 0.130 -1.452
L.R. + Ridge Regularization 0.628 0.232 0.494 0.638
L.R. + Lasso Regularization 0.844 0.163 0.479 0.386

Multi-Layer Perceptron 0.477 0.762 0.910 0.900

9

Linear Regressor -5.479 ∗103 -6.064 ∗10 -1.526 ∗102 -9.567 ∗102

L.R. + Ridge Regularization 0.664 0.204 0.521 0.637
L.R. + Lasso Regularization 0.797 0.134 0.500 0.388

Multi-Layer Perceptron 0.397 0.761 0.901 0.906
Table 2. Regression model R2 scores for the system’s different sizes and regression
techniques. The R2 score denotes the proportion of the variation in the monitoring
cost that can be predicted from the input data. It ranges from −∞ (very bad) to 1
(perfect).

needed to complete the monitoring is inherently harder to predict for non-regularized
models, (e.g. for a system of 9 components R2 = 0.397, is significantly lower than
the next worse predicted measure, i.e. R2 = 0.761 for # Messages). (iv) While the
number of progression gets harder to predict as the system grows, the results seem to
get better with Lasso regularization, suggesting that the growth in size helps the model
in selecting some dominant features over the others. Lastly, (v) in line with the scores
from the classification problem, the size of the system seems not to significantly affect
the prediction score (all values are in a range never larger than ±0.200 as the system
grows).

Fig. 4. Comparison of Lasso (left) vs Multi-Layer Perceptron (right) regressors scores
for predicting the number of messages exchanged in a system of 5 nodes. y denotes the
real value while ŷ is the predicted one. In a perfect predictor, the values would be all
along the identity line.
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5.4 Computational performances

The memory allocation of the trained K-Nearest Neighbors model is approximately
30MBs, while for the Multi-layer Perceptron model, it is 0.9MBs. The simulation time
is harder to estimate accurately because of the high variation from the specific pa-
rameters in a particular scenario. In our experiments, for a system of 5 components,
the simulation time for extracting 5276 combinations of formulae and traces for a sin-
gle formula pattern from [21] is 134mins (1.52s on average for a single formula/trace
combination), while our regressor models can evaluate 35 thousands combinations in
200ms.

5.5 Discussion

The principal argument in support of the proposed learning-based approach, in con-
trast to a direct simulation-based approach, comes from the runtime benefit of the
recommendations, and this is very clear when addressing the classification problem, as
well as the regression one via MLP, except perhaps for the # of Progressions that
proved to be the most challenging metric for both problems. The memory required and
testing time from the trained models are negligible (among all the models we tested,
the testing time was very small for large sets of values, i.e. 200ms for 35k entries). In
contrast, a simulation of the system would require much larger amounts of memory and
several seconds in the optimal case where a few traces are sufficient. We now briefly
mention some of the pitfalls we encountered during the development of our approach,
as they could be guiding directions for future work.

Alternative encodings Before reaching the final encoding of the input data, we tested
several alternatives:

– Formula operators cardinality: the simplest encoding we found for the input
formula φ is to report the number of occurrences of a given logical operator for that
formula (e.g. in φ = F(a∧ b) ∨ (c∧d), the encoding would be F = 1, ∧ = 2, ∨ =
1). While the difference in performance was minimal for elementary formulae, the
results were becoming much worse when the formulae had several levels of nesting.

– Unique operators encoding: an encoding we tested providing very similar re-
sults to the ones showed in Table 1-2 is one where each operator of the formula
and each atomic proposition is uniquely identified according to a shared dictionary
(e.g., in φ = F(a ∧ b) ∨ (c ∧ d), the encoding would be F = 1, ∧ = 2, ∨ = 3, a
= -1, b = -2, c = -3). The numbers were generally slightly worse, although in
that case, the increase in the model’s size showed even more minor negative effects.
Perhaps this information can be exploited in future, using more clever encodings.

– Trace events: To incorporate the information about the evaluated trace (partic-
ularly relevant for the Classification problem), we included the exact sequence of
events that occurred in every component at every time step. While this encoding
was quite costly (we observed an average 30% increase in the preprocessing time
of the dataset), it made the classifiers perform worse overall. We explain this by
noting that the trace space is much larger than the formula space (and grows faster
as the system gets larger), and the classifier cannot generalize well enough to the
unseen traces. That said, we do not exclude that some information from the traces
could be helpful, perhaps in the form of general statistics (e.g., average number of
events per component, average number of events per time step, events frequency,
etc.).
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6 Conclusions
We proposed a new formalization for optimally distributing decentralized monitors
in the context of unknown ideal network configurations framed on the use case of
a WiFi mesh network with beamforming. We developed two models based on state-
of-the-art simulators and machine-learning techniques to approximate this problem
and provide reliable answers instantly at runtime. Several directions could be followed
in future work: firstly, some of the initial scenario assumptions could be lifted, most
notably considering a weighted network would allow to account for imperfect commu-
nication and to extend the methodology to several other scenarios. A clear direction
of study could come from an end-to-end test of our solution, where a real system is
systematically stressed to test how beneficial our approach can be when compared to
simulation. Another interesting direction would be to allow for dynamic distribution
strategies. These strategies could exploit contextual information (e.g., deviations from
the expected costs or extra not-predicted information) to guide a reconfiguration, ef-
fectively reacting to environmental changes. Lastly, in the direction of perfecting the
predictions, alternative layouts of the Multi-Layer Perceptron (e.g. more hidden lay-
ers), or alternative learning techniques (e.g. Support Vector Machine-based ones) could
provide substantial improvements.
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