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Abstract

Two-dimensional hydrodynamic models are computationally expensive. This drawback can limit their
application to solving problems requiring real-time predictions or several simulation runs. To resolve
fine-scale physical processes, allowing for local impact assessments, downscaling techniques are essential.
Super-resolution is an innovative technique that upscales the resolution of an image and thus enables to
reconstruct high-fidelity images from low-resolution data. This study performs super-resolution analysis
for spatial downscaling of hydrodynamic data using various deep learning techniques to reconstruct high-
resolution flow fields from low-resolution flow field data. It increases the spatial resolution of coarsened
water depth and unit discharge norm from 4 m to 80 cm. The training data for these models was generated
using a physically based hydrodynamic model. To evaluate their performance and accuracy, multiple
tests were conducted using synthetic events. Our experiments indicate that these models successfully
predicted water depths in the testing flood scenario for the dynamic case but could not preserve the
steady states during the reconstruction. Furthermore, these models cannot satisfactorily generalize to
flood scenario outside the training datasets with different boundary conditions. The results demonstrate
that the proposed models are up to 30 times faster than the hydrodynamic model and promising in terms
of accuracy. Therefore, it bridges the gap between detailed flood modelling and real-time applications.

Introduction

Fast and accurate flood prediction is a crucial factor in decision-making and operational strategies, especially
when human lives are at stake. Climate change is likely to increase the frequency and intensity of extreme
storm events, which can potentially magnify the impacts of flooding [7]. Flood modeling is a fundamental
tool for planning and designing flood mitigation in urban areas. Two-dimensional (2D) hydrodynamic ap-
proaches such as shallow water models are the most effective models used for urban flood predictions [24].
However, they are computationally expensive, hampering their application in large-scale watersheds or when
many runs are required. For this reason, upscaled shallow water models have been under development over
the past two decades ([4, 14, 25, 12, 32, 13, 10, 29]). A salient advantage of upscaled shallow water models
is their computational efficiency, with CPU times two to three orders of magnitude smaller than those of
classical shallow water models ([12, 17, 13]). The price to pay for the computational efficiency of an upscaled
model is the coarseness of the approach. The simulation results are provided in the form of upscaled (or
averaged) flow variables over computational cells the size of one to several houses, typically 10 to 50 m.
For practical purposes such as flood hazard mapping, however, the knowledge of the flow fields is required
with a much finer resolution. Since hazard indicators are often strongly non-linear with respect to the flow
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variables, using only coarse scale averages cannot be expected to yield reliable assessments. Therefore, a
form of downscaling of the upscaled model simulations is needed to perform relevant hazard assessment. The
downscaling process has been little explored in comparison to the upscaling strategy, although interest for
the approach has started to emerge from the recent literature [5, 3].

In the context of climate change studies, downscaling methods have been developed and applied to in-
crease the resolution of climate model outputs. These methods include statistical and dynamical downscaling
using regional climate models, as well as AI-based downscaling that leverages neural networks (NNs), which
have become increasingly popular in recent years. The AI-based downscaling methods are based on the
image super-resolution (SR) approach which originates from computer vision, see [1] for a review. For ex-
ample, spatial precipitation downscaling enables the modeling of complex precipitation patterns using NNs.
An additional benefit of NNs is a considerable reduction in computation time and energy [22]. First ap-
proaches for spatial precipitation downscaling with NNs [27] used a super resolution convolutional neural
network (SRCNN, [9]). Convolutional neural networks (CNN) have shown their potential in downscaling
low-resolution climate model outputs while outperforming other statistical approaches [2, 21, 28].

Traditional SR techniques first map the Low Resolution (LR) image to higher resolution (HR) usually
with bi-cubic interpolation and subsequently learn the SR model in the higher dimensional space. This results
in much higher computational requirements and [26] alternatively proposes to perform feature extraction in
the LR space with the Efficient sub-pixel convolutional neural network (ESPCN).

Deep learning (DL) techniques have been used to predict floods with satisfactory results. CNN have
proven to be promising due to their ability to process raw data in image format and reduce the number of
parameters by using partially connected layers and weight sharing. [16] used deep CNNs trained from the
outputs of 2D hydrodynamic model to predict the inundation depth caused by river flooding. [20] applied a
U-Net based DL to model maximum water depths in an urban catchment using spatial inputs and rainfall
characteristics.

In comparison to classical CNN approaches, generative adversarial networks (GANs) do not rely on a
pre-defined expert metric, but instead utilize an evolving metric in the form of an individually trained neural
network, [11]. GANs consist of two networks: a generator and a discriminator. The generator, typically
a CNN, generates high-resolution images, whereas the discriminator evaluates the quality of the generated
images by distinguishing between real and artificial images. The generator’s task of trying to trick the
discriminator is defined by the model’s objective function [18, 31]. Both networks are simultaneously trained
in an adversarial manner. This approach significantly increases the capacity to create more realistic results
[30] and has been an effective method for generating high-resolution outputs [6]. In climate science, GANs
can learn to reconstruct high-resolution solutions from climate model outputs and random components.
[19] demonstrated the performance and capability of GANs within a spatial super-resolution approach by
downscaling coarsened precipitation data with a 16 upscaling ratio. The same idea has also been applied to
downscaling global precipitation forecasts [23].

The super-resolution methods based on GAN framework [18, 31] creates SR images that a discriminator
cannot distinguish as a real HR image or an artificially super-resolved output. In this manner, HR images
with better perceptual quality are generated. SRGAN [18] proposed to use an adversarial objective function.
The main highlight of their work is a multi-task loss formulation that consists of three main parts: (1) a Mean
Squared Error (MSE) loss that encodes pixel-wise similarity, (2) a perceptual similarity metric in terms of a
distance metric defined over high-level image representation, and (3) an adversarial loss that balances a min-
max game between a generator and a discriminator. The proposed framework basically favors outputs that
are perceptually similar to the high-dimensional images. Since other techniques generally learn to optimize
direct data dependent measures (such as pixel errors), [18] outperformed its competitors by a significant
margin on the perceptual quality metric.

Recently, [15] applied a conditional generative adversarial network (cGAN), which is also CNN based, for
predicting floods (floodGAN). Their approach uses spatially distributed rainfall as inputs to generate flood
maps up to 106 times faster than physically based hydrodynamic modeling. However, the transferability
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of their method to other locations is a major challenge because floodGAN is domain-specific due to the
lack of topographic information used as inputs. Furthermore, cGANs have been used for generalized flood
prediction in catchments not included in the training dataset [8], demonstrating the potential of GANs to
adapt to unseen urban catchments and enhancing the scope of predictive models.

In this work, a downscaling framework is proposed that relies on super-resolution models to estimate
High Resolution (HR) hydrodynamic variables from Low Resolution (LR) ones derived from upscaled flow
simulations. The aim is to obtain fast and accurate estimates of HR flow fields for a given flooding config-
uration (building geometry) for any flow scenarios (initial and boundary conditions). The focus is on two
indicators: the water depth and the norm of the unit discharge. One super-resolution model inspired from
the ones developed in climate change studies and floods prediction are put forward. The first model is the
Efficient sub-pixel convolutional neural network (ESPCN) in which the HR field is reconstructed with a
periodic shuffling operator and MSE loss is used to calculate the difference between SR and HR variables.
The model is compared to high resolution data over two synthetic configurations on a flat and variable
topography. We evaluate the accuracy of super-resolution models to reconstruct HR fields in a steady-state
and dynamic case. Their ability to enforce mass conservation and to generalize to unseen flood scenarios are
also analyzed.

1 Models

1.1 Flow model and hazard indicators

In what follows, the reference HR model is the two-dimensional shallow water model, written in conservation
form as

∂tu+∇ · F = S, u =

h
q
r

 , (1)
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where g is the gravitational acceleration, h is the water depth, n is Manning’s friction coefficient, q = (q, r)

is the unit discharge vector, (S0,x, S0,y)
T

and (Sf,x, Sf,y)
T

are respectively the bottom and friction slope

vectors. The water depth h and the norm of the unit discharge |q| =
√

q2 + r2 are widely recognized as
meaningful indicators for flood hazard. For the sake of conciseness, the analysis reported hereafter focuses on
the water depth and the norm of the unit discharge vector, that are the most widely acknowledged indicators
for flood hazard and the easiest variables to measure or compute.

1.2 Downscaling super-resolution framework

The proposed downscaling framework relies on image super-resolution (SR) approach which originates from
computer vision. The task of SR is to estimate a HR image ISR given a LR image ILR. We will refer to r
as the upscaling ratio between low and high resolutions. Both ILR and IHR are represented as real-valued
tensors of size H × W and rH × rW , respectively. Instead of recovering the LR image ILR from the HR
image IHR, the LR image is obtained by solving the system (1) on a coarser mesh than the one used to
generate the HR image. In this work, we use the super-resolution model introduced in [26] called Efficient
Sub-Pixel CNN (ESPCN). In this architecture, we first apply l layer convolution neural network directly to
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the LR image and then apply a sub-pixel deconvolution layer that upscales the LR feature maps to produce
the super-resolution ISR. For a network composed of L layers, the first L − 1 layers can be described as
follows:

f1(ILR;W1, b1) = ϕ(W1 ∗ ILR + b1) (4)

f l(ILR;W1:l, b1:l) = ϕ(Wl ∗ f l−1(ILR) + bl) (5)

where Wl, bl, l = 1, · · · , L− 1 are learnable network weights and biases respectively. Wl is a 2D convolution
tensor of size nl−1 ×nl × kl × kl, where nl is the number of features at layer l, n0 = 1 and kl is the filter size
at layer l. The biases bl are vectors of length nl. The activation function ϕ is applied element-wise and is
fixed. The last layer fL has to convert the LR feature maps to a HR image ISR. We pursue the following
strategy to implement this operation:

ISR = fL(ILR) = PS(WL ∗ fL−1(ILR) + bL), (6)

where PS is a periodic shuffling operator that rearranges the elements of a H ×W × r2 tensor to a tensor
of shape rH × rW . This operation writes

PS(T )x,y = T⌊x/r⌋,⌊y/r⌋,r mod (y,r)+ mod (x,r). (7)

The Mean Squared Error (MSE) is used to calculate the difference between the super-resolution ISR image
generated by the network and the actual high resolution image. The loss function in ESPCN is given by:

MSE =
1

r2HW

rH∑
i=0

rW∑
j=0

(
IHR
i,j − fL

i,j(I
LR)

)2
(8)

2 Numerical experiments

To set up the statistical downscaling models for each considered flooding configuration, pairs of LR and HR
flow simulations must be available from which LR and HR hazard indicators are derived. Within a given
flooding configuration, the numerical values of the initial/boundary conditions are allowed to vary from one
pair of simulations to the next, resulting in as many so-called flow scenarios. To ensure good performance
of the statistical downscaling models, a number of flow scenarios must be available representing sufficiently
consistent space-time behaviours of the flow fields. It is expected that, for a given configuration, once the
downscaling models have seen a representative number of flow scenarios, they can be applied to flow scenarios
that were not necessarily seen before.

2.1 Low and high resolution simulated data sets

A flooding configuration is defined as a given building geometry for which several flow scenarios, implemented
with initial and/or boundary conditions, are considered. The HR data sets are obtained by solving the two-
dimensional shallow water equations (1)-(3). The LR data sets are also obtained by solving equations (1)-(3)
on a coarser mesh. We denote ΩLR

i the ith computational cell in the LR mesh and |ΩLR
i | its area. The mesh

cells ΩLR
i form a partition of the overall computational domain Ω. The upscaling ratio between the LR and

HR meshes is given by:

r =
|ΩLR

i |
|ΩHR

i |
, (9)

where ΩHR
i is the ith computational cell in the HR mesh |ΩHR

i | its area. A synthetic urban configuration
is considered (Figure 1). It relies on a common layout consisting of a periodic array of length L made of
buildings, aligned along the x-direction. The computational domain is discretised into a high resolution mesh
with 80cm × 80cm square cells, for 3575 cells in total. We consider an upscaling ration r = 5 and obtain
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a low resolution mesh with 4m × 4m square cells, for 147 cells in total. We consider here two synthetic
configurations: in the first one, the bottom is flat and in the second some holes of 50cm are distributed
among the streets. The water is initially at rest in the domain, with an initial depth h0 = 10−2 and an
initial unit discharge q = 0. We run the flood simulations for 600s. We split the border of the domain ∂Ω
into three parts:

∂Ω1 = {x = 0, y ∈ [0, 4]}
∂Ω2 = {x = 200, y ∈ [0, 4]}
∂Ω3 = {y = 0, x ∈ [0, 200]} ∪ {y = 4, x ∈ [0, 200]}

(10)

At the border ∂Ω1, we impose a time-dependent unit discharge that increases linearly from 0 to q1 for
t ∈]0s, 150s], from q1 to q2 for t ∈]150s, 300s] and then decreases linearly from q2 to 0 for t ∈]300s, 600s].

At the border ∂Ω2, we impose a time-dependent boundary condition on the Froude number Fr =
|u|√
gh

.

The Froude number increases linearly from 0 to 0.5 for t ∈]0s, 150s] and then stays constant until the end
of the simulation. At the border ∂Ω3, we impose wall boundary conditions on the unit discharge q = 0.
This setting can yield after some time iterations to the propagation of a shock wave into the domain and to
wave reflections at crossroads and walls. Wave reflection phenomena introduce completely different hydraulic
behaviors and patterns and are challenging to capture with a coarse mesh.

Figure 1: Synthetic urban configuration.

2.2 Training and test sets

Here, the focus is on the evaluation of model performance on previously unseen data to assess the so-called
generalisation capability. The generalisation capability of a downscaling model may be measured in terms
of performance, for a given configuration, at estimating flow scenarios that were not seen before. Thus, for
each configuration, the training and test sets are defined as pairs of HR and LR hazard indicators simulated
for a number of flow scenarios. The flow scenarios used to form the training and test sets are designed so as
to span the space of boundary conditions. For our case study, fourteen flow scenarios are considered. The
size of the training and tests depends on the length of the simulation time T and the sampling time step
which are set as follows: T = 600s and the sampling time step is 1s. Hence, each scenario generates 600
samples and they are distributed over the training and test sets as follows:

Let us note that the parameters (q1, q2) used in the training set spans the interval [0.5, 1.5]
2
. In the test set,

the two first scenarios depend on parameters belonging to [0.5, 1.5]
2
and the three others lie outside of this

interval to evaluate the ability of the super-resolution models to generalize to unseen data.
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Table 1: Flow scenarios defined in terms of boundary conditions (q1, q2) used to form the training and test
sets for the two synthetic urban configurations (flat and variable topography).

Set Boundary conditions (q1, q2)
Training (0.5, 0.5) , (0.5, 1) , (0.5, 1.5) , (1, 0.5) , (1, 1) , (1, 1.5) , (1.5, 0.5) , (1.5, 1) , (1.5, 1.5)
Test (0.75, 1.25) , (1.25, 0.75) , (0.8, 2.1) , (1.9, 0.95) , (2, 2.5)

2.3 Results and discussion

The performance of the ESPCN super-resolution model is evaluated on test sets made of 5 flow scenarios,
different than the ones that constitute the training set, see Table 1. The performance evaluation on previously
unseen data aims to estimate the generalisation capability of the super-resolution model. In Figure 2, the
performance is provided in terms of the following relative error computed on the test sets for all configurations
and for both hazard indicators h and ||q||:

||XSR −XHR||
||XHR||

,
||XLR −XHR||

||XHR||
, (11)

for X = h or X = ||q||. The relative errors give the estimation error of the downscaling model relative to the
error made when using LR hazard indicator as surrogates for HR hazard indicator values. The overall trend
we observe in Figure 2 is the lack of accuracy of the the super-resolution model for the first time iterations of
each test scenario. These snapshots correspond to the first seconds of the simulation where the discharge q is
zero. The model fails to reconstruct this stationnary state even if the low resolution representation is correct.
This issue is already observed on the training dataset and is not due to the ability of the model to generalize
to unseen data. We are currently working on a specific data preprocessing that will improve the accuracy
of the model for the reconstruction of steady states. Moreover, in the dynamic case, the relative error made
by the super-resolution is way below the relative error of the LR hazard indicator. This statement is true
for the two indicators, water depth and discharge norm, and in the case of flat or variable topography.

Table 2 provides, for each configuration and each test set, the minimum and maximal values taken by
the water depth and discharge norm in the case of high, low and super-resolution. Following this indicator,
the downscaling model performs well and manages to reconstruct the whole interval of water depth and
discharge norm.

We seek now to compare the spatial profiles of the two hazard indicators in order to qualitatively assess
their interpretability in terms of hydraulic behavior. To this end, we plot in Figure 3 the profiles of the
water depth and discharge norm at the bottom of the domain 1. This part represents the main street of the
urban configuration and each crossroad will display strong nonlinearities which are challenging to represent
with a low resolution mesh. The downscaling model is capable of estimating complex spatial patters such
as the ones simulated by refined shallow water models, starting from a lower quality representation of the
flow fields. In the operational phase, this downscaling framework offers a considerable speedup over running
a HR simulation for each new flow scenario. For instance, for one flow scenario 15 CPU s are needed to
run the HR model. In comparison, running a LR simulation and downscaling the results using the ESPCN
model requires 0.5 s. The speedup factor is thus 30.

3 Conclusion

The analyses carried out in this work showed that the proposed downscaling framework inspired from super-
resolution may yield fast and accurate estimates of the HR hazard indicators. Further work is needed to
understand how to bring improvements to this super-resolution model for a large number of flow scenarios.
There is a need to investigate other model architectures than CNNs in order to improve the performance
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(a) Flat bottom case - Water depth (b) Flat bottom case - Unit discharge norm

(c) Streets with holes - Water depth (d) Streets with holes - Unit discharge norm

Figure 2: Error comparison between Low and Super Resolution for flat and variable topography test cases.
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(a) Flat bottom case - Water depth (b) Flat bottom case - Unit discharge norm

(c) Streets with holes - Water depth (d) Streets with holes - Unit discharge norm

Figure 3: Spatial profiles for flat and variable topography test cases.
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Topography Boundary conditions (minh,maxh) (min ||q||,max ||q||)
Flat Scenario (q1, q2) ∈ [qmin

1 , qmax
1 ]× [qmin

2 , qmax
2 ]

LR (0, 0.661) (0, 1.238)
HR (0, 0.672) (0, 1.247)
SR (0, 0.676) (0, 1.242)

Flat Scenario (q1, q2) /∈ [qmin
1 , qmax

1 ]× [qmin
2 , qmax

2 ]
LR (0, 1.005) (0, 2.487)
HR (0, 1.042) (0, 2.497)
SR (0, 1.047) (0, 2.489)

Variable Scenario (q1, q2) ∈ [qmin
1 , qmax

1 ]× [qmin
2 , qmax

2 ]
LR (0, 0.706) (0, 1.13)
HR (−0.03, 0.722) (−0.17, 1.14)
SR (0, 0.712) (0, 1.13)

Variable Scenario (q1, q2) /∈ [qmin
1 , qmax

1 ]× [qmin
2 , qmax

2 ]
LR (0, 1.238) (0, 2.487)
HR (0, 1.247) (0, 2.497)
SR (0, 1.245) (0, 2.527)

Table 2: Minimum and maximum value of the HR, LR, SR free surface elevation and unit discharge norm
for flat and variable topography test cases

of the downscaling strategy. One perspective for this work is to enrich the super-resolution models with
the fundamental properties of the physical model like mass conservation, steady-states preservation and
positivity of physical variables.
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