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Domain-Specific Modeling Languages (DSMLs) usually come with a dedicated integrated environment called a
modeling workbench. In the context of graphical DSMLs, such environments provide modelers with dedicated
interactive features that help them perform navigation and editing tasks. Many of these features are generic
and can be used by graphical DSMLs without any specialization (e.g., a physical zoom). Others require
specializations in accordance with the involved DSML. For instance, a semantic zoom requires specifying
which elements of the model must be graphically modified at the different zoom levels. However, current
language workbenches do not propose facilities to help language designers in developing such semantic-aware
features for their graphical modeling workbenches. So language designers must develop these features by
hand, which is a complex and time-consuming task. This paper proposes a novel approach to help language
designers in this task. In addition to existing DSML concerns, such as the syntaxes, we propose to capture
the interactive features of the targeted modeling workbench in the form of DSML pragmatics. We propose
an implementation of our proposal within one industrial language workbench, Sirius Web. We evaluate our
proposal through two representative use cases that support discussion of the feasibility of the proposal. We
also evaluate its scalability. The evaluation brings forward challenges the community has to consider while
developing highly interactive modeling workbenches.

CCS Concepts: « Human-centered computing — User interface programming; « Software and its
engineering — Domain specific languages; Integrated and visual development environments.

Additional Key Words and Phrases: language workbench, usability, graphical modeling language, DSML,
interactive feature
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1 INTRODUCTION

A Domain-Specific Modeling Language (DSML) is a modeling language specifically tailored to a
given concern [21, 40]. Developing a DSML also implies developing a dedicated modeling workbench,
i.e., a modeling environment in which a modeler can edit models of the DSML. Those modeling
workbenches play a central role in the usage of DSMLs as they provide modelers with a wide range
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of services and interactive features that improve their usability [38]. Classically, DSML services
take the shape of, for example, specialized editors, formatters, consistency checkers, or modeling
assistants [49, 51, 53]. Interactive features help users of those modeling workbenches to perform
navigation and editing tasks [11, 39, 60]. Several studies have identified the usability of modeling
workbenches as a key issue. In [45, 54], the questioned experts are concerned about the usability
of the editors they develop or use. In [5, 38, 73], the experts interviewed reported that creating
and editing models is slow and that modeling tools are too expensive. Moreover, according to [57],
interactive features are important for experts to remember contextual information to identify and
fix errors. As a result, researchers are working on user experience and usability in MDE [1], and in
particular in language engineering [33, 43, 67]. One identified challenge is the need for customizable
and semantic-aware features in modeling workbenches [1, 16]. For example, dynamic filtering
is a type of interactive features that permits filtering out model elements to focus on a specific
concern [11, 39, 41, 64, 66, 77]. In [11], the authors developed dynamic filters to temporary display
the (sub-)inheritance tree of a selected class of a metamodel, in a class-based metamodel viewer.
Such features are semantic-aware, as they rely on concepts of the DSML under study (here, the
inheritance concept defined in the involved metamodel). However, building such interactive features
for each graphical modeling workbench by hand is a complex and time-consuming job [11, 50].
So, there is a scientific challenge in helping language designers in building graphical modeling
workbenches that embed interactive features specifically adapted to modeling and proposed in the
literature. To overcome this challenge, we identified the following research questions that currently
prevent the build of such graphical modeling workbenches:

(1) How to permit language designers to add interactive features dedicated to modeling in their
different modeling workbenches? If the scientific literature proposed various interactive
features, the current DSML approaches do not propose the integration of such features in
modeling workbenches.

(2) How can a language designer configure selected interactive features to match the DSML
concepts? Each DSML has its own concepts. So, configuring a semantic zoom, for example,
requires to map the different zooming levels to elements of the targeted DSML (e.g., elements
of its abstract or concrete syntaxes).

(3) How to integrate the two above-mentioned points in the model-based development process
of a DSML and its modeling workbench? The classical DSML development approach involves
the definition of different metamodels to build one DSML. Each metamodel describes one
aspect of the DSML (e.g., its concrete syntax, its abstract syntax). A language workbench
then integrates the different metamodels to build as output a modeling workbench.

This paper proposes a novel approach to help language designers in building modeling workbenches
with dedicated semantic-aware interactive features. In addition to the existing meta-languages
that define a DSML (e.g., meta-languages that define the abstract and the concrete syntaxes), the
approach proposes a novel meta-language to select and specialize the interactive features that
language designers want in the modeling workbench of a given DSML. By extending a classical
DSML approach, our proposal complements existing language workbenches dedicated to the
production of graphical modeling workbenches.

We implemented our proposal within an industrial open-source language workbench, namely
Sirus Web [35]. Our evaluation, based on the development of two representative graphical DSMLs,
supports discussion of the feasibility of the approach. We also evaluate the scalability of it.

To sum up, the contribution of the paper consists of a novel approach to complement existing
language workbenches by describing and specializing semantic-aware interactive features of
graphical modeling workbenches.
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Augmenting graphical modeling workbenches with semantic-aware interactive features 3

The rest of the paper is organized as follows: Section 3 presents the challenges of easing the
production of semantic-aware interactive features, and a review of common interactive features.
Section 4 details the proposed approach. Section 6 describes an implementation of our approach in
a language workbench. Section 6 presents the evaluation of the proposal. Section 7 comments the
related work. Section 8 concludes the paper and discusses future work.

2 BACKGROUND AND ILLUSTRATIVE EXAMPLE

This section first introduces the classical model-driven engineering approach used to develop
DSMLs. It then details an illustrative example used throughout the paper to both motivate the
scientific challenges and the proposed approach.

2.1 Background

Language Environment User

Meta-language

Abstract syntax Concrete syntax
meta-metamodel meta-metamodel ' 0
-~ y Y
conforms to conforms to
DSML
defines uses
Language
Abstract syntax Concrete syntax [ BT [
metamodel metamodel

'y 'y ‘r Language designer

conforms to conforms to a

produces
Model
defines Modeling uses
DR— P R—
Abstract syntax Concrete syntax workbench

Modeler
Fig. 1. The model-driven development approach of DSMLs.

Figure 1 depicts the standard model-driven approach to develop DSMLs [21]. This approach
involves two roles. The language designers are in charge of developing the DSML and its development
environment (the modeling workbench). To do so, they use a specific development environment,
called a language workbench, such as XText for textual languages [26], or Sirius Web for graphical
languages [35]. The interested reader can refer to [28] that discusses a large panel of language
workbenches and their characteristics. In a language workbench, a language designer creates a
DSML by designing the different metamodels that compose it, in particular: the abstract syntax
metamodel that details the concepts of the DSML; the concrete syntax metamodel that defines how
to represent graphically or textually, the concepts (a DSML can have several concrete syntaxes);
other metamodels that define specific concerns of the DSML and its modeling workbench (e.g.,
a language designer can define the debugging metamodel of an executable DSML [14]). Each
of these metamodels focuses on one specific concern of the DSML. The language workbench
combines and integrates these metamodels to produce a modeling workbench. One can extend a
DSML to add, for example, new features in the modeling workbench or a new concrete syntax.
To do so, one has to: @ — define a novel type of metamodels (a meta-metamodel), such as the
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interactivity meta-metamodel proposed in this paper; ® — extend the integration to consider the
novel meta-metamodel. For example, when adding debugging facilities to a DSML, developers
of this debugging approach have to code how one designed debugging metamodel can augment
the output modeling workbench with the defined debugging facilities. Modelers use the modeling
workbench produced to edit models of the involved DSML. A model instantiates elements of the
abstract and concrete syntax metamodels: the abstract syntax of a model conforms to its metamodel.

2.2 lllustrative Example

N CRA Studio ; €
™8 Explorer ERA Representation X = Details
+ ¥ = r — Class Node Description a
DA< BAHEFREWN T
> Ta CRADomain : 0O Root Core Properties
> ‘g CRAInteractivity : Name
hd E CRAView § Class Node Description
v @ View
v CRA Diagram Description packagee ] Domain Type
v [E] Class Node Description  : [ Package cra:Class
= aqltrue ’—Lu oo
« ass : q r
& RectangularNodeStyleDescription ¢ classes [31.4] 3 Semantic Candidates Expression
superclasses _
>[5 Atribute Sub-node Description ~ : agl:self.eContents()
> me aglselfname 4
Precondition Expression
> JJ* Relation Edge : O Attribute target ve\jtlons 0.4
> J* Superclass Edge | trpe
O Relation
Synchronization Policy
(® SYNCHRONIZED (O UNSYNCHRONIZED
Collapsible
. Reused Child Node Descriptions
L. FE-
Lo v

Fig. 2. A language workbench used to defined the abstract and concrete syntaxes of the CRA DSML

We will use a simple DSML to illustrate the standard model-driven DSML development approach,
and explain the scientific challenges and the proposed approach detailed in the next sections. We
named this illustrative DSML CRA (Class Relation Attribute), as it is a simple UML-like class diagram
DSML. Following the process depicted by Figure 1, a language designer uses a language workbench
(here Sirius Web [35]) to build a modeling workbench for the CRA DSML. The abstract syntax
metamodel of CRA is first designed (middle pane of Figure 2). The Root class is the root of the
abstract syntax metamodel and can contain Package instances which, in turn, can contain Class
instances. A Class instance can be abstract and may have a superclass (of type Class). It can
also contain multiple Attribute and Relation instances. A Relation (that stands between two
classes) has a unique Class target. Finally, Package, Class, Attribute, and Relation inherit from
the interface Nameable.

The language designer can now create a graphical concrete syntax metamodel that will represent
the concepts of the abstract syntax metamodel. The left pane of Figure 2 partly depicts a concrete
syntax for CRA. A node description corresponds to the graphical representation of a class of the
abstract syntax metamodel (here the class cra: :Class). The style description defines the style of
this graphical node. The two Edge items describe the graphical representation of two types of links
between classes: inheritance (superclass) and relation.

The language workbench then uses the abstract and concrete syntax metamodels to build as
output the modeling workbench. This modeling workbench will embed standard interactive features,
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Augmenting graphical modeling workbenches with semantic-aware interactive features 5

such as a physical zoom, or a tool palette, to create model elements. Even if the abstract and concrete
syntaxes of this DSML are simple, the use of this DSML can lead to large models with numerous
classes and relations [11]. In such cases, a user may face difficulties in understanding, editing, or
navigating within the models, for example, to find a specific class or visualize the connected classes.

3 CHALLENGES

The DSML development example introduced in the previous section would lead to a modeling
workbench with standard interactive features. A reason is that interactive features specifically
dedicated to each DSML require specific developments that current DSML development approaches
do not propose. The literature, however, details a large panel of such dedicated interactive features,
which we identify and discuss in Section 3.1. Section 3.2 then discusses the challenges that language
workbenches face for proposing such interactive features.

3.1 Semantic-aware interactive features

This subsection details a set of common interactive features that aim at improving usability and
productivity while editing a graphical model in a modeling workbench. We focused on semantic-
aware interactive features, as defined as follows:

Definition 3.1 (semantic-aware interactive feature). A semantic-aware interactive feature of a
modeling workbench requires user interactions to perform some actions on a view of the model
(e.g., navigation actions) or on the model itself (e.g., editing actions). Those features are aware of the
context and configured according to the DSML syntaxes. By context we mean the current activity
of a modeler, for example working on a given model element.

On the contrary, generic interactive features are reused among languages, such as the physical
zoom (in [61], the authors called such features diagram-aware features). Another example is the
feature folding that folds the children of a given node. This feature is generic, as it applies to any
parent-child pattern.

Since there is no specific term to identify interactive features of graphical modeling environ-
ments, we did not use a systematic approach. Instead, we reviewed research papers published in
specific venues, both in the Human-Computer Interaction (VL/HCC, CHI, UIST, EICS) and software
engineering (SoSyM, MoDELS, SLE, VisSoft, CoLa) domains in the past five years. To do so, we
analyzed their proceedings using DBLP! by reading their titles and abstracts. We manually selected
papers that specifically refer to both software modeling and HCI. We also consider the references
from a taxonomy paper [13]. This provides a selection of related work papers and papers discussing
interactive features for graphical modeling workbenches. We also processed the references of the
selected papers according to a snowballing approach. We completed this set with scientific papers
from our personal bibliography. The goal of this step is not to be exhaustive, but to identify a
representative set of interactive features.

Table 1 lists the 16 interactive features we identified. In this table, we did not include interactive
features that perform CRUD operations since those features natively come with any modeling
workbench. From this set, 15 come from our review of specific venues. The last remaining one
comes from our personal bibliography (a Petri net modeling workbench [6]). During the process,
we also identified six research papers we discuss as related or motivating work [24, 32, 37, 48, 54].
The identified research work proposes either novel features for interacting with graphical models
(e.g., semantic zooms), or services to be plugged into modeling workbenches through interactive
features (e.g., recommender systems).

1For example with EICS and MoDELS: https://dblp.org/db/conf/eics/index.html, https://dblp.org/db/conf/models/index.html.
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Table 1. Identified interactive features and services.

Name Categories Sources Supported
Semantic Zooming Visualization [11, 22, 30, 36] v
Magic lens Visualization [59, 60]

Dynamic Filtering  Visualization [11, 39, 41, 64, 66, 77] v

Focus+context Visualization [41, 58]
Offscreen Visualization [22, 29]
Hover Visualization [61]
Edge navigation Navigation [11, 76]
Semantic search Navigation [5, 11, 76, 77] v
Auto-layout Editing [61]
Quick-fix Editing [27]
Graphical
auto-completion Editing [6, 47] v
Template Editing [46, 72, 74] ~
Stroke gesture Editing [31, 65]
Recommender system  Editing [3, 23, 75]
Model assistant Editing [18, 52, 68]

Our work focuses on the use of mice and keyboards so that we let stroke gestures as future
work. Moreover, we focus on interactive features that cannot be automatically inferred from the
different metamodels of the DSML (i.e., generic interactive features). For this reason, we excluded
edge navigation or off-screen visualization, which can be inferred from the concrete syntax. Some
features, such as the basic auto-completion, can be inferred from the concrete syntax definition.
For example, in a 2D context, a graphical auto-completion can consist in completing an element
under creation with its mandatory elements, inferred from the syntaxes [6]. An auto-completion
system, however, can also be semantically aware. For example, graphical auto-completion can
suggest model snippets while editing. Services like recommender systems, model assistants and
quick fix rather work as an external service to build and plug-in. We thus do not consider such
features. For the same reason, we did not consider automatic graphical layout algorithms, as they
usually do not require user interactions.

In this paper, we focus on four semantic-aware interactive features. A semantic zoom applies
filters depending on the zoom level [11, 22, 30, 36]. A filter performs operations (hide, show or
modify graphical elements) on the current view. A semantic zoom is useful to visualize a model
with different levels of details, where a modeler can change the level of details using, for example,
zooming in/out. The dynamic filter enables filtering out elements of a view based on a selected
element and the related information to highlight [11, 39, 41, 64, 66, 77]. For instance with a class
diagram, a dynamic filter can display the super inheritance tree of a selected class and hide the
rest of the view. The semantic search is a search field that searches in specific configured parts of
models [5, 11, 76, 77]. The templating interactive feature consists in proposing model fragments
to be merged and completed in the current model under edition. This principle is partly shared
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Augmenting graphical modeling workbenches with semantic-aware interactive features 7

with the graphical auto-completion. We call this share principle snippet, our approach supports.
A snippet is simpler than a template, as a template can have parameters. We do not consider the
magic lens and the focus+context techniques, as they rely on concepts similar to semantic zoom
and dynamic filter (i.e., hide, show or modify graphical elements).

3.2 Categories of gaps between specifying and producing interactive features of
graphical modeling workbenches

Adding graphical semantic-aware interactive features in modeling workbenches, such as the ones
detailed in the previous section, requires overcoming several scientific and technical gaps. These
gaps currently prevent language designers to build graphical modeling workbenches with semantic-
aware interactive features.

Semantic gap. One specificity of graphical DSMLs and their modeling workbenches is that a large
panel of interactive features is expected to be configured based on the semantics of the DSML under
study (see Table 1). For example, adding a semantic zoom requires identifying which elements of
the CRA DSML to hide, show, or transform, on each zooming level. Such elements can be part of
the different metamodels of the DSML, such as the abstract syntax, the concrete syntax, or the
mapping between these two syntaxes. Therefore, specifying the interactive features of graphical
modeling workbenches requires access to the different metamodels of the DSML, such as the ones
depicted by Figure 2 for the CRA DSML.

Performance gap. The execution of interactive features may be expensive on large models. For
example, with cloud-native workbenches (i.e., Web applications composed of back-ends that provide
services and front-ends that provide user interfaces and use those back-end services), interactive
features may require back-end queries. This may have a negative impact on the usability of the
modeling workbench by increasing the latency [61]. For example, a semantic zoom may have to
filter in or out numerous model elements and may require supplementary information from a

back-end.

Platform gap. The transformation from the DSML specifications (i.e., the different metamodels,
step ® in Figure 1) to a concrete modeling workbench targets platforms that have their own
technical constraints and interactive features. For example, targeting the Eclipse or the Sirius Web
platforms requires dealing with their UI frameworks and existing features (e.g., physical zooms).
Another example is that interactive features may either result in the creation of a new view or a
modification, temporary or permanently, of the current view. The targeted platform may impose
such a design choice.

UI gap. Adding interactive features may require the addition of new widgets in the UI of the
modeling workbench. To do so, the approach must have access to information related to the UI of
this workbench.

Increasing the interactivity of graphical modeling workbenches of DSMLs faces several
challenges (the gaps) we have detailed in this subsection. The proposed approach is the
result of a trade-off among these gaps. The next subsections detail our proposals for
bridging these gaps.
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4 APPROACH

This section details the proposed approach. Section 2.2 introduces an illustrative example. Section 4.1
gives an overview of the approach. Section 4.2 details the proposed meta-language used to specify
semantic-aware interactive features to be used in modeling workbenches.

4.1 Overview

Existing artifacts of
depends on language/modeling workbenches

D Interactivity artifacts

Existing components of
language/modeling workbenches

D Interactivity components

====p Conformsto

Abstract  |dependson|  Concrete | dependson

Interactivity
Syntax DSL Syntax DSL

DSL

¥ T
: ——— Relation
|
! Legend

Abstract Concrete -
Interactivity
Syntax Syntax metamodel
metamodel metamodel
x
1
i
Language workbench
—————— 1
: produces depends on
i
1
i
1
1
1
1
Model
abstract
syntax
T represents
Model
user . s
concrete  f=-=- interactions |  Interactivity
syntax library
| PR
. applies
Model editor interactive feature

Modeling workbench

Fig. 3. Overview of the approach

Figure 3 presents the overview of the approach that overcomes the identified gaps (Section 3.2).
To overcome the semantic gap, we propose a new meta-language (see Figure 1) that permits lan-
guage designers to select and customize semantic-aware interactive features for a given modeling
workbench. This new meta-language, namely Interactivity meta-language (that produces in-
teractivity metamodels), complements the mainstream MDE development approach used to
build DSMLs and their modeling workbenches (detailed in Section 2): in addition to other meta-
models (concrete syntax, abstract syntax, etc.) language designers create to build their modeling
workbenches, they can now use the Interactivity meta-language we propose to customize the
interactivity of modeling workbenches. Section 4.2 introduces this new meta-language.

To overcome the platform gap, the Interactivity meta-language is independent of the targeted
language workbench (e.g., Sirius Web). To concretize an interactivity metamodel to a given language
workbench, each modeling workbench has its own interactivity library. A developer has to code
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Augmenting graphical modeling workbenches with semantic-aware interactive features 9

one interactivity library for a given language workbench. The interactivity library extends the
produced modeling workbenches with the interactive features our proposal supports. It interprets
the interactivity metamodel developed by the language designer to configure the modeling work-
bench using, for example, the modeling workbench API. This enables widget addition (e.g., buttons)
and event listening (UI gap). The Interactivity library then reacts to the different listened user
interactions to apply the interactive features.

4.2 Specifying semantic-aware interactive features

Using the proposed Interactivity meta-language, language designers can select the interactive
features to include in their modeling workbench. Then, they have to configure the selected fea-
tures to adapt them to the DSML under development. Figure 4 depicts the abstract syntax of the
Interactivity meta-language. Listing 1 is an illustrative metamodel produced using the Interactivity
meta-language for the CRA DSML (introduced in Section 2.2).

© SemanticSearch

1.%
searchin

©BoundedRadius

@ModelSnippet}
[ J min: Integer
max: Integer

©Interactwlty /7 P T A1

* features -
©D namicFilter — elements// focus
@Interact/’veFeature 7777777777 W 0.1 ®Radius © P
name: String rad‘“}i} ---

! value: Integer
©Semant|cZoom i © Level
vels| min: Integer

max: Integer [x

@ElementReference

(©)visibilityModifier

1
filterToApply

(©FilterDefinition 6) ModifierF~
mod\fiersiv
.

visibility: Boolean

filterToApply;

filters *| name: String

(© styleModifier
style: Style

Fig. 4. The meta-metamodel of the Interactivity meta-language

The Interactivity abstract syntax makes references to the other metamodels of the DSML (e.g.,
abstract and concrete syntaxes). In Figure 4, the class Interactivity has relations to the handled
concrete and abstract syntaxes. In Listing 1, lines 1 and 2 indicate the abstract and concrete syntaxes
of the CRA DSML. Then, a language designer can select different interactive features identified and
introduced in Section 3.1: the semantic search (class SemanticSearch, and illustrated on Lines 3
to 5); the dynamic filtering (class DynamicFilter, and illustrated from lines 6 to 10); the semantic
zoom (class SemanticZoom, and illustrated from lines 11 to 13); the snippet-based features (class
Snippet, and illustrated from lines 14 to 19).

Once selected, the language designer must specialize a semantic-aware interactive feature to
match the DSML. The semantic search must select the elements from the DSML to search. For
example, on line 4, the search results will first display matching class names, then package names.
If the language designer sets all to true (Line 5), then the search result list will end with all the
remaining string occurrences found in the DSML. In the meta-metamodel, we represent references to
DSML elements through the interface ElementReference to let the language workbench developers
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choose how to implement this one. In Listing 1, a string represents such a reference, such as
craas.packages.classes.name on line 4.

The dynamic filters and the semantic zoom are visualization techniques based on the concept
of filters that temporarily change the view. In the filters section (from Line 21), the language
designer defines the filters (class FilterDefinition) to be used in those interactive features. In
the code example, the language designer defined three filters: show-inheritance (Line 22), without-
attributes (Line 25), without-package (Line 29). A filter has a set of modifiers that show, hide, or
change the style of targeted elements of the abstract syntax (Modifier.elements). For example
with Line 24, the modifier will show the target objects of package.class.superclasses. The default
behavior of a filter definition (e.g., show by default all the elements, while the filter will hide some
of them) depends on the interactive feature that uses it, as detailed below.

A modeling workbench can have several dynamic filters. Our code example defines a single one
(Line 6) named inheritance (Lines 7 to 10). This filter shows the super inheritance tree of a targeted
class. This dynamic filter first defines the element of the abstract syntax from which the filtering
starts, here craas.packages.classes (Line 8, the focus). The selected filter is show-inheritance
(Line 10), defined on lines 22 to 24. The default behavior of a filter in the context of a dynamic filter
consists in hiding all the elements. Then, the applied filter shows or changes the style of selected
elements recursively: the first 'show’ modifier (Line 23) means that Class objects contained in
packages will be displayed. From the focused class, the dynamic filter will apply the filter to each
element that is the target of the superclasses relation (Line 24), recursively until reaching the
radius (Line 9). The radius is an integer value that permits limiting the propagation of the dynamic
filter, i.e., the number of elements displayed around the targeted element. In the context of the
inheritance dynamic filter, a radius of 0 would mean that only the targeted class and its super classes
will be displayed, without any propagation to the super classes.

The semantic zoom does not focus on a given element but evaluates its filters globally (i.e., from
the roots of the model). By default, all the abstract syntax model elements are considered visible
unless a modifier indicates otherwise. A semantic zoom has different zooming levels (Lines 12
and 13). To each level corresponds a filter configuration. For example, on line 12 the without-
attributes filter is executed when the zoom level is between 0% and 75%. This level hides class
attributes (Line 26) and increases the font size of the class names (Line 27). Between 150% and 200%,
the applied filter is without-packages (Line 13). This filter hides the packages (Lines 28 and 29) but
not the classes they contain.

Finally, the snippet interactive feature involves a model snippet (interface ModelSnippet). A
model snippet corresponds to a model fragment to be inserted into the current model. It thus relies
on the abstract syntax of the DSML under development. Mode1Snippet is an interface that abstracts
snippet specification. The developer can develop the most suitable concrete implementation of
ModelSnippet for a giving language workbench. For example, one may choose to specify the
snippets as a model which is an instance of the developed DSML if the language workbench enables
its instantiation at design time. Another one may rely on the ESON DSML ? that permits the creation
of models in a textual format. The example of Listing 1 defines two snippets: abstractClass (Line 15);
composite (Line 18). The abstractClass snippet corresponds to the definition of an abstract class (i.e.,
an object of type Class with the attribute abstract set to true). The composite snippet is more
complex and corresponds to the design pattern composite (a class X that inherits from class Y and
is composed of objects of type Y) [34]. Both snippets have a focus element, here craas.packages,
that defines the merge point of the snippet into the model. Therefore, the snippets may be proposed
to the modeler when they interact with an instance of the focus element. In the example, when

Zhttps://wiki.eclipse.org/ESON
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Augmenting graphical modeling workbenches with semantic-aware interactive features 11

a modeler selects a package, the user interface may suggest the two snippets. Note that in the
Interactivity DSL, the snippet feature is independent of the concrete interactive features that would
trigger the snippet in the modeling workbench. For example, a model snippet can take the form
of a button in an editing palette (so a kind of templates), or be the result of a drag-and-drop (i.e.,
the auto-completion drag-and-drop of [6]). Future work may consider templating (i.e., snippet
with advanced features, such a template parameters [46]). The snippet interactive feature can also
specify an element of the DSML concerned by the snippet.

The Interactivity DSL configures interactive features without considering how they are triggered
inside the modeling workbench. Indeed, triggering a user interaction depends on the modeling
workbench user interface. So, it depends on the modeling workbench capability and its tech stack.
Given the diversity of language workbenches and tech stacks, the way of triggering user interactions
is left up to the developer.

import abstract-syntax 'cra-as.ecore' as craas
import concrete-syntax 'cra-cs.ecore' as cracs
search:

in: [craas.packages.classes.name, craas.packages.name]

1

2

3

4

5 all: true
6 dynamic-filter:

7 inheritance:

8 focus: craas.packages.classes
9 radius: [1..x]

10 filter: show-inheritance

11 semantic-zoom:

12 [0%-75%[: filter: without-attributes
13 [150%-200%[: filter: without-packages
14 snippet:

15 abstractClass:

16 model: absclass.eson

17 focus: craas.packages

18 composite:

19 model: composite.eson
20 focus: craas.packages
21 filters:

22 show-inheritance:

23 show: craas.packages.classes

24 show: craas.package.class.superclasses

25 without-attributes:

26 hide: craas.packages.classes.attributes

27 setstyle craas.packages.classes.name: font-size 200%
28 without-package:

29 hide: craas.packages

Listing 1. An interactivity metamodel for the CRA DSML
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4.3 Composability of semantic-aware interactive features

Our approach supports the activation of several interactive features simultaneously. For example, a
modeler can zoom in semantically so that some elements are not displayed anymore. Then, this
user can apply a dynamic filtering. Such compositions of features imply conflicts (see Table 2) that
need strategies to be resolved.

Table 2. Conflicts between interactive features. v/ means that applying the feature 1 and then the feature 2
leads to a conflict. X means that no conflict appears.

—

——__ Feature 2

Feature 1\\\\ Dyn. filter Sem.zoom Sem.search Snippet

Dyn. filter v v v v

Sem. zoom v v v v

Sem. search X X X X
Snippet X X X X

The use of visualization features (dynamic filter and semantic zoom) implies conflicts, whatever
the feature that is then used. Two successive dynamic filters result in applying the second one (and
replacing the first one): dynamic filters are not cumulative, including in scenarios where features
are executed between the two filters. The same scenario operates with two semantic zooms. A
dynamic filter followed by a semantic zoom is equivalent to performing the semantic zoom followed
by the filter (idempotence). The idea is that semantic zooming prevails over dynamic filtering.
Therefore, this also means that a dynamic filter cannot display elements that the semantic zoom
hides. A semantic search applied after a dynamic filter or a semantic zoom searches in the displayed
elements only. Similarly, a snippet cannot be used if it contains an element that a dynamic filter
or a semantic zoom currently hides. The use of a semantic search or a snippet followed by any
interactive feature does not lead to any conflict.

5 IMPLEMENTATION

This section presents an implementation of the Interactivity meta-language. Our implementation
operates within the graphical language workbench Sirius Web [35]. Section 5.1 first presents Sirius
Web, and then Section 5.2 presents our implementation.

5.1 Sirius Web

We implemented our proposal within the industrial language workbench Sirius Web [35] ver-
sion 2024.5.6. Sirius Web is an open-source project maintained by the Obeo company and hosted by
the Eclipse Foundation [35], licensed under EPL v2. Sirius Web is a web application that final users
can access through a web browser front-end. The Sirius Web’s client (front-end) is developed with
TypeScript, React, and ReactFlow® for the diagram rendering. Sirius Web uses GraphQL to exchange
data between the front-end and the back-end. Finally, the server part (back-end) is developed using
Java, Spring Boot, and EMF [69] (Eclipse Modeling Framework). EMF is an industrial framework that
supports the development of meta-metamodels through the Ecore meta-language (a meta-language
used to define meta-languages) [69]. Numerous language workbenches use EMF and Ecore as a
core framework to define their meta-languages. Sirius Web is one of them, providing language
designers with two meta-languages made with EMF: Domain to define the abstract syntax of the

Shttps://reactflow.dev
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Augmenting graphical modeling workbenches with semantic-aware interactive features 13

DSML; View to define the concrete syntax and the tools enabling, from the concrete syntax, the
creation, modification, or deletion of abstract syntax model elements. The View DSL enables the
development of various kinds of concrete syntax: diagram, form, Kanban, and Gantt. To map the
abstract syntax to the concrete syntaxes, Sirius Web develops and uses a query language called AQL
(Acceleo Query Language). Thus, a specific concrete syntax node or edge may correspond to zero,
one, or multiple abstract syntax elements or relations. The developed languages are automatically
deployed and then interpreted inside Sirius Web itself. The different (meta-)languages are usable
inside projects. Sirius Web proposes two kinds of projects: the studio projects where a language
designer can use the two meta-languages; and the basic projects where a modeler can use the
different developed DSMLs. Finally, Sirius Web is collaborative. It can manage multiple clients at
the same time, editing a shared representation. When a modeler modifies the model, the concrete
syntax is recomputed on the server and the modifications are broadcast to all the clients who
visualize it.

5.2 Interactivity library architecture

As a reminder, supporting a language workbench requires implementing an interactivity library
for it (see Figure 3). As our current implementation operates within Sirius Web, our interactivity
library implementation is developed using the same technology stack. The implementation within
Sirius Web is available on Github?. The abstract syntax meta-metamodel of the Interactivity DSL
is developed using Ecore, which permits the code generation of the meta-metamodel. This gen-
erated code directly works within Sirius Web to enable the use of the meta-language inside the
Sirius Web DSML projects. Since Sirius Web has its query language, AQL, we decided to use it to
represent the references of the Interactivity DSL to the developed meta-language abstract syntax
elements. As concrete syntax, we use the default reflective tree editor Sirius Web provides for all
the (meta-)languages. The lifecycle (creation, persistence, and deletion) of metamodels based on
the Interactivity DSL is managed by Sirius Web similarly to other (meta-)languages.

Regarding the interactive features, a final user of a generated modeling workbench controls the
semantic zoom using the physical zoom (e.g., by zooming in/out using a scroll). For the dynamic filter
and the snippet, we decided to add buttons inside the contextual palette of the associated concrete
syntax elements to trigger the interactive features. For instance, based on the CRA DSML and its
interactivity metamodel example (see Section 2.2), all the concrete syntax elements representing
the classes will have a button inside their contextual palette to trigger the inheritance dynamic
filter.

5.2.1 Architecture. Figure 5 illustrates the architecture of the Sirius Web with the Interactivity
library. In this figure, only the interaction of the semantic zoom is represented for readability
purposes.

An interactive feature is triggered by the modeler, on the client side. Our implementation operates
similarly as processing user interface events [8, 10]: specialized interactive features trigger dedicated
commands that change the state of the modeling workbench. To listen to user interactions, such
as the physical zoom, we implemented the different interactive features as React components we
placed as children of an Interactivity component, nested in the Sirius Web diagram renderer.
Therefore, the diagram renderer can give the different interactive features the information they
need, such as the interaction listeners or the concrete syntax (@). The model concrete syntax comes
from the server when the modeler opens a representation or when the model is changed while
the representation is open (). To configure the different interactive features, the interactivity
component queries the server to get the interactivity metamodel of the DSML used for the opened

4https://anonymous.4open.science/r/Interactivity-5031/README.adoc
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Fig. 5. Simplified architecture of the Interactivity library inside Sirius Web.

model (®). Thanks to the interactivity metamodel, the Interactivity component can choose
which interactive feature components must be instantiated, and configure them according to the
metamodel.

In Sirius Web, the client does not have any information about the opened model except its
representation (including the concrete syntax). To decide which concrete syntax elements to filter,
we need to evaluate the filter over the abstract syntax on the server side. Therefore, at each new
render of the representation in the client, the semantic zoom queries the identifiers of the abstract
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Augmenting graphical modeling workbenches with semantic-aware interactive features 15

syntax elements affected by the active filters (@). Each concrete syntax node contains the identifier
of the abstract syntax element it represents. When applying the filter over the concrete syntax,
the client simply has to filter the concrete syntax nodes that contain the identifier returned by the
server. To modify the concrete syntax, the filters should be applied before the rendering. In practice,
the rendering of the concrete syntax is not directly managed by the Sirius Web diagram renderer
but delegated to a third-party library named ReactFlow. In order to pass the nodes and edges to
ReactFlow, ReactFlow proposes several functions such as setNodes. We proxied these functions to
modify the concrete syntax before displaying it, for instance to apply the filters over the concrete
syntax (®). The active filters are stored by the proxy and applied each time Sirius Web calls the
setNodes function. When the semantic zoom is triggered, the concerning filter is stored inside the
proxy and removed when the associated semantic zoom level is disabled (®).

On the server side, we developed new Spring modules, allowing us to benefit from the different
Spring services that Sirius Web proposes. For instance, we can register our own GraphQL entry
points to communicate with the client to get the interactivity metamodel (@) or the abstract syntax
elements’ identifier affected by an interactive feature (@). We can also access the services enabling
us to obtain the different representations and (meta-)models, including the Interactivity, Domain,
and View metamodels describing the used DSML (®).

5.2.2  Modification of Sirius Web. Thanks to Spring, our implementation on the server requires no
modification of the original Sirius Web source code, except to integrate it into the Maven build
scripts. However the client of Sirius Web is not as extensible as the server. For instance, considering
the Sirius Web version 2024.5.6, it is impossible to modify the concrete syntax before displaying it
without changing the original code. Moreover, some required functions and types were not exposed
by Sirius Web. For instance, the function that converts a concrete syntax node style to a type
compatible with ReactFlow is not accessible outside the code of Sirius Web. Our main modifications
consisted in exposing certain functions we needed, adding our implementation to the Sirius Web
diagram renderer, and adding the icons to the different palettes. Our modification only concerned
the diagram part of the Sirius Web client.

5.2.3 Conflicts with overlapping interaction features. The targeted language workbench may already
have interactive features our approach proposes, such as a semantic zoom. In this case, this is up to
the Interactivity library to decide how to integrate the semantic zooming our approach propose
within the modeling workbench. This can be done by replacing the native one (if possible), or by
using another user interaction to trigger it. We did not face this issue with Sirius Web.

5.24 Interactive features implementation. The semantic zooming algorithm applies the AQL queries
of the different path modifiers over the model abstract syntax. Then, it sends the identifiers of the
different queried elements to the client, linked to a specific identifier for the modifier to apply to
this element. From the model’s concrete syntax, the client can obtain the identifier of the abstract
syntax element represented by a specific concrete syntax element. Thanks to this identifier and
those received from the server, the client can know if a concrete syntax element should be affected
and by which modifier.

Closely related, the dynamic filter nevertheless has a very different algorithm for the server part.
Here, the different AQL queries for the path modifiers are applied from the root of the model and by
considering the focused element. In other words, the selected elements are those that have a direct
reference from the focused element and that are returned by the AQL query. The paths are applied
recursively by changing the focus to the new selected elements, until the radius is reached or there
is no new selected elements. However AQL is a generic query language, so an AQL query may
contain complex operations which may not make the path to the elements explicit. For instance,
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root.eAllContents().attributes will return all the attributes of a model no matter which is the path.
To identify the path taken by a query, we prune the model to force the query to pass through the
focused element and we test all the branches starting from this element. Thanks to that, we can
identify the path taken to go from a focus element to the selected elements, enabling us to show
the relevant relations. Nevertheless, this implementation is heavier, so the choice of AQL here was
perhaps not the most relevant one. Finally, the identifiers of the selected elements and relations are
sent to the client, which uses the same algorithm as the semantic zooming.

The semantic search has a very similar algorithm to the semantic zooming. It applies the different
AQL queries in the order defined by the language designer until one returns at least one result.
The identifiers of the results are sent to the client. Finally, the client highlights the concrete syntax
elements representing the abstract syntax elements matching the received identifiers. To do that, it
uses the same algorithm than the semantic zooming and the dynamic filtering, with a hardcoded
style modifier to highlight.

Finally, regarding the snippet feature, the algorithm consists of merging the snippet with the
model. We use a basic merge strategy that adds the root elements of the snippet into the first
compatible attribute/relation of the focused element. For example with the abstract class and
composite snippets of the CRA example, the root elements of the snippets are class objects, which
are merged into the focused package, in the classes.

6 EVALUATION
The evaluation aims to discuss the following research questions:

RQ1 - Feasibility. Can the approach be used on representative DSMLs? This RQ aims at dis-
cussing to what extent the proposal can be used beyond simple use cases.

RQ2 - Performance. Does the approach scale in terms of performance? When an interactive
feature operates, it usually requires new data (e.g., new data to be displayed). This RQ aims
at discussing to what extent the queries executed to compute data affect the usability of the
interactive features. This is particularly a point to discuss when the modeling workbench is
separated into several parts (front-end, back-end), which may imply network queries.

Section 6.1 focuses on RQ1, through two use cases. Section 6.2 concerns RQ2. This section
provides empirical performance measures and related discussions. Finally, Section 6.3 discusses the
threats to validity and the scope of the proposal.

6.1 Use cases

This section details the use of our implementation of two representative use cases. The first use
case is the CRA DSML, we developed to illustrate the proposal throughout the paper (Section 2.2).
This use case is representative of small DSMLs (i.e., its abstract and concrete syntaxes contain few
elements). The second use case improves an existing DSML, named SySML v2. SysML v2 is the
successor to the SysML standard for complex systems engineering, introduced by the OMG (Object
Management Group). The Obeo company implements this DSML and its modeling workbench we
used in this use case. This Obeo SySML v2 modeling workbench is called SysON°. The goal of this
use case is to show how our approach can be used seamlessly within existing (industrial) DSMLs.
This use case is representative of complex and industrial DSMLs, as SyML is an industrial standard.

6.1.1 CRA DSML. For the first use case, we used our implementation to build a Sirius-based
modeling workbench for the CRA DSML. To do so, we now use the interactivity metamodel

Shttps://mbse-syson.org

Proc. ACM Hum.-Comput. Interact., Vol. 1, No. EICS, Article . Publication date: January 2025.


https://mbse-syson.org

785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809
810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833

Augmenting graphical modeling workbenches with semantic-aware interactive features 17

described in Listing 2. Figure 6 depicts an example of a CRA model we produced using the developed
Sirius Web modeling workbench.

1 import abstract-syntax 'cra-as.ecore' as craas
2 import concrete-syntax 'cra-cs.ecore' as cracs
3 search:

4 in: [agl:root.packages.classes.name, aql:root.attributes.name]
5 all: true

6 dynamic-filter:

7 superclasses:

8 focus: aql:root.packages.classes

9 filter: show-superclasses

10 semantic-zoom:

11 [0%-75%[: filter: hide-attributes

12 snippet:

13 abstract-class:

14 model: snippets/absclass.eson

15 focus: aql:root.packages

16 composite:

17 model: snippets/composite.eson
18 focus: aql:root.packages
19 filters:

20 show-superclasses:

21 show: aql:root.packages.classes

22 show: aql:root.package.class.superclasses
23 hide-attributes:

24 hide: aql:root.packages.classes.attributes

Listing 2. Interactivity metamodel for the CRA DSML use case

The interactivity metamodel defines the four interactive features used in our approach. For
three of them, we recorded a video that illustrates how the interactive feature operates in the CRA
modeling workbench. As described in Section 5.1, the abstract syntax element references are AQL
expressions.

Figure 7 is an example of a semantic search applied over the CRA model. First, the modeler types
double in the search field (@). The semantic search first looks at the class names, the attribute
names, and then at any other string elements of the model. Since double is not used as a class or
attribute name, the semantic search finds this value as the type of the attribute?2 attribute (®). It
then colors this attribute in red (®). Figure 8° shows the results of using the show-superclasses
dynamic filter. The filter is accessible through a contextual palette of the current node (@). Using
this filter results in showing the inheritance graph of the focused element only (here, Class A).
Figure 97 shows the semantic zoom applied with a zoom level of 75%. At this level, it hides all the
attributes of the classes. Finally, Figure 10 shows a toolbar that suggests the two snippets when

Shttps://youtu.be/H7LL-9e2qww

Ohttps://youtu.be/ElyeQYYJOMS
"https://youtu.be/fZuHYIHmac0
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a package is selected. Clicking on one of these buttons will merge the snippet into the selected
package.
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v
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Fig. 9. The CRA model under 75%°
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Class D ’

attribute D1 ’

Fig. 10. The snippets buttons in the toolbar, using a CRA model

6.1.2  SysML v2. The second use case concerns the SysML v2 DSML. We implemented our use case
by extending the SysON modeling workbench (version 2024.5.2). This version is based on Sirius
Web version 2024.5.1.

G W N =

import abstract-syntax 'sysml-v2.ecore' as sysml-v2

import concrete-syntax 'general-view.ecore' as

search:

general-view

in: [aqgl:root.eAllContents()->filter(sysml-v2::Definition) .name]

dynamic-filter:
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only-reference-graph:
focus: aql:root.eAllContents()->filter(sysml-v2::PartUsage)
radius: [5]
filter: show-referenced-elements

10 semantic-zoom:

11 [0%-75%:

12 filter: hide-attributes

13 filters:

14 hide-attributes:

15 hide: aql:root.eAllContents()->filter(sysml-v2::AttributeUsage)

16 show-referenced-elements:

17 show: agl:root.eAllContents()->eCrossReferences ()

Listing 3. Interactivity metamodel built for the Sirius Web SysML v2 workbench.

<part def>
B
4 Wheel

<parts
< Batman : Hero

stributes

«part defo
“ BatmobileNG :» Batmobile

«part»
#< Batman : Hero
«parts
<parts «partdef» ttibutes “ bm1 : Batmobile
“~ bm1 : Batmobile #< BatmobileNG :> Batmobile
realName
. age
epart defo
¥4 Batmobile => Vehicle

address

. numberofBatarang

<part defs
< Batmobile :» Vehicle

«part def»
12 vehicle

«part def>
4 Hero

(b) Physical zoom below 75%, the semantic zoom is
applied

<part def»
< Hero

<part def»
< venicle

(a) Physical zoom of 100%.

Fig. 11. SysML v2 model describing Batman and his Batmobile in SysON enhanced with the interactivity
library, at two different physical zoom levels

Figure 11a illustrates a SysML v2 model in SysON. In SysML v2, a Definition is the definition
of a type of elements and a Usage is its usage in a certain context. A Part represents a system or a
system component. An Attribute is a property of SysML v2 elements, like a Part.

Listing 3 describes the interactivity model we defined for SysML v2. The first two lines identify
the abstract and concrete syntaxes on which the interactivity model will act. This model then defines
the three interactive features. The semantic search looks for text in the name of Path objects only.
The dynamic filter only-reference-graph shows PartUsage objects. The AQL query starts from
the root of the model of the abstract syntax, gets all the children transitively (eAl1Contents())
and keeps only the instances of PartUsage (filter(sysml-v2::PartUsage)). The propagation
is applied at most five times (the radius), starting from the focused element. Finally, the semantic
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zoom filters the attributes (AttributeUsage) when the zoom level is below 75%. Figure 11 shows
the result before and after applying the semantic zoom.

RQ1 - Feasibility. Can the approach be used on representative DSMLs? We
implemented two use cases of different natures: we built the CRA DSML, a merely
simple DSML, from scratch; we extended the SySML v2 DSML, an industrial DSML,
to add interactive features. Both DSMLs have 2D graphical concrete syntaxes that
take the form of an entity-relation representation. Using our implementation, we
faced no issue to add the four types of interactive features. Our impact on the code
on the original Sirius Web language workbench to make the use cases operational is
minimal, and that for two main reasons: our approach seamlessly integrates a MDE de-
velopment approach; Sirius Web exposes development APIs to extend it with new features.

6.2 Performance

We now focus on RQ2 related to the scalability of our implementation in terms of performance.
Discussing the scalability does not concern the meta-language we propose, but its implementation.
The goal is to observe whether a language workbench (Sirius Web in our case) can support semantic-
aware interactive features that require data to be computed within a short timeframe to be usable.

6.2.1  Protocol. To discuss scalability, we use a specific DSML called Papaya with three models of
representative size. We did not use the DSMLs involved in the use case for the following reasons:
CRA is a toy example and we do not have medium and large CRA models; SySML v2 is an industrial
DSML with large models, but those models we have are not compatible with open science (they
belong to companies). So, we use the Papaya DSML that is developed by the Obeo company for
the specific purpose of scalability measures. Papaya models of different sizes are freely available.
The Github companion repository contains the Papaya abstract syntax. In short, Papaya is closely
similar to the CRA DSML, as it aims to define object-oriented architecture. Its abstract syntax
metamodel contains 36 classes and 117 relations. The Papaya interactivity model is similar to the
CRA one, except with semantic zooming, which hides operations in addition to attributes. The
semantic search also searches first in attribute names then class names to obtain more results.

We use three Papaya models to conduct the experiment: one small model composed of 246
elements; one medium model composed of 6,200 elements; one large model that contains 47,297
elements. The three models are available in the Github repository companion. Sirius Web comes
with the large model, automatically computed from the Sirius Web architecture. We then simplified
it to obtain a medium and a small models.

We deployed Sirius Web and the Papaya modeling workbench on a remote server, outside the
local network. We start measuring by executing the Papaya modeling workbench with one of
the three models. We then execute one of our interactive features ten times for each model and
each interactive feature. We then log the means computed from these ten executions. We have
instrumented the Papaya modeling workbench to record needed performance data. In particular,
we measure:

o the execution time of the computation on the back-end (in ms);

o the application time of the interactive features on the front-end (in ms);

o the time to retrieve the result of the query for the interactive feature from the back-end, on
the front-end (in ms);

o the size of the network query result that contains the data that the back-end computed (in
number of model elements).
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The third item includes the execution time of the interactive feature in the back-end, but also the
network time (connection time, request/response time), and the time Sirius Web takes to dispatch
the query to the interactive feature handler (and vice versa). We apply this protocol for three of the
four interactive features: semantic zoom, dynamic filter, and semantic search. We do not consider
the snippet feature, as it does not require much computation to work. We kept both semantic
zooming and dynamic filtering, as their filtering algorithms differ.

The back-end measures are done using System.nanoTime() function from Java, and the front-
end measures are done using performance.now() function from the JavaScript Performance APL
Concerning the measure of the queries, we used the development tools of the browser.

Table 3. Execution times (in ms). Columns correspond to the average time measured over ten executions,
with the standard deviation. Rows correspond to the interactive features according to the model size.

Feature Model size Server time (ms) Query time (ms) Client time (ms) Sent elements

. Small 31 (£7.93) 65.3 (+7.36) 1.76 (£0.77) 65
Semantic
zooming Medium 144.3 (£23.4) 177.5 (£24.39) 20 (+4.68) 870
Large 235.2 (£37) 701.1 (+326) 58.4 (£29) 9477
Dynamic Small 37 (£6.5) 67.1 (+£8.92) 1.84 (0.45) 3
filtering ~ Medium 200.4 (£32.9) 234,6 (+£36) 13.1 (+2.29) 3
Large 380.6 (+72) 422 (+£94.8) 19.6 (£4.9) 4
Semantic Small 23.9 (+£4.12) 64.8 (£11.2) 3.28 (£2.44) 3
search Medium 116.5 (+41.8) 167.9 (+50.9) 14.7 (+2.87) 7
Large 190.2 (£37) 270.6 (+43.8) 18.3 (+£3.84) 9

6.2.2 Results. Table 3 reports the execution times. As expected, the time increases according to
the model size for the server computation and the query. The server time increases faster for the
dynamic filtering (by 758% between small and large models) due to the propagation of the filter and
the implementation choices. Concerning the query time, the mean time for the semantic zooming
is higher than the others (701.1 ms for the large model). This is due to a higher number of elements
the back-end sent to the front-end (9,477 elements). The semantic zooming is a passive interactive
feature (i.e., not explicitly triggered by the modeler) linked to the physical zooming, which is a
function widely used by modelers. Such latency between user interactions and the application of
the semantic zooming may negatively impact the usability of a modeler. The standard deviation of
the semantic zooming query time for the large model is high, with a deviation of around 46.5%.
This may be due to the network quality affected by the number of elements sent. Regarding the
client, the different measured average times for a specific model size are closed. This is expected,
since the three interactive features share the same algorithm to be applied over the concrete syntax.
The exception is the semantic zooming that has higher values than others for the medium and large
models. This is correlated to the number of elements returned by the back-end. Each of them may
correspond to a concrete syntax element to be hidden, then an element impacting the client time.

The number of elements sent by the back-end for the dynamic filtering and the semantic search
are much less than the semantic zooming. This is due to the nature of the different interactive
features. The semantic zooming requires a description of the elements to be hidden. When the
language designer wants to display only a small subset of the model, the number of elements to
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be hidden can be large. Conversely, for the dynamic filter and the semantic search the language
designer describes the elements they want to highlight. The objective of such interactive features
is to enhance the readability or navigation of a model. Consequently, the number of elements may
often be limited.

RQ2 - Performance. Does the approach scale in terms of performance when the
computation are only done on the back-end side? The analyses were conducted on
Sirius Web modeling workbenches, which perform computations on back-end only. This
thus requires network queries from front-ends to back-ends. The empirical results show
that latency may negatively impact the usability of such semantic-aware interactive
features. This is especially true for interactive features sending a large amount of data
such as the semantic zooming. Even if the latency remains lower for small and medium
models, it is starting to become important for our large model with 47,297 elements.
There is no doubt that this latency will become more important and more significant
with larger models, such as those found in industry with several millions of elements. As
an outcome, these results show that language workbenches should not entirely depend
on back-ends to perform computations. This implies latency that reduces the usability
of interactive features. This is not a limitation of our approach, since such interactive
features require minimal latency, while some of them can be called up regularly or
even passively. To consider interactive features that require quick results, language
workbenches should also permit computations on the front-end side by, for example,
loading a consequent part of the model under edition.

6.3 Threats to validity

Scope. The two use cases and the developed implementation are representative of the type of
DSMLs our proposal supports, and can thus scope our proposal to discuss its generalization. Our
approach targets language workbenches that: produce modeling environments for graphical DSMLs;
follow the standard MDE approach (as detailed in Section 2); expose information related to its user
interfaces and required to code an interactivity library. More precisely, concrete syntax of targeted
DSMLs entity-relation diagrams.

UL Regarding Ul information, one may, for example, add a button in a toolbar, hence this toolbar
must be identified. The language workbench can provide a dedicated UI model containing such
information, as proposed in [67]. In this case the interactivity library can rely on this model. If the
language workbench does not provide such an explicit Ul model, the interactivity library must rely
on Ul information extracted from the language workbench code. This is the case of Sirius Web
where we manually add the needed buttons in Sirius Web code.

Generalization. We developed our Sirius Web interactivity runtime based on the two case studies.
The Interactivity DSL itself is independent of the language workbench, since the execution and the
interaction with the Ul of the modeling workbench itself are managed inside the interactivity library,
which is specific to the language workbench. In future work, we will implement an interactivity
library for other language workbenches such as Eclipse GMF.

Scalability. The evaluation of scalability depends on the implementation choice of our proposal and
on the language workbench we used. This affected the empirical study we conducted to evaluate
the scalability: Sirius Web is a cloud-native application where the front-end queries the back-end,
where all the computation are done, to obtain model elements to display. So, the performance
measures also include network latency and marshalling operations to transfer data between the
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front-end and the back-end. We thus consider that our experiments with Sirius Web are the worst
case scenario in terms of performance, since these features concerning the client must be fully
computed on the server.

7 RELATED WORK

This section discusses related work and put them in relation with the challenges we identified in
Section 3.2, namely: the semantic gap, the performance gap, the platform gap, and the UI gap.

7.1 Interactive features in language workbenches

Interactive features go beyond graphical DSMLs. For example, [70] surveys interactive features
found in development environments of textual programming languages and DSMLs. Regarding
textual DSMLs, LSP (Language Server Protocol) helps in decoupling front-ends and back-ends of
Web modeling workbenches [51]. Research work proposed an extension of LSP to cover graphical
modeling languages [22, 25, 61], we will call these approaches GLSP-like (Graphical LSP). LSP
and GLSP-like approaches help developers in building modeling front-ends that externalize the
execution of specific editing services (e.g., auto-completion, code lens) to different back-ends.
In particular, in [22] the authors proposed to supplement LSP with semantic zooming and off-
screen visualization techniques. These research work mainly concern the performance gap and the
performance RQ: GLSP-like work did not discuss their impact on performance and, therefore, on the
usability of the produced modeling environment. However, our results show that semantic-aware
features require computations that take enough time to possibly affect the usability of the modeling
workbench. Such computation times can be increased by network queries when they are performed
on a separated back-end. It can, for example, lead to a slow semantic zooming. This raises the need
for language workbenches to better consider interactive features and the low latency they may
require to be usable. For example, [39] proposed an approach for navigating within large models.
This approach relies on fragmenting the models into several smaller ones. Such an approach may
be interesting to optimize queries by reducing the size of a large model. Moreover, these work also
concern the semantic gap: GLSP-like approaches do not help developers in the coding of interactive
features, as discussed in [50]. Our approach aims at overcoming this issue.

7.2 Improving the usability of modeling workbenches

The final goal of our approach is to permit language designers to build modeling workbenches
with interactive features designed to improve the usability. In this sub-section, we thus discuss
approaches that also aim at improving the usability of modeling workbenches.

In [67], the authors proposed an approach that allows language designers to describe the user
interface of a modeling workbench. This approach follows the same rationale as ours: language
designers must be able to specialize the interactivity and the user interface of their modeling
workbenches to improve their usability. Our approach complements the one proposed in [67]:
we focus on the selection and specialization of interactive features to be used within the output
modeling workbenches. Closely related, approaches proposed to explicitly specify the layout of
graphical DSMLs [24, 32], and therefore, contribute to the specification of the user interface of
modeling workbenches.

These two approaches concern the UI gap, as they propose new meta-languages dedicated to
the description of Uls in the MDE development process of graphical DSMLs. Our approach would
benefit from such approaches that explicitly expose a Ul model.

CEVINEdit [37] is an approach that aims at easing the creation of graphical modeling work-
benches. This approach improves related approaches with specific features to design cognitively
effective visual notations. The workbenches that this approach produces embed mechanisms to
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evaluate the graphical notation. Our approach complements this one with a focus on interactive
features of graphical modeling workbenches. This approach focuses on another challenge we do
not tackle in this paper: how to build a language workbench that monitor metrics to be used to
evaluate its usability. This may help in evaluating the performance (see the performance RQ) of the
integrated interactive features.

In [20], the authors detail the concept of blended modeling, which consists of editing a model
through different concrete syntaxes. Closely related, model Sensemaking [48] is an approach that
proposes specific visualization strategies for dedicated model understanding tasks. One goal is to
provide users with better representations when performing specific tasks on large models. These two
approaches focus on proposing different concrete syntaxes for DSML to ease the understanding of
models. Our approach, rather, aims at augmenting graphical modeling workbenches with interactive
features.

Various research work proposed editing services that aim at improving the productivity, and
therefore the usability, of a modeling workbench. Those services include recommender systems [2-4,
42, 75], modeling assistance systems [33, 63, 68], auto-completion systems [47], and graphical model
diffing [79]. Regarding the semantic change, these approaches propose services to be integrated
as semantic-aware interactive features in modeling workbenches. These services rely on specific
algorithms and techniques (e.g., machine learning), therefore they cannot be part of our proposal.
Instead, they complete our proposal by proposing semantic-aware interactive services.

Finally, research work investigated the user of virtual [78] or augmented [15] reality interfaces
in modeling workbenches. The scope of our work currently focuses on classical graphical user
interfaces.

7.3 Textual DSLs for specifying visualizations

Different research work proposed approaches to describe data visualizations using a grammar-like
syntax: GoTree focuses on tree visualizations [44]; Atom on unit visualizations [55]; Vega-lite on
data visualization with interactive features [62]. These approaches focus on selecting the type of
visualizations (e.g., sunburst, node-link) and the layout. Such approaches concern by the semantic
gap. In particular, visualizations do not edit data, and do not consider the semantic of the tree
nodes and links in the representation. Only Vega-Iite [62] enables the customization of interactive
features that occur when selecting graphical items. The other approaches come with predefined
user interactions.

7.4 Model-driven Ul development approaches

Our approach is based on the classical MDE development process of DSML. However, model-driven
approaches were proposed to develop interactive systems. This sub-section aims at aligning the
classical DSML development approach with the main ones related to interactive system develop-
ment.

Cameleon is a framework to statically or dynamically adapt an interactive system from one
context of use to another one [17]. Closely related, UsiXML [71] and Teresa [56] propose XML-based
meta-languages to describe multi-platform interactive systems and multi-modal interactions. While
our proposal is not related to dynamic adaptation, it is closely related to the separation between
abstract and concrete user interfaces, as promoted by these approaches thereby concerning the
platform gap. Our interactivity meta-language describes the interactive features of a given DSML,
independently from the concrete platform (e.g., Sirius Web).

Research work on model-driven UI also proposed architectures to separate user interactions
from their resulting user commands [7, 9, 12]. Our approach relies on this principle where language
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designers specify user commands using the proposed interactivity DSML, while the interactivity
library maps those commands to user interactions.

8 CONCLUSION

This paper proposes a novel approach that helps language designers in building interactive features
in their graphical modeling workbenches. Those features focus on specific modeling tasks, such as
navigation tasks.

Our future work will deal with the integration of our proposal into GLSP approaches, in order to
produce both GLSP servers and implementations of the interactive features.

We also aim at investigating other kinds of interactive features to improve the usability of
modeling workbenches and we will work on improvements of our approach to give the capability
to add new interactive features into dedicated libraries. In particular, we will work on helping
language designers integrate modeling guidance [19, 74] in their modeling workbenches. Finally,
we will implement our approach within other language workbenches.
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