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1. ABSTRACT

Task assignment policies play a central role in many online
applications, where service requests or tasks arrive over time
and are distributed across parallel servers in a data center
or cloud computing platform. The way in which the tasks
are distributed across the servers has a tremendous impact
on the performance perceived by users and the efficiency of
server usage, which has attracted strong interest from our
research community. Most of this interest has been directed
to the so-called supermarket model, but real-life systems
have features that fall outside of this standard framework,
raising significant challenges which have been pursued in my
doctoral thesis [3]. In particular, my thesis provides novel
modeling frameworks and performance analysis techniques
that enable the study of interactive online applications with
fluctuating demand patterns and networked systems.

2. INTRODUCTION

Effective task assignment policies can drastically improve
the quality of service provided to users and simultaneously
increase server utilization. As a result, they have attracted
substantial interest from our research community, which has
focused on the supermarket model. In this standard model,
a centralized entity called dispatcher assigns each incoming
tasks to a server where the task is queued until completed.
In this setting, maintaining a balanced distribution of the
number of tasks across the queues is optimal under standard
assumptions, as well as natural. An extensive survey of load
balancing policies for this purpose is provided in [1].

The supermarket model was inspired by applications like
web search, file transfer, online shopping and compute jobs.
A key characteristic of these applications is that completing
a task requires a fixed amount of work, which may depend
on the task, but users are flexible regarding the amount of
time that they have to wait until the task is finshed; e.g.,
a file transfer involves the transmission of a number of bits
equal to the file size, but users do not know its duration in
advance. Another key characteristic is that user satisfaction
is determined by the successful completion of the task and its
sojourn time, whereas the way in which the task progresses
over time is hardly relevant. In particular, the tasks can be
queued and need not start right after being submitted.

Interactive applications such as video streaming or online
gaming are of a different nature, and thus require a new
modeling framework. In these applications the experience of
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Table 1: Comparison of the standard supermarket model
and the models studied in my doctoral thesis.

users depends on how task progress over time, the execution
of tasks is expected to start rightaway and task durations
tend to be predefined. Further, tasks are elastic, in the sense
that the amount of processing resources required to execute
a task can be adjusted over time to cope with congestion
without altering duration. For example, a critical resource in
video streaming is bandwidth and the amount of bandwidth
required to transmit a video can be reduced by transmitting
fewer bits per frame. While this can negatively impact video
resolution, it is better than interrupting the transmission.

Another important characteristic of the supermarket model
is that tasks are assigned to the servers by a dispatcher with
full flexibility for selecting any server for each task. When
all the servers are identical, this implies that servers with the
same number of tasks are exchangeable from the perspective
of the dispatcher. However, servers are not exchangeable in
real-life data centers and cloud computing systems, which
operate under many compatibility constraints between tasks
and servers; e.g., artificial intelligence applications require
different machine learning models that cannot all be loaded
in each server. The absence of exchangeability generated by
the compatibility constraints creates important challenges.
Remarkably, the empirical distribution of the queue lengths
is not Markovian even under exponential assumptions.

The above described differences between the supermarket
model and the task assignment problems considered in my
thesis are illustrated schematically in Table 1.

3. LOCALLY POOLED SYSTEMS

The model considered in my thesis for studying interactive
online applications is based on [5,6,8] and is represented in
Figure 1. In this model, tasks arrive over time and must be
immediately and irrevocably assigned to a processing unit by
a dispatcher, but instead of servers with dedicated queues,
the processing units are local pools of resources where tasks
are served in parallel. The duration of a task is not affected
by the number of tasks contending for resources at the same
local pool, but the utility derived from executing a task does
depend on the amount of resources allocated to the task. As
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Figure 1: Schematic of a locally pooled service system.
The big circles represent n local pools of resources, the black

rectangles represent tasks and the crossed circle represents
the dispatcher. Resources are equitably shared by tasks.

noted earlier, these features are characteristic of interactive
applications such as video streaming, where a local pool of
resources is hardware or software that handles multiple user
sessions in parallel, and the utility derived from each session
is the quality of service provided to the user.

Each local pool of resources behaves as an infinite-server
pool, where tasks are served in parallel with independent
and identically distributed durations; e.g., in a streaming
service the distribution of task durations is mostly given by
the duration and popularity of the available videos. All the
server pools together form an infinite-server system where
the sojourn times of tasks and the total number of tasks at
any given time are independent of the way in which tasks are
dispatched. However, the task assignment policy determines
the distribution of the tasks across the server pools and this
has a strong impact on the utility derived from tasks, which
depends on the level of congestion at each server pool.

The natural objective is to maximize the aggregate utility
provided by all the server pools when the utility derived
from a single server pool is a function of the number of tasks
in the server pool. For instance, suppose that the quality
of service experienced by a user depends on the amount of
allocated resources through a function g. If server pool ¢ has
r; units of processing resources and is serving x; tasks, then
the total utility provided by this server pool is

ui(x;) = xig (%) , (1)

where r;/x; is the amount of resources allocated to each
task. The utility functions that we consider need not have
the above form, we only assume that wu; is concave; if g is
concave and nondecreasing, then (1) is concave.

3.1 Homogeneous systems

In [6,8] we consider homogeneous systems where all the
server pools have the same utility function. If x; denotes the
number of tasks that server pool ¢ has at some given time,
then the aggregate utility provided by the system is

Zuz(mz) = Zul(ﬂh) (2)

If u; is as in (1), then (2) subsumes the family of a-fair utility
functions for bandwidth-sharing networks [14,20]. Further,
(1) and (2) cover a wide range of concave utility functions
that have been proposed in [9,10] as proxies for quality of
service in the context of video streaming.

The aggregate utility (2) is Schur-concave with respect to
x = (x1,...,%n) if u1 is concave. Thus, keeping a balanced

Single-server Infinite-server
dynamics dynamics
Power-of-d [13,16,22] [17]
policies
Token.—’t.)ased [11,21] Section 3.1
policies

Table 2: Literature on power-of-d and token-based load
balancing policies for different service dynamics.

distribution of the number of tasks across the server pools
is optimal. A result proved in [12,19] implies that Join the
Shortest Queue (JSQ) is the optimal load balancing policy
when task durations are exponentially distributed. However,
this policy incurs a prohibitive communication overhead.

It was proved in [17] that power-of-d policies achieve a
similar performance as JSQ in suitable asymptotic regimes
where d and n approach infinity. Instead, we define in [8] a
token-based policy that uses an admission threshold ¢,,, and
also prove that it has the same fluid and diffusion limits as
JSQ under exponential assumptions, completing Table 2.

3.1.1 Fluctuating demand patterns

Suppose that tasks arrive at rate n\ and the average task
duration is 1/u. If p = A/u, then the threshold value that
yields the same fluid and diffusion limits as JSQ is | p|. This
value is typically unknown and time-varying since it depends
on the current level of demand. While fluctuating demands
are prevalent in practice, their impact on performance has
been rarely analyzed rigorously. Nonetheless, in [6, 8] we
design and analyze a learning scheme that uses only the
tokens stored at the dispatcher for adjusting the admission
threshold ¢, (t) over time to find the optimal value. Also,
we establish a fundamental trade-off between the degree of
load balance that can be achieved and the stability of the
admission threshold, which is related with communication
overhead. Some of the results derived in [6] apply even when
task durations are Coxian distributed.

The results obtained in [6] are qualitatively similar to fluid
limits but apply even when the threshold process ¢, is not
tight. Instead of establishing process-level convergence, we
derive asymptotic bounds for the distance between a process
and a constant, and prove that these bounds approach zero
over time; this leads to similar conclusions as proving a fluid
limit and showing that the fluid dynamics have a global
attractor. The threshold processes £, in [6] may not be tight
in the Skorohod Ji-topology since the learning scheme can
trigger updates in quick succession, with the time between
consecutive updates vanishing in the limit. Similar quickly
varying controls with discrete values are fairly common, and
the approach in [6] could be used for their analysis.

3.2 Heterogeneous systems

In [5] we study systems as the one depicted in Figure 1
but we assume that server pools can be of different classes.
The duration of a task is still determined by the application
and does not depend on the class of the server pool where
the task is served, but the utility function associated with
each server pool is class-dependent. The class of a server
pool could reflect the total amount of processing resources
that it has; e.g., if the utility functions are as in (1), then 7;
depends on the class of the server pool. We assume that the
n server pools are split into m classes and that all the server
pools of class i have the same utility function u;. Apart from
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being all concave, utility functions associated with different
classes can be entirely different, with different shapes.

The heterogeneity of the utility functions implies that the
aggregate utility provided by the entire system is generally
not Schur-concave anymore. As a result, it is generally not
optimal to keep a balanced distribution of the number of
tasks across the server pools. In fact, load balancing policies
can be highly suboptimal in this heterogeneous setup.

In general, the optimal distribution of the tasks at a given
time depends intricately on the set of utility functions and
the total number of tasks in the system. Let an(i) and
q,(t,i,7) be the fraction of server pools of class i and the
fraction of server pools of class i that have at least j tasks
at time t, respectively. If we define the overall utility as

w(gn(t) =D D> wii) lan(t,i,5) = qu(t 6,5+ 1)],

i=1 j=1

then the aggregate utility at time ¢ is just nu (gn(t)). The
total number of tasks in server pools of class i is equal to the
sum of ngn(t,1,j) over j > 1. Given that the total number of
tasks in the system is nk for some k > 0, the distributions of
nk tasks across the server pools that maximize the aggregate
utility solve the following optimization problem:

maximize u(q)
q

subject to Z Zq(i,j) =K, (3)

i=1 j=1
0<q(i,j+1) <q(i,j) < q(3,0) = an(i).

We show that this problem always admits a solution with a
particular structure that depends on the marginal utilities
defined as A(4,7) = u;(j + 1) — ui(j).

If tasks arrive as a Poisson process of intensity n\ and
have mean duration 1/u, then the mean number of tasks in
steady state is np. We show that if  is set equal to p, then
the solution of (3) upper bounds the mean overall utility
that any task assignment policy can achieve in steady state.
It is worth noting that this upper bound is nonasymptotic
and applies to generally distributed task durations.

Using the structure of solutions of (3), we design two task
assignment policies that are shown to asymptotically achieve
the upper bound if task durations are exponential. The first
policy dispatches every incoming task greedily to a server
pool that provides the largest increase of utility. This policy
called Join the Largest Marginal Utility (JLMU) has the
same implementation issues as JSQ, and in fact coincides
with JSQ when all the utility functions are identical.

In contrast, the second policy is computationally lighter
and generalizes the threshold-based policy of Section 3.1,
but instead of just one threshold uses one threshold for each
server pool class. Learning the optimal value for all the
m thresholds is more challenging than in the homogeneous
case. However, using the structure of the solutions of (3),
we prove that all the optimal threshold values can be found
simultaneously through a single one-dimensional search in
a suitably defined totally ordered space.

4. NETWORKED SERVICE SYSTEMS

Data centers and cloud computing systems operate under
many compatibility constraints between tasks and servers;
e.g., content delivery networks must spread content items
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across many edge servers due to storage limitations. Such
constraints are not captured by the standard supermarket
model, where tasks arrive at a centralized dispatcher that
has full flexibility to assign the tasks to the servers. In [4,7]
we assume instead that the tasks arrive in a distributed way
and there exist graphical dispatching constraints.

4.1 Load balancing with dynamic graphs

The analysis of the standard supermarket model hinges
critically on the fact that servers with the same number
of tasks are exchangeable, but this symmetry is lost when
the dispatching decisions are graphically constrained, which
complicates the analysis drastically. The main challenge is
that compatible servers have strong interactions that make
standard mean-field techniques inapplicable. Recent papers
have made significant progress in studying constrained load
balancing models, e.g., [15,18,23]. Nevertheless, they focus
on limiting regimes such that the average degree diverges,
which makes the strength of interactions between pairs of
compatible servers vanish in the limit. The situation where
the degrees are uniformly bounded is mathematically more
challenging, and more relevant in practice since dispatching
devices can handle a limited number of servers.

Results in [2] for interacting particle systems suggest that
the limit of the empirical queue length distribution is not
tractable when the servers are connected by a graph with
bounded degrees. While interactions between neighboring
servers are nonvanishing if the graph is static, they average
over time if the graph is resampled from a random graph law
in a suitable way. We proved this in [4], where we derived
a fluid limit when the resampling rate of the graph goes to
infinity at an arbitrarily slow rate; notably, the number of
arrivals between successive resampling times may diverge.

The fluid dynamics in [4] are globally attracted by

¢0)=1, ¢()=A"(i-Dp(q(i-1) for i>1

q*(7) is the fraction of servers with at least ¢ tasks, A is the
arrival rate per server and ¢ is the generating function of the
limiting degree distribution. We showed that the stationary
distribution of the system converges to ¢* with the size of the
graph, and analyzed the impact of the degree distribution
on performance. We proved that regular graphs achieve the
best performance when the average degree cannot exceed a
given value, and established a phase transition in the tail of
the queue length distribution. It decays geometrically when
the degree distribution has mass at zero, no matter how
small, and doubly-exponentially otherwise. Therefore, loss
in routing freedom for even a tiny fraction of the tasks carries
a severe penalty in tail decay, even if the vast majority of
the tasks are assigned in a fully flexible way.

4.2 Saturation in skewed neighborhoods

In the context of static constraints, we considered in [7]
systems with multiple dispatchers connected to servers by
a bipartite graph. Our results in [7] are the first to cover
dispatchers with bounded numbers of compatible servers.
We proved that local structures in the bipartite graph, called
skewed neighborhoods, create long queues at specific servers
in steady state. In order to derive this result we developed
new drift-based techniques and stochastic couplings.

The canonical example of a skewed neighborhood is the
dandelion network shown in Figure 2. More generally, the
neighborhood of a server is skewed if it contains a diverging



Figure 2: Dandelion network with dispatchers and servers
represented by crossed and black circles, respectively. The
central servers saturate as the number of dispatchers goes
to infinity with the boundary servers per dispatcher fixed.

number of dispatchers with degrees uniformly bounded by
some given constant. Even though skewed neighborhoods
are favored by task heterogeneity and server specialization,
we proved that they can even arise in symmetric random
setups, e.g., random bipartite graphs. These results have the
potential for improving the efficiency of processing networks,
by distributing machine learning models and content items
in a way that avoids skewed neighborhoods.
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