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Abstract—Tensor codes are a generalisation of matrix codes.
Such codes are defined as subspaces of order-r tensors for which
the ambient space is endowed with the tensor-rank as a metric.
A class of these codes was introduced by Roth who outlined
a decoding algorithm for low tensor-rank errors for particular
cases. They may be viewed as a generalisation of the well-
known Delsarte-Gabidulin-Roth maximum rank distance codes.
We study a generalised class of these codes. We investigate the
properties of these codes and outline decoding techniques for
different metrics that leverage their tensor structure. We first
consider a fibre-wise decoding approach, as each fibre of a
codeword corresponds to a Gabidulin codeword. We then give a
generalisation of Loidreau’s decoding method that corrects errors
with properties constrained by the dimensions of the slice spaces
and fibre spaces. The metrics we consider are upper bounded
by the tensor-rank metric, and therefore these algorithms also
decode tensor-rank weight errors.

Index Terms—Tensor codes, evaluation codes, decoding algo-
rithms

Error-correcting codes are critical in ensuring data reliability
in modern communication systems. Rank-metric codes such as
the well-known Delsarte-Gabidulin-Roth codes, have attracted
significant attention due to their applicability in network cod-
ing. Such codes have seen generalisations, such as the twisted
Gabidulin codes [1], [2] and the tensor codes introduced by
Roth in [3]. Roth’s tensor codes are a family of subspaces of
the vector space of tensors endowed with the tensor-rank as
a metric constructed to have a known lower bound on the
minimum tensor-rank distance. In addition, Roth described
algorithms to decode tensor-rank errors of size at most two
for particular subclasses of this family.

In this paper, we derive decoding algorithms for a gener-
alisation of the tensor codes that were introduced in [3]. We
base our first kind of algorithm on the direct sum of codes
in which the code is included, and the second kind on the
Welch-Berlekamp [4] [5, Sec 6.7] like algorithm introduced by
Loidreau [6]. We show that the constructed algorithms correct
errors of different tensor-ranks for this large family of tensor
codes.

In the first section, we will introduce the properties of the
polynomials that play a role in the construction of the code,
and the properties of the code itself with respect to different
metrics. In the second section, we present the different decod-
ing algorithms. In the third section, we compare the different
algorithms together with those introduced by Roth.

In this paper, we present the results for order three tensors,
but they can be generalised to higher order tensors. We will

present the notions for 3-tensors via their matrix representation
over an extension field. We refer the reader to [7], [8], and [9]
for further background reading.

Notation: Throughout, we let q be a fixed prime power and
denote by Fq the finite field or order q. We let be n be a
fixed positive integer and we define J1, nK := {1, . . . , n}. Let
{α1, . . . , αn} be a basis of Fqn/Fq and set α = (α1, . . . , αn).
For any j ∈ {1, 2}, we write πj to denote the surjective map
πj : N2 ↠ N, x 7→ xj . We let X,Y, Z be indeterminates.

For any j ∈ N2 and r ∈ N, we denote by j + r the vector
j+ r := (j1 + r, j2 + r). Likewise, if J ⊆ N2 and R ⊆ N, we
will define J +R := {j + r | j ∈ J, r ∈ R}.

For any Fq-bilinear map b : Fqn × Fqn → Fqn we denote
the left (resp. right) radical of b by Rad1(b) (resp. Rad2(b));
see [10, Def 8.3].

Gabidulin codes: Consider the rank-metric code Gk(α) :=
{(V (α1), . . . , V (αn)) | V (Z) =

∑k−1
ℓ=0 vℓZ

qℓ , vi ∈ Fqn}.
This is the Gabidulin code of dimension k over Fqn (evaluated
at α). We denote by rankFq (v) the Fq-rank of a tuple v with
coefficients in Fqn , that is, rankFq (v) := dim(⟨v1, . . . , vn⟩Fq ).

Tensors and matrices: We denote by Fn×n
q vector space of

matrices of size n × n over the field with q elements. A 3-
tensor of size n×n×n over a field Fq is any element of the
n3-dimensional Fq-vector space Fn

q ⊗Fn
q ⊗Fn

q = (Fn
q )

⊗3. An
element T ∈ (Fn

q )
⊗3 is uniquely associated with its coordinate

expression (T [i])i∈J1,nK3 as a 3-dimensional array with respect
to the basis (ei1 ⊗ ei2 ⊗ ei3)i∈J1,nK3 , where we denote by
(eι)ι∈J1,nK the standard basis vector of Fn

q , see [11, Corol
2.24].

Let ω = {ω1, . . . , ωn} be a basis of Fqn/Fq . Then sω :
(Fn

q )
⊗3→Fn×n

qn ,Γ 7→
∑n

i3=1 ωi3(Γ[i1, i2, i3])(i1,i2)∈J1,nK2 is
an Fq-isomorphism and yields an expression of every 3-tensor
over Fq as a n×n matrix over Fqn . Therefore, every Fq-vector
subspace C of (Fn

q )
⊗3 can be seen as a Fq-vector subspace

sω(C) of Fn×n
qn . We will call C the associated tensor code

of sω(C) through the basis ω. This is a generalisation of the
associated matrix codes of Fqn -linear codes introduced in [12].
For further details, we refer the reader to [9, Chapter 14].

Coefficients, submatrices and subtensors: Given a matrix
M ∈ Fn×n

q for any i, j ∈ J1, nK, we denote equivalently by
Mi,j , M(i,j), or M [i, j] the coefficient of M at the ith row
and at the jth column. The colon ":" notation in the brackets
indicates the element (vector, matrix, tensor, array) obtained
for which the index at the location of the colon varies. For
instance, if M ∈ Fn×n

q and if i ∈ J1, nK, then M [i, :] =



(Mi,j)j∈J1,nK is the ith row of the matrix M , and if T ∈
Fn×n×n
q is a 3-tensor, then T [i, :, :] = (T [i, j, k])j,k∈J1,nK is

the n2-tuple / matrix of size n× n whose coefficient at (j, k)
is T [i, j, k].

Slices and fibres: Let j ∈ {1, 2, 3} and let Γ be a tensor
in Fn×n×n

q . A j-slice of Γ is a matrix obtained by fixing
only the jth coordinate in the coordinates of Γ. For example,
any matrix of the form Γ[i1, :, :] = (Γ[i1, i2, i3])

n n
i2=1,i3=1, or

Γ[:, i2, :], or Γ[:, :, i3] is a j-slice for j = 1, 2, or 3, respectively.
The jth slice-space of Γ, denoted ssj(Γ) is the span of all of its
jth slices. A j-fibre of Γ is a vector obtained by fixing all but
the jth coordinate in the coordinates of Γ, so for example, any
vector of the form Γ[:, i2, i3] = (Γ[i1, i2, i3])

n
i1=1 with i2, i3

fixed is a 1-fibre. The jth fibre-space of Γ, denoted fsj(Γ) is
the span of its jth fibres.

I. BILINEARISED POLYNOMIALS

Linearised polynomials or q-polynomials over Fqn are
univariate polynomials in the Fqn -linear subspace of Fqn [Z]
spanned by the monomials Zqr , r ∈ N. We denote this
vector space by Mq,Fqn

[Z]. Such polynomials have the form∑ℓ
j=0 fjZ

qj for fj ∈ Fqn and are linear over Fq . Moreover,
the Fq-dimension of the kernel of a non-zero linearised q-
polynomial is upper-bounded by its q-degree, see [7, Chapter
4].

Definition I.1. The bilinearised q-polynomials over Fqn are
the elements in the following subset of Fqn [X,Y ].

Mq,Fqn
[X,Y ] := SpanFqn

{
Xqi1Y qi2

∣∣∣ i ∈ N2
}
.

An element F (X,Y ) ∈ Mq,Fqn
[X,Y ] has an expression as

F (X,Y ) =
∑

i∈S FiX
qi1Y qi2 for some finite set S ⊂ N2

and (Fi)i∈S ∈ (Fqn)
S . We then define the support of F to be

Supp(F ) := {i ∈ S : Fi ̸= 0}. If F (X,Y ) is non-zero, we
define the partial q-degree of F (X,Y ) along X (resp. Y ),
expressed as q-degX F (X,Y ), (resp. q-degY F (X,Y )) to be
the q-logarithm of its respective partial degree.

Example I.2. The bilinearised q-polynomial F (X,Y ) =
XqY q5 + XY q + Xq3Y has q-degX F (X,Y ) = 3 and has
q-degY F (X,Y ) = 5.

This set is not a sub-algebra of Fqn [X,Y ] as it is not
stable upon rth power for any r ∈ N such that r and q are
coprime. The qth power of a bilinearised q-polynomial is also
a bilinearised q-polynomial, therefore, the space is stable upon
left-composition by a (single variable) linearised q-polynomial.

Proposition I.3. Let F (X,Y ) ∈ Mq,Fqn
[X,Y ]. Then the

evaluation map given by F2
qn → Fqn , (x, y) 7→ F (x, y) is

bilinear over Fq .

A. Roth-tensor codes
Definition I.4. Let S ⊆ J0, n−1Km. We define the (evaluation)
Roth-tensor code associated to S and α to be the following
Fqn -linear code in Fn×n

qn .

Cα(S) :=
{(

f(αi1 , αi2)
)
i∈J1,nK2

∣∣∣ f ∈Mn,Fqn
[X,Y ],

Supp(f) ⊆ S

}
.

We observe that every column or row of a codeword of a
Roth-tensor code is a codeword of a Gabidulin code, as stated
in the following proposition.

Proposition I.5. Let S ⊆ J0, n − 1K2. Then Cα(S) are Fqn -
vector spaces of Fqn -dimension |S| and we have the following
monomorphisms of Fqn -vector spaces.

ϕ1 : Cα(S) ↪→ (Gmax(π1(S))+1(α))
n, C 7→ (C[:, j])j∈J1,nK

ϕ2 : Cα(S) ↪→ (Gmax(π2(S))+1(α))
n, C 7→ (C[i, :])i∈J1,mK.

As stated in [3, Section 3.2], we can give a dual expression
of such codes through a given basis ω = (ω1, . . . , ωn) of
Fqn/Fq . For each subset S ⊆ J0, n−1Km, the associated code
of Cα(S) regarding ω is the following, where α⊥ is the dual
basis of α, see [7, Def 2.30]:{
Γ ∈ (Fn

q )
⊗3

∣∣∣∣ ∀r ∈ J0, n− 1Km\S :∑
i∈J1,nK3 Γ[i](α

⊥
i1
)q

r1
(α⊥

i2
)q

r2
ωi3 = 0

}
.

Proposition I.6. Let F (X,Y ) ∈ Mq,Fqn
[X,Y ] and de-

note by F its evaluation map. If degY F (X,Y ) < qn and
F (X,Y ) ̸= 0, then dimFq Rad1(F ) ≤ q-degX F (X,Y ).
Likewise, if degX F (X,Y ) < qn and F (X,Y ) ̸= 0, then
dimFq

Rad2(F ) ≤ q-degY F (X,Y ).

B. Fibre and slice weights

Definition I.7. We define the fibre weight of a matrix T ∈
Fn×n
qn to be the integer wfs3(T ) being the dimension of the

Fq-span of the entries of T .

The dimension of the Fq-span of the entries of the matrix
T ∈ Fn×n

qn is exactly the Fq-rank of its image through the
isomorphism Fn×n

qn → Fn2

qn . In particular, decoding any tensor-
code with respect to this metric is directly equivalent to decode
its isomorphic image in Fn2

qn for the rank-metric.
We will denote by U1(T ) (resp. U2(T )) the Fq-subspace of

Fn
qn spanned by all of the rows (1-slices), resp the columns (2-

slices) of T over Fq . They are respectively Fq-isomorphic to
their corresponding slice space of Γ, an Fq-subspace of Fn×n

q .

Definition I.8. For j ∈ {1, 2}, we define the j-slice space
weight of a tensor T ∈ Fn×n

qn to be the integer given by
wssj (T ) = dimFq

Uj(T ).

Proposition I.9. Let T ∈ Fn×n
qn and let Γ ∈ Fn×n×n

q be its
associated tensor through any basis ω. Then wss1(T ), wss2(T )
and wfs3(T ) are exactly the Fq-dimensions of ss1(Γ), ss2(Γ)
and fs3(Γ) respectively, which do not depend on the choice of
ω.

Proposition I.10. Let S be a non-empty subset of J0, n−1K2.
• min
C∈Cα(S)\{0}

wfs3(C) ≥ n− max
j∈{1,2}

maxπj(S).

• min
C∈Cα(S)\{0}

wssj (C) ≥ n−maxπj(S),∀j ∈ {1, 2}.

Definition I.11. We define the tensor-rank of an element
T ∈ Fn×n

qn denoted trankFq
(T ) is defined to be the tensor-

rank trank(Γ) of an associated tensor Γ ∈ (Fn
q )

⊗3 as defined
in [9, Prop 14.44]. Elements of tensor-rank one are called
elementary tensors.



One can check that, for a given Γ ∈ (Fn
q )

⊗3, if one
writes Γ =

∑η
r=1 Mr ⊗ cr with M1, . . . ,Mη ∈ Fn×n

q and
c1, . . . , cη ∈ Fn

q and η minimal, then (M1, . . . ,Mη) and
(c1, . . . , cη) are respective bases of the the third slice-space
and fibre-space of Γ.

Lemma I.12. Let Γ ∈ (Fn
q )

⊗3. Then for each j ∈ J1, 3K we
have dimFq

ssj(Γ) = dimFq
fsj(Γ).

Proposition I.13. Let T ∈ Fn×n
qn and j ∈ {1, 2}. We have

wfs3(T ) ≤ trankFq
(T ) and wssj (T ) ≤ trankFq

(T ).

This is a direct consequence of [9, Prop. 14.45].

Corollary I.14. Let T ∈ Fn×n
qn . Then the have the up-

per bound maxi1∈J1,nK rankFq T [i1, :] ≤ trankFq (T ) and
maxj∈J1,nK rankFq T [:, j] ≤ trankFq (T ).

Consequently trank(C) ≥ n−maxj∈{1,2} maxπj(S) for any
codeword C ∈ Cα(S)\{0} where S ⊆ J0, n− 1K2.

II. DECODING

A. Decoding every Gabidulin codeword.

In [8], Gabidulin introduced an algorithm to decode
Gabidulin codewords in Gk(ϵ) of length n with errors of rank
at most ⌊n−k

2 ⌋. Since Proposition I.5 states that every column
and row of a codeword in Cα(S) is a Gabidublin codeword, we
can infer a decoding algorithm that does not use the structure
of the whole code but only the fact that Cα(S) is embedded
in a Cartesian product of Gabidulin codes. This motivates us
to study this code with respect to the metric inherited from
the structure of direct sums of rank-metric codes.

We denote by GabDec(r, k, α) the function that returns the
unique Gabidulin codeword c ∈ Gk(α) for r = c + e with e
a vector in Fn

qn of rank at most
⌊
n−k
2

⌋
. We will assume that

the function returns a random word if r − c has rank greater
than

⌊
n−k
2

⌋
for each c ∈ Gk(α).

Algorithm 1 Fibre-wise decoding (column-wise)

Input: n, q, S ⊆ J0, n− 1K2 and R ∈ Fn×n
qn .

C ← 0 ∈ Fn×n
qn .

for i2 ∈ J1, nK do
C[:, i2]← GabDec(R[:, i2],max(π1(S)) + 1, α)

end for
return C.

Algorithm 1 can decode with certainty any message R =
C + E such that C ∈ Cα(S) and such that the Fq-rank of
every column of E is upper-bounded by half the minimum
distance of the Gabidulin code of dimension maxπj(S), so it
can decode any error subject to the following constraints.

max
i2∈J1,nK

rankFq E[:, i2] ≤
⌊
n−maxπ1(S)− 1

2

⌋
(1)

We remind the reader that the Hamming weight of a vector
is its number of non-zero entries. In the following part, we
will assume that S = J0, µ1K× J0, µ2K.

Lemma II.1. Let θ, κ be integers. Let E ∈ Fn×n
qn with the

following condition.

min
J⊆J1,nK
|J |=κ

max
j∈J

rankFq
E[:, j] ≤ θ (2)

Assume that Algorithm 1 on a received message of the form
R = C + E with C ∈ Cα(S) returns a matrix C̃ such
that C and C̃ have identical columns where the rank of the
corresponding column in E is less than θ, and the other
columns of C̃ are unspecified. Then C̃ = C + Ẽ where all
rows of Ẽ have Hamming weight at most n− κ.

Algorithm 2 Two-way fibre-wise decoding

Input: n, q, µ1, µ2 ∈ J0, n− 1K defining S, and R ∈ Fn×n
qn

C ← 0 ∈ Fn×n
qn

C̃ ← 0 ∈ Fn×n
qn

for i2 ∈ J1, nK do
C̃[:, i2]← GabDec(R[:, i2], µ1 + 1, α)

end for
for i1 ∈ J1, nK do

C[i1, :]← GabDec(C̃[i1, :], µ2 + 1, α)
end for
return C.

Theorem II.2. Let µ1, µ2 ∈ J0, n − 1K. Let R = C + E
with C ∈ Cα(J0, µ1K× J0, µ2K) and E ∈ Fn×n

qn subject to the
constraint (3). Then running Algorithm 2 with input R returns
C.

min
J⊆J1,nK

|J |=⌈n+µ2+1
2 ⌉

max
j∈J

rankFq E[:, j] ≤
⌊
n− µ1 − 1

2

⌋
. (3)

Clearly, on Cα(S) for a fixed S = J0, µ1K × J0, µ2K,
Algorithm 2 corrects the set of errors corrected by Algorithm 1
but corrects strictly more errors, see Section III.

B. Factoring on the left

Let f(X,Y ) be a bilinearised polynomial f(X,Y ) =∑
s∈S fsX

qs1Xqs2 with a given S ⊆ J0, n − 1K2, and let a
pair (V (Z), N(X,Y )) where V (Z) ∈Mq,Fqn

[Z] is non-zero
and N(X,Y ) ∈ Mq,Fqn

[X,Y ] whose support is included in
S + J0, q-deg V (Z)K, and V (f(X,Y )) = N(X,Y ). Comput-
ing the coefficients of N(X,Y ) shows that for each s ∈ S, fs
is a function of the coefficients in V (Z), in N(X,Y ) and of
fs−1, fs−2, . . . until the index s− j exits S. In addition, the
same expression of the coefficients in N(X,Y ) shows that fs
such that s ∈ S and (∀j ∈ N∗ : s− j ̸∈ S), can be computed
only knowing V (Z) and N(X,Y ), see Algorithm 3.

C. A Berlekamp-Welch-like decoder

We use the technique introduced in the Loidreau-Overbeck
decoder to decode a different range of errors using the j-slice
space weight. Let µ ∈ J0, n− 2K and fix S = J0, µK2.

Let t ∈ N and let E ∈ Fn×n
qn with wfs3(E) ≤ t. Then

if R = C + E with a given C ∈ Cα(S) with associated



Algorithm 3 Factoring on the left
Input: n, q, S a subset of J0, n − 1K2, V (Z) and N(X,Y )
q-polynomials with V (Z) ̸= 0 and Supp(N) ⊆ S +
J0,degq(V )K.
M ← max(maxπ1(S),maxπ2(S))
θ ← degq(V )
f ← 0 ∈Mq,Fqn

[X,Y ]
ν ← min{ℓ ∈ J0, tK | vℓ ̸= 0}

▷ The function Coef(F,m) returns the coefficient in
front of the monomial m in the polynomial F .
if N = 0 then

return f
end if
for δ ∈ J−M,MK do

for τ from 0 to M do
s← (δ + τ, τ)
if s ∈ S then

Σ←
∑

ℓ∈Jν+1,θK
s+ν−ℓ∈S

Coef(V,Zqℓ)×(
Coef

(
f,Xqs1+ν−ℓ

Y qs2+ν−ℓ))qℓ
c←

(
(Coef(V,Zqν )−1×(

Coef
(
N,Xqs1+ν

Y qs2+ν)− Σ
))1/qν

f ← f + cXqs1Y qs2

end if
end for

end for
return f

polynomial f(X,Y ), we consider the following equation of
unknowns (V (Z), N(X,Y )) with V (Z) ∈ Mq,Fqn

[Z] and
with N(X,Y ) ∈ Mq,Fqn

[X,Y ] such that q-deg V (Z) ≤ t
and Supp(N(X,Y )) ⊆ S + J0, tK.

∀i ∈ J1, nK2 : V (Ri1,i2) = N(αi1 , αi2) (4)

In this situation, (V (Z), V (f(X,Y ))) is a solution of
Equation (4) for any q-polynomial V (Z) with q-deg V ≤ t.

Theorem II.3. Let µ ∈ J1, n − 1K and fix S := J0, n − 1K.
Let C ∈ Cα(S) corresponding to f(X,Y ). Let E ∈ Fn×n

qn

and let R = E + C. Let Θ ∈ J0, n − µ − 2K and
assume that minj∈{1,2} wssj (E) ≤ Θ. Then any solution
(V (Z), N(X,Y )) of Equation (4) for t = n − µ − 1 − Θ
satisfies V (f(X,Y )) = N(X,Y ).

Sketch of proof: Let (V (Z), N(X,Y )) a solution of (4)
such that q-deg V (Z) ≤ t and Supp(N(X,Y )) ⊆ S + J0, tK.
For each (i1, i2) ∈ J1, nK2 we have

(V ◦ f −N)(αi1 , αi2) = −V (E[i1, i2]). (5)

Let W := (V (E[i1, i2]))(i1,i2)∈J1,nK2 ∈ Fn×n
qn . Assume that

dimFq
U1(E) ≤ Θ. Let ℓ : Fn

qn → Fn
qn be the Fqn -linear map

uniquely defined by ℓ(ei1) = W [i1, :] for all i1 ∈ J1, nK. One
can check that wss1(W ) ≤ wss1(E) hence wss1(W ) ≤ Θ.
In addition, expressing the coefficients of the elements in the
radical of V ◦f−N using (5) yields an isomorphism between

Rad1(V ◦f−N) and ker(ℓ)∩Fn
q , the kernel of the restriction

of ℓ to Fn
q , which has image U1(W ). Hence, the rank-nullity

theorem applied on this restriction yields the following.

dimFq
(Fn

q ∩ ker(ℓ)) = dimFq
Fn
q − wss1(W ) ≥ n−Θ.

Finally, assume that (V ◦ f − N)(X,Y ) is not the zero
polynomial. Since (V ◦ f − N) has support in S + J0, tK.
Therefore, the q-degrees of (V ◦ f − N)(X,Y ) are upper
bounded by n−Θ− 1, which contradicts Proposition I.6.

Corollary II.4. Assume that we have the following condition.

wΣss(E) := wfs3(E) + min
j∈{1,2}

wssj (E) ≤ n− µ− 1 (6)

Then there exists t ∈ J0, n − 1K such that every solution
(V (Z), N(X,Y )) of Equation (4) where q-deg V (Z) ≤ t
and Supp(N) ⊆ S + J0, tK is of the form N(X,Y ) =
V (Z) ◦ f(X,Y ).

Hence Algorithm 4 can retrieve any codeword in Cα(S)
with S = J0, µK2 with an error E ∈ Fn×n

qn such that
minj∈{1,2} wssj (E) at most n − µ − t − 1 and wfs3(S) at
most t for a given t ∈ J0, n− 1K.

Algorithm 4 Radical Decoding with specified fibre-weight.

Input: n, q, t ∈ J0, n− 1K, µ defining S, R ∈ Fn×n
qn .

Pick a non-zero solution (V (Z), N(X,Y )) of Equation (4).
if V (Z) = Z then

return R
end if
Run Algorithm 3 to factorize N(X,Y ) into V (f(X,Y )).
Create C the codeword associated to f(X,Y ).
return C

We observe that as t increases, Equation (4) has more and
more solutions, but if the shape of E does not satisfy the
criterion of Theorem II.3 (for as t increases, the maximum
possible Θ decreases) the solutions of the equations can no
longer be solutions of the form V ◦ f = N , and hence do not
retrieve the codeword. Therefore, if at least one configuration
fits the requirements of Theorem II.3, we can find the first of
these occurrences to ensure that we find a correct solution.
That way, instead of treating the allowed fibre weight as a
parameter of the problem, Algorithm 5 can correct any error
E such that wΣss(E) ≤ n− µ− 1.

III. COMPARISONS

A. Roth’s algorithms

In his paper [3], Roth gave two algorithms to decode
his codes “C(n, 3, 3; q)” (generalised to any order) and
“C(n, 5, 3; q)” for errors respectively of tensor-rank at most
one and two. The codes are respectively isomorphic to the
codes Cα(S1) and Cα(S2) with S1 ⊇ {s ∈ J0, n− 1K2 | s1 +
s2 > 1} and S2 ⊇ {s ∈ J0, n − 1K2 | s1 + s2 > 3}. Since
the sets S1 and S2 have maximum n − 1 on all directions,
running Algorithms 1 or 4 would result in no error correction
capability.



Algorithm 5 Radical Decoding.

Input: n, q, µ defining S , R ∈ Fn×n
qn .

Find the smallest t s.t. Equation (4) has an non-zero
solution.
if no such t exists then

return "No solution".
end if
Pick a non-zero solution (V (Z), N(X,Y )) of Equation (4).
if V (Z) = Z then

return R
end if
Run Algorithm 3 to factorize N(X,Y ) into V (f(X,Y )).
Create C the codeword associated to f(X,Y ).
return C

Algorithm
Dimension
of the code

over Fqn

Asymptotic
number of
correctable

errors
Algorithm 1 on

Cα(J0, n−1K×J0, n−3K) n(n− 2) q2n
2

(q−1)n

Algorithm 2
on Cα(J0, n− 3K2) (n− 2)2 n q3n

2−2n

(q−1)n−1

Roth decoder
on C(n, 5, 3, q) n2 − 10 q6n

2(q−1)4

Roth decoder
on C(n, 3, 3, q) n2 − 3 q3n

(q−1)2

Fig. 1. Comparison of the decoding algorithms.

The code C(n, 3, 3; q) has Fqn -dimension at least n2 − 3
correcting every error of tensor-rank at most 1 in (Fn

q )
⊗3, i.e.

with at least (qn−1)3

(q−1)2 + 1 correctable errors.
The code C(n, 5, 3; q) has Fqn -dimension at least n2 − 10

correcting every error of tensor-rank at most 2 in (Fn
q )

⊗3, and
one can check that it corresponds to the following number of
correctable errors.
q(qn−1)3(qn−1−1)2( 1

2 q
2(q+1)(qn−1−1)+3(q−1))

(q−1)3(q2−1) + (qn−1)3

(q−1)2 + 1
(7)

B. Fibre-wise decoders

Since the number of matrices of a given size and a given
rank over a given field is known (c.f. [13, Thm 25.2]), it is
possible to compute the number of errors satisfying (1) or (3).

Since Roth codes introduced in Subsection III-A have
dimension strictly larger than any Roth tensor code Cα(S)
for which at least one of the algorithms above corrects non-
trivial errors, we can compare the former with the largest Roth
tensor code for which Algorithms 1 and 2 can decode non-
trivial errors, see Figure 1 where are displayed their asymptotic
equivalents, for n ≥ 3.

C. Fibre and radical.

Proposition III.1. With a given code Cα(J0, µK2). There exists
errors satisfying (1) that do no do not satisfy Equation (6). If

an error satisfies (6), either itself or its transpose satisfies (1),
but not necessarily both.

The computational complexity of the algorithms above in
terms of operations over Fq in the following. With [14], Al-
gorithm 1 and Algorithm 2 have same asymptotic complexity
O(n4 log n). Since Equation (4), for a given t, is a system of
n3 equations and n((µ + 1)2 + (2µ + 1)t) unknowns on Fq ,
yielding a complexity O(n9) for Algorithm 4 and O(n9 log n)
for Algorithm 5, see [15, Chapter 3].

D. Remarks on the tensor rank

As shown in Subsection I-B, each metric introduced, includ-
ing wΣss, gives a lower bound on the tensor-rank metric. In
particular if a code is t-error correcting one of these metrics,
then it is t-error correcting for the tensor rank.

Corollary III.2. The Fq-tensor code Cα(J0, µK2) of dimension
n(µ+ 1)2 endowed with the tensor-rank metric is

⌊
n−µ−1

2

⌋
-

error correcting, and Algorithms 1, 2 and 4 reach the decoding
radius.

Remark III.3. Let κ ∈ J1, n−1K. We remark that given a T ∈
Fn×n
qn , there is no clear deterministic exploitable improvement

of the bound trank(T ) ≥ minJ ,|J |=κ maxj∈J rankFq
T [:, j],

which is a consequence of Corollary I.14, e.g. T1, T2 ∈ Fn×n
qn

defined by T1[i] = αi11i1≤a1i2≤n−κ and T2[i] = αi11i1≤a.

Contrarily to decoders specifically designed for the tensor-
rank, the Algorithms above can correct more errors, e.g.
Figure 1. Let R ∈ N∗. On one hand, the number of elements
in Fn×n

qn of tensor rank at most R is at most (qn−1)3(R+1)

(q−1)2(R−1) ,
as every such tensor can be expressed as a sum of R + 1
elementary tensors, e.g. Γ = Γ+ τ − τ for trank(Γ) = R− 1
and τ an elementary tensor. On the other hand, the number
of tensors E ∈ Fn×n

qn with wΣ ss(E) < 2R, condition implied
by (wss1(E), wss2(E), wfs3(E)) = (R,R − 1, n), is at least
qnR(R−1). Therefore, the number of E ∈ Fn×n

qn corrected by
Algorithm 5 with trankFq

(E) > R =
⌊
n−µ−1

2

⌋
is at least

qnR(R−1)− (qn−1)3(R+1)

(q−1)2(R+1) . If R = ⌊an+ b⌋ with a ∈ [0, 1] and
b ∈ Z≤0, unless a = 1, then the term on the right will be
ultimately negligible compared to the term on the left.

Remark III.4. It is non trivial to check if lower-bound on the
tensor-rank of Corollary I.14 is met or not. It is however the
case for µ = n− 1 as the evaluation of a tr(bX) tr(cY ) has
tensor rank one, with a, b, c ∈ Fq with an argument similar to
[9, Prop 14.44], with [7, Thm 2.24].
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Link to GitHub repository with programs:
https://github.com/lucienfrancois/RothTensorCodes

https://github.com/lucienfrancois/RothTensorCodes
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