
HAL Id: hal-04915586
https://inria.hal.science/hal-04915586v1

Submitted on 27 Jan 2025

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Multiresolution Fusion and Classification of
Hyperspectral and Panchromatic Remote Sensing

Images
Martina Pastorino, Gabriele Moser, Sebastiano B. Serpico, Josiane Zerubia

To cite this version:
Martina Pastorino, Gabriele Moser, Sebastiano B. Serpico, Josiane Zerubia. Multiresolution Fusion
and Classification of Hyperspectral and Panchromatic Remote Sensing Images. IEEE/CVF Winter
Conference on Applications of Computer Vision Workshops (in WACV 2025), Feb 2025, Tucson (AZ),
United States. �hal-04915586�

https://inria.hal.science/hal-04915586v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Multiresolution Fusion and Classification of Hyperspectral and Panchromatic
Remote Sensing Images

Martina Pastorino
DITEN Dept.

University of Genoa, Italy
martina.pastorino@edu.unige.it

Gabriele Moser
DITEN Dept.

University of Genoa, Italy
gabriele.moser@unige.it

Sebastiano B. Serpico
DITEN Dept.

University of Genoa, Italy
sebastiano.serpico@unige.it

Josiane Zerubia
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Abstract

This paper proposes a supervised method for the joint
classification and fusion of multiresolution panchromatic
and hyperspectral data based on the combination of proba-
bilistic graphical models (PGMs) and deep learning meth-
ods. The idea is to exploit the spatial and spectral informa-
tion contained in panchromatic and hyperspectral images
at different resolutions with the aim to generate a classi-
fication map at the spatial resolution of the panchromatic
channel, while exploiting the richness of the spectral infor-
mation provided by the hyperspectral channels. The pro-
posed technique is based on deep learning, with FCN-type
architectures, and PGMs, through the definition of a condi-
tional random field (CRF) model approximating the behav-
ior of the ideal fully connected CRF in a computationally
tractable manner. The neural architecture aims to integrate
hyperspectral and panchromatic data at the corresponding
spatial resolution and generate posterior probability esti-
mates, while the CRF incorporates information associated
with not only local but also long-distance spatio-spectral
relationships. The algorithm has been experimentally val-
idated with PRISMA data from the Italian Space Agency
with promising results.

1. Introduction

Hyperspectral image classification is a highly active and
investigated area of remote sensing, for which effective
techniques provide very accurate results. In particular, sev-
eral approaches for supervised classification of hyperspec-
tral data based on the analysis of spatial and spectral in-
formation have been proposed [1, 6, 8, 14, 16, 23, 24, 30,
38, 40, 41] based on different image processing techniques.

The methods in [6, 14] develop architectures combining
Markov random field (MRF) and dictionary learning or sup-
port vector machine (SVM), respectively, while [23] com-
bines SVM and deep learning techniques. The architectures
presented in [8,16,24,30,38,40,41] are also based on deep
learning models, specifically [16, 40] involving the com-
bination of neural networks and CRFs, [8, 41] graph con-
volutional network (GCN) models, [38] graph transformer
networks and [31, 33, 34, 36, 37] convolutional neural net-
works integrating the analysis of spectral information to the
more traditional analysis of spatial information guaranteed
by two-dimensional convolutional layers.

Other approaches for the supervised classification of hy-
perspectral images include the use of preliminary classifi-
cation methods, such as superpixels [2, 10, 29, 39], in some
cases to overcome the scarcity of information available in
input [39] typical of applications related to remote sensing.

The proposed method addresses the complex problem of
the hyperspectral-panchromatic multiresolution supervised
classification with the aim of generating a classification map
at the resolution of the panchromatic channel, but exploiting
the richness of the spectral information provided by the hy-
perspectral channels. This multiresolution problem is very
promising from the point of view of the extraction of the-
matic information, precisely thanks to the opportunity to
benefit from both spatial and spectral information captured
by the two different sensors.

At the same time, unlike the above-mentioned classifica-
tion of single-resolution hyperspectral data, panchromatic
hyperspectral multiresolution classification is a very new
problem, substantially not addressed in the literature so far.
Panchromatic-multispectral classification techniques have
been developed in [28] and [22] by means of MRF-based
approaches, but with reference only to sensors character-
ized by a limited number of spectral channels and without



taking into account the potential and challenges of the hy-
perspectral data. Other panchromatic-multispectral classifi-
cation methods present in the literature are based on feature
fusion, deep learning models [17] and pyramid representa-
tions [20]. The latter have also been used in the conjunctive
RGB-hyperspectral classification [35].

Hyperspectral pansharpening methods [18, 26] address
the problem of multi-resolution fusion of hyperspectral and
panchromatic channels but with a different objective, ori-
ented to generate not a classification result but a simulation
of the hyperspectral data on the pixel grid of the panchro-
matic channel. These techniques do not take into account
the relationship between the hyperspectral and panchro-
matic measures and the spatial field of thematic class labels
(e.g., land cover or use), do not use training samples for the
classes, and determine, on the basis of concepts of signal
processing and without a goal of supervised classification,
a transformed image that is not optimised in order to cor-
rectly discriminate the classes.

The proposed multiresolution fusion technique for clas-
sification is based on methodological contributions related
to deep learning and probabilistic graphical models (struc-
tured output learning). Great effectiveness in satellite image
classification has been demonstrated by deep neural net-
works, typically based on the interconnection of multiple
CNN subnetworks. The latter are characterized by an intrin-
sically multiresolution structure, thanks to the presence of
pooling layers that perform spatial subsampling processes,
and convolutional layers, whose spatial windows determine
the extraction of levels of representation at distinct spatial
scales (representation learning) [9]. This structure typical
of two-dimensional CNNs on pixel networks then naturally
extends to datasets associated with topologies of different
size, as well as the three-dimensional datacube associated
with a hyperspectral image. Such extensions make use of
3D (3D-CNN) or 1D convolutions along the channel set
(equivalent to the wavelength axis; 1D-CNN) [25].

In this context, the proposed method is based, firstly, on
CNN-type architectures (including also fully convolutional
networks, FCN [19]) dedicated to the estimation, on the
panchromatic network, of the posterior probabilities of the-
matic classes, given both hyperspectral and panchromatic
observations. To this end, the neural architecture aims to
integrate the hyperspectral and panchromatic data at the cor-
responding spatial resolution levels and generate estimates
of the posterior probabilities. To effectively train such deep
networks, a very large number of precisely annotated train-
ing samples is usually needed. This condition is easily ver-
ified in the application to benchmark data made available
for international scientific contests (see, for example, [5]),
but it often turns out to be a critical restriction in real-world
applications, in which the available training sets are usually
composed of a relatively limited number of samples or spa-

tially disjoint regions assigned to the classes [21]. More de-
tailed information on the spatial structures in the scene (ob-
jects and regions) is therefore often absent from the training
set. This negatively influences the performance of a neural
learning model trained on such data and constitutes an op-
erational limitation. The technique proposed here also aims
to address, in the context of multiresolution panchromatic-
hyperspectral classification, this criticality related to the re-
quirements in terms of quantity and quality of the training
set. To this end, the proposed method integrates the ap-
proach based on deep neural networks with a probabilistic
graphical model, namely a conditional random field (CRF).
The technique extends the previous method in [21], which
focused on the classification of three-channel optical aerial
images with a spatial resolution of a few centimeters, to the
case of the classification of multiresolution panchromatic-
hyperspectral satellite images. The key idea consists in
mitigating the impact of the training set insufficiencies by
incorporating, with an innovative CRF model, information
associated with not only local but also long-range spatial-
spectral relations. It is assumed that the neural network
is trained with the available training data, albeit limited in
quantity and/or quality. Ideally, an effective approach to
compensate for the impact of such a training set on accu-
racy would be to use a fully connected CRF, i.e. a PGM
that models the interactions between all pairs of pixels in
the considered grid — a model whose computational com-
plexity would be intractable. A traditional MRF or CRF
model characterizes relationships on a local basis, i.e. in
terms of a system of neighborhoods [11, 32].

The CRF model proposed here approximates in a com-
putationally tractable way the behavior of the ideal fully
connected CRF, introducing a graph that includes not only
the local relations defined by the neighborhood scheme
but also relations between a set of additional virtual nodes
aimed at representing long-distance dependencies. Such
virtual nodes are defined on the basis of a clustering re-
sult of the computed activations of the neural network in
the set of all its hidden layers. On the composite graph,
which extends to the pixel grid and the resulting set of vir-
tual nodes, a CRF is defined that characterizes the inter-
actions (i) between neighboring pixels, (ii) between virtual
nodes interconnected with a full mesh, and (iii) between
pixels and virtual nodes interconnected with a dedicated
neighborhood scheme. The application of state-of-the-art
graph-based minimum energy algorithms, involving graph
cut [12], ensures convergence to solutions characterized by
strong optimality conditions. Methodologically, the pro-
posed technique allows to capture and integrate into a prob-
abilistic decision process the information extracted from the
network at various spatial scales, taking advantage of both
the great potential of deep neural networks in learning from
high-dimensional datasets information at different levels of



abstraction and the ability of probabilistic graphical models
to optimize classification results, explicitly formalizing the
dependencies associated with the input data.

2. Methodology

2.1. Overview of the proposed methodology

The proposed methodology integrates multiresolution
and multispectral panchromatic and hyperspectral image
data for semantic segmentation by leveraging a novel
spatial-spectral neural network architecture, multiresolution
fusion, clustering, and a cluster fully connected CRF (Cl-
FC-CRF, see Fig. 1). The approach focuses on the comple-
mentary strengths of high spatial resolution from panchro-
matic data and rich spectral resolution from hyperspectral
data.

The problem involves image data of the same scene
acquired at multiple resolutions and with different spec-
tral information. In particular, the focus is on panchro-
matic, XPAN ∈ R1×H×W and hyperspectral, XHY S ∈
RCHY S×H

r ×W
r acquisitions, with r the spatial resolution ra-

tio.
The multiresolution fusion is firstly addressed by the

proposed neural network, which employs a two-branch en-
coder. One branch processes the high spatial resolution data
through convolutional and max-pooling layers, while the
other processes high spectral resolution data with 3D point-
wise convolutions and spectral max pooling, compress-
ing spectral information into spatially meaningful features.
Features from both branches are fused in a bottleneck layer,
which aligns their resolutions for subsequent decoding.

Afterwards, the panchromatic data is concatenated with
a reduced set of the features extracted by the hyperspectral
modeling branch of the neural network and of the features
extracted by the decoder. These features are upsampled to
match the panchromatic resolution, resulting in a unified
tensor that preserves both spatial and spectral information.
Clustering is applied to this tensor using k-means, where
clusters represent spatio-spectral similarity. This step en-
sures connections between similar pixels across the image,
independently of their spatial proximity.

To further refine segmentation, a CRF approximating full
connectivity is employed. The CRF energy function incor-
porates unary potentials derived from network predictions
and pairwise potentials to enforce spatial smoothness and
label consistency. These potentials connect pixels locally,
clusters globally, and pixels to their nearest clusters, captur-
ing hierarchical relationships.

Overall, the methodology combines multiresolution data
fusion through neural network-based feature extraction,
clustering, and CRF-based long-range spatial dependencies
modeling, resulting in an effective framework for semantic
segmentation of panchromatic and hyperspectral data.

2.2. Spatial-spectral neural architecture

The employed neural network architecture belongs to the
family of fully convolutional networks (FCNs) [19]. In this
case, the architecture is designed for a semantic segmenta-
tion task that integrates two different multiresolution data:
panchromatic and hyperspectral channels.

The encoder is divided into two separate branches which
process panchromatic and hyperspectral information sep-
arately. The first branch processes the high-resolution
panchromatic data XPAN . The input passes through a se-
ries of convolution and downsampling max pooling layers.
The second branch processes the coarser spatial resolution
hyperspectral data XHY S applying 3D pointwise convolu-
tions followed by max pooling along the spectral dimen-
sion. We emphasize the role of 3D convolutions, which are
aimed at extracting a meaningful representation from the
hyperspectral channels, to benefit from its rich spectral con-
tent. In particular, this processing operation compresses the
spectral information while retaining spatial features, effec-
tively condensing multi-channel spectral data.

The features extracted from both channels are fused in
a bottleneck layer, which learns the combined representa-
tions of spatial and spectral data. In order to have a match
between the two original spatial resolutions, the sequence
of pooling layers have an overall size which is a multiple of
the original resolution ratio, ν ·r with ν ∈ N. The bottleneck
consists of two convolutional blocks with batch normaliza-
tions and rectified linear unit (ReLU) activations.

The decoder reconstructs the segmentation map by pro-
gressively upscaling the features. Upsampling is performed
using either bilinear interpolation or transposed convolu-
tions, followed by convolutional layers which refine the fea-
tures. The final segmentation map is generated at the spa-
tial resolution of the panchromatic image. The network in-
cludes dropout layers for regularization, preventing overfit-
ting.

2.3. Multiresolution fusion and clustering

The aforementioned neural architecture leverages the
multiresolution information at its native resolution, produc-
ing feature maps at multiple resolutions which depend ei-
ther on the original fine resolution panchromatic channel of
the image, on the coarse resolution hyperspectral channels,
or on their combination (in the architecture decoder). In the
proposed method, a multiresolution tensor is constructed
starting from the original panchromatic channel with the ad-
dition of upsampled results of a feature reduction (through
principal component analysis, PCA) over the network acti-
vations computed (i) over the hyperspectral channels of the
input image and (ii) over the combination of the processed
panchromatic and hyperspectral channels.

xi = xPAN,i ⊕ fHY S,i ⊕ fDEC,i (1)



Figure 1. Overall architecture of the proposed methodology for multiresolution panchromatic-hyperspectral image fusion and classification.
The CRF connects each pixel (black circle) with its neighbors (gray circles) in the image and with the h most similar clusters (colored
circles), which are fully connected (middle).

Figure 2. Multiscale tensor containing panchromatic and hyper-
spectral data.

with xi the overall feature vector of pixel i ∈ I, xPAN,i,
fHY S,i, and fDEC,i are respectively the panchromatic ac-
quisition, the feature vector of the second channel-wise con-
volutional layer of the neural architecture and of the first
convolutional block of the decoder (with spatial resolution
2 times coarser than the original panchromatic image), in
the same location i, ⊕ is the concatenation operator, and I
is the pixel lattice at the panchromatic scale. The rationale
is to model the spatial and spectral information contained
in the panchromatic and hyperspectral data. Since the in-
termediate activations of the neural network applied on the
hyperspectral data have a significant number of channels –
while still being less than the number of original channels
of the hyperspectral image – feature dimensionality reduc-
tion is applied. In particular, PCA is applied to the feature
maps at coarse resolution, and only a number p of principal
components is kept as in [21]. The result of the PCA is up-
sampled at the panchromatic spatial resolution through bi-
linear interpolation. Likewise for the feature maps derived
from the decoder.

k-means is run on the obtained multiscale tensor (see
Fig. 2). On the one hand, we do so to benefit, within the
clustering stage, from the spatio-spectral information con-
tained in the multisensory acquisitions. On the other hand,



the k-means partition joins similar pixels – a similarity in-
fluenced by both the panchromatic and the hyperspectral
channels – all over the image in the same cluster, thus al-
lowing connections through points at any distance on the
image itself. Consider C and Ω the set of clusters and la-
bels, respectively. The cluster feature vector xc ∈ Rn is
defined as the centroid of cluster c ∈ C:

xc =
1

|c|
∑
i∈c

xi (2)

with |c| the numbers of pixels in cluster c, and the label yc
is given by the maximum of the posterior probability com-
puted by the neural network averaged over cluster c.

2.4. Cluster fully connected CRF (Cl-FC-CRF)

The developed CRF model is an extension, aimed at the
multiresolution fusion and classification of panchromatic
and hyperspectral images, of the methodology proposed
in [21] for the case of single-resolution multispectral im-
agery. Let us consider a CRF model with up to pairwose
nonzero clique potentials, i.e., models considering at most
the interactions between pairs of pixels. In this case, the
energy is expressed as follows [15]:

U(Y|X ) =
∑
i∈I

Di(yi|X ) +
∑
j∈∂i
i∈I

Vij(yi, yj |X ), (3)

where Di(yi|X ) is the unary potential associated with the
statistics of the label yi of each pixel i, given the ran-
dom field of the observations X , and Vij(yi, yj |X ) is the
pairwise potential that defines the spatial relations among
neighboring pixels i and j (i.e., i ∈ I, j ∈ ∂i, with ∂i ⊂ I).

The proposed CRF model approximates a fully con-
nected behavior through a computationally feasible solu-
tion, which is determined by the clustering partition. Given
the pixel lattice I, the feature vector xi ∈ Rd of pixel i ∈ I
is composed of the multiscale tensor described in the previ-
ous section, and yi ∈ Ω is the associated label. The random
field of observations and labels are X = {xi, xc}i∈I,c∈C
and Y = {yi, yc}i∈I,c∈C , respectively. The total energy of
the proposed CRF is [21]:

U(Y|X ) =
∑
i∈I

Di(yi|xi) + λII
∑
j∈∂i
i∈I

Vij(yi, yj |xi, xj)

+ γ
∑
c∈C

Dc(yc|xc) + λCC
∑
c,d∈C
c ̸=d

Vcd(yc, yd|xc, xd)

+ λIC
∑
i∈I
c∈∂̄i

Vic(yi, yc|xi, xc), (4)

Di and Dc are unary potentials for the pixel and cluster lay-
ers, and are computed as the log-posterior pixelwise proba-
bility predicted by the neural network (the softmax) and its
weighted version for each cluster and class, respectively. γ
is a weight to balance the two terms.

The other terms represent the pairwise energy contribu-
tions favoring spatial smoothness. In particular, in the pro-
posed model, pixels are connected locally using a first-order
neighborhood system (represented by ∂i), while clusters are
fully connected, and a pixel is connected to the clusters cor-
responding to the h nearest neighbors (h-NN) among the
centroids (represented by ∂̄i), including the cluster the pixel
belongs to. Vij enforces spatial smoothness between neigh-
boring pixels, Vcd prompts similar clusters to be assigned
to the same class, and Vic is the pixel-cluster pairwise po-
tential. The λ-terms are weights to tune the contribution of
each term. The pairwise potentials are defined by a contrast-
sensitive Potts potential [4] to favor consistency in the label-
ing while simultaneously weighting on the similarity among
the corresponding features.

The energy function is minimized through the α − β
swap graph cut method [7] which decomposes a multiclass
inference problem in a sequence of binary ones. The con-
verges to a local minimum with strong optimality proper-
ties [3, 4, 13].

3. Experimental Results
3.1. Dataset and experimental setup

The proposed technique was tested on two datasets
acquired over Lombardy and Emilia Romagna, Italy, in
mainly urban areas. Both the datasets consist of three
PRISMA images collected in April, 2021 for Lombardy and
July, 2022 for Emilia Romagna. The PRISMA acquisitions
include a panchromatic image, with a 5-m spatial resolu-
tion, and a hyperspectral image with 234 spectral bands and
30-m spatial resolution.

The ground truth was derived with regional land use
archives: the 2021 DUSAF1 for the Lombardy area and
a 2020 regional archive for the urban areas of Emilia Ro-
magna2. The mapping classes aim to discriminate different
vegetated areas (cultivated fields, low and high vegetation),
water bodies and built-up areas (buildings and roads).

The obtained dataset was split into two disjoint subsets
for training and validation of the proposed multisensor fu-
sion architecture. In particular, the Lombardy dataset in-

1https://www.regione.lombardia.it/wps/portal/istituzionale/HP/
DettaglioServizio/servizi-e-informazioni/Enti-e-
Operatori/Territorio/sistema-informativo-territoriale-sit/uso-suolo-
dusaf/uso-suolo-dusaf

2https://geoportale.regione.emilia-romagna.it/download/dati-e-
prodotti-cartografici-preconfezionati/pianificazione-e-catasto/uso-del-
suolo/2020-coperture-vettoriali-uso-del-suolo-di-dettaglio-edizione-
2023/cartella-dei-dati



cludes three fully overlapping images of the urban area
of Lombardy, while the Emilia Romagna dataset includes
three partially overlapping images that show several urban
centers. Consequently, for the first dataset the three images
were split into small subimages corresponding to training
and test sets, while for the second, two complete images
were used for training and one for testing.

The unary potentials are obtained through an FCN clas-
sifier providing probability scores at the pixel level and the
feature maps over the hyperspectral channels. Three dif-
ferent architectures were employed for experimental vali-
dation, all of the kind presented in Section 2.2: a standard
U-Net [27] with a pointwise channelwise spectral convo-
lution (U-Net λ), a lightweight U-Net with fewer convolu-
tional blocks and a pointwise channelwise spectral convo-
lution (LU-Net λ), and its version with two channelwise
convolutions (LU-Net λλ). The FCNs are trained on an
RTX2080Ti GPU. The overall amount of trainable parame-
ters is shown in Tables 1-2. These backbones were selected
for their robustness, stability, and encoder-decoder architec-
ture, which allows to obtain outputs with the same size of
the input [19, 27].

The proposed method involves several hyperparameters,
which were experimentally set through trial and error. In
particular, the weights in the energy function λII , λCC , λIC ,
and γ were set to 2, 1, 1, |I|

k , respectively, with |I| the num-
ber of pixels in the image patch and k the number of cluster
centroids. The standard deviation σ of the Gaussian ker-
nel in the contrast sensitive Potts pairwise potential is the
median Euclidean distance between all considered pairs of
feature vectors. The number of principal components p is
experimentally set to 3, according to the behavior of the
corresponding eigenvalues. PCA is performed on the fea-
ture maps output of the hyperspectral modeling branch of
the network before the upsample.

After computing the multiscale tensor, with the output
of the network, the clustering is run on a subset of pixels,
to maintain a low computational complexity. The number
of clusters k is chosen empirically as 256, and a sensitiv-
ity analysis was performed (see Table 3). The CRF en-
ergy minimization is implemented by subdividing the im-
age into patches of 600 × 600 pixels. This allows the pro-
posed methodology to be adapted to larger scale images,
with limited increase in computational burden. The number
h of nearest centroids is set to 4 to capture long-range while
keeping a rather low computational cost.

3.2. Results and discussion

The results obtained through the experimental validation
of the method on the test set of the Lombardy dataset are
shown in Fig. 3 (first row) and in Table 1. The accuracies are
reported in terms of recall for each class, overall accuracy,
and class-averaged recall, precision, and F1 score.

As can be seen from the results in Table 1, the proposed
neural architectures effectively distinguish the six land
cover classes identified in the ground truth data. Specif-
ically, all three architectures achieve accurate results not
only for the classification of majority classes such as built-
up areas (“built-up”) and vegetated areas (“crop soil” and
“trees”), but also for the minority classes “bare soil” and
“water.”

The results are slightly less accurate for the classification
of low-vegetation, non-cultivated areas (“grass”), primarily
due to the overlap in feature space between the “trees” and
“grass” classes. The “trees” class, being significantly more
prevalent, is also characterized by some false positives.

Regarding the average accuracies, the U-Net λ is the
neural architecture that achieves the best results, thanks to
its higher number of parameters (which also entails a greater
computational time and high sensitivity to the amount of
available training samples). In general, the average values
of recall, precision, and F1 score are around 80%, reaching
up to 90% for the U-Net λ.

As shown in Fig. 3, the results obtained by the method
closely reflect the ground truth, with no significant over-
smoothing or evident false alarms. Notably, the proposed
method demonstrates its ability to generate classification
maps where the spatial boundaries between classes are well-
defined and effectively identifies minority classes such as
“bare soil,” “water,” and “grass.”

As also highlighted in Table 1, the inclusion of the CRF
and the consequent modeling of spatial-spectral relation-
ships, both local and long-range, improves the accuracy of
results across all the considered classes, leading to enhance-
ments in average accuracies. The U-Net λ remains the ar-
chitecture capable of achieving the most accurate results,
with an overall accuracy of 96% and an F1 score of 92%.

For the Emilia Romagna dataset, the results are shown
in Fig. 3 (second row) and in Table 2. As with the previous
dataset, the accuracies are reported in terms of recall for
each class, overall accuracy, mean recall, precision, and F1
score.

In this case, the results are generally less accurate. This
is primarily because the ground truth for this region is de-
rived from a land-use archive with a lower spatial resolu-
tion compared to DUSAF (the archive used as ground truth
for the Lombardy area). Consequently, the minority classes
identified have even fewer available samples, leading to
less accurate classification results compared to the previous
dataset (with a maximum accuracy of 30%).

Another important point to note is that while for the
Lombardy dataset both the PRISMA acquisitions and the
DUSAF map are from 2021, for the Emilia Romagna
dataset the PRISMA acquisition is of 2022 and the regional
archive dates back to 2020. As a result, the nominal extent
of the mapping classes in the ground truth may not perfectly
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Figure 3. Test ground truths and classification maps for the test tiles in the Lombardy and Emilia Romagna datasets.

Table 1. Test-set results for the Lombardy dataset. Per-class values are recalls. Overall accuracy (OA), recall, precision, and F1 score are
averaged over the classes.

Architecture built-up crop soil tall veg. grass bare soil water OA recall prec. F1 score # train param. train time
U-Net λ 92.75 98.28 91.34 74.88 90.75 91.68 95.69 89.91 91.63 90.77 17·106 2h

LU-Net λ 88.72 97.10 83.77 43.72 87.02 76.71 91.99 79.51 84.73 82.03 23·104 2h
LU-Net λλ 86.35 97.73 82.30 32.99 83.67 76.73 91.54 76.63 85.17 80.68 38·104 2h

U-Net λ + Cl-FC-CRF 94.77 99.00 93.01 75.32 92.98 91.76 96.69 91.14 94.63 92.85 17·106 (2+6)h
LU-Net λ + Cl-FC-CRF 89.81 98.29 85.94 43.72 88.85 78.37 93.26 80.83 86.51 83.57 23·104 (2+6)h

LU-Net λλ + Cl-FC-CRF 88.00 98.76 84.38 33.01 83.69 79.06 92.76 77.81 93.08 84.77 38·104 (2+6)h

align with their actual extent in the PRISMA acquisitions,
particularly for classes subject to temporal changes due to
climate change or seasonal variations (e.g., the extent of low
vegetation and water bodies).

Fig. 3 displays the classification maps obtained using the
proposed method with the three different neural architec-
tures. For this dataset, as well, the method accurately reflect
the ground truth for the majority classes. The LU-Net λ and
LU-Net λλ architectures demonstrate better discrimination
of the “water” class but tend to underestimate the “bare soil”
and “trees” classes, with the latter being particularly pro-
nounced for LU-Net λ. On the other hand, U-Net λλ tends
to overestimate the “trees” class, almost entirely suppress-
ing the “grass” and “water” classes.

Given the lower accuracies of the underlying network,
multiple experiments were conducted by varying the CRF
parameters. The experiments reported in Table 3 for LU-
Net λλ focus on the number of k-means clusters k, which
ranged in powers of 2 from 32 to 256. As highlighted in the
table, the most accurate results are obtained when k = 64.
The “trees,” “grass,” and “bare soil” classes exhibit better
discrimination, albeit slightly at the expense of the “wa-
ter” and “built-up” classes. Specifically, it can be observed
that lower values of k correspond to higher precision, indi-
cating a lower presence of false positives. The classifica-
tion maps suggest the effectiveness of the proposed method

in distinguishing the considered land cover classes, despite
the aforementioned challenges. Notably, the maps do not
exhibit any spatial oversmoothing, and the boundaries be-
tween classes are well-defined. However, the discrimination
of minority classes remains insufficient.

Similar to the Lombardy dataset, the inclusion of the
CRF, with its ability to model both local and long-range
spatial-spectral relationships, resulted in improvements in
the accuracy of all considered classes and in the average
accuracies. The LU-Net λλ achieved the most accurate re-
sults, with an overall accuracy of 89% and an F1 score of
65%.

4. Conclusion
This paper introduced a multiresolution fusion method

for the joint classification – or semantic segmentation – of
panchromatic and hyperspectral images. In particular, the
proposed methodology is based on FCNs and a cluster level
fully connected CRF to model the spatial and spectral infor-
mation provided by the multiresolution and hyperspectral
input data.

The methods were applied to the PRISMA product of the
Italian Space Agency, in a case study of land cover map-
ping in mainly urban zones over Northern and Central Italy.
The results of the experiments demonstrate the effective-
ness of the proposed method in classifying panchromatic-



Table 2. Test-set results for the Emilia Romagna dataset. Per-class values are recalls. Overall accuracy (OA), recall, precision, and F1
score are averaged over the classes.

Architecture built-up crop soil tall veg. grass bare soil water OA recall prec. F1 score # train param. train time
U-Net λ 81.30 81.97 78.07 8.37 26.51 27.53 77.54 50.63 67.91 58.00 17·106 2h

LU-Net λ 77.96 97.09 39.79 5.70 12.77 22.73 78.19 42.68 69.95 53.00 23·104 2h
LU-Net λλ 86.44 91.82 62.34 15.17 20.62 30.05 81.16 51.08 68.03 58.34 38·104 2h

U-Net λ + Cl-FC-CRF 81.48 89.01 83.06 15.62 34.89 27.54 83.15 55.27 69.91 61.74 17·106 (2+6)h
LU-Net λ + Cl-FC-CRF 87.19 94.24 65.18 23.95 22.36 30.01 83.55 53.83 69.07 60.50 23·104 (2+6)h

LU-Net λλ + Cl-FC-CRF 87.03 94.89 65.07 22.57 22.46 30.05 83.86 53.68 70.43 60.92 38·104 (2+6)h

Table 3. Test-set results for the Emilia Romagna dataset varying the number k of clusters.

Architecture built-up crop soil tall veg. grass bare soil water OA recall precision F1 score
LU-Net λλ + Cl-FC-CRF (k = 32) 86.84 96.67 65.65 18.21 22.79 30.05 84.95 53.36 74.28 62.11
LU-Net λλ + Cl-FC-CRF (k = 64) 80.70 97.49 85.87 27.84 31.15 22.74 88.99 57.63 73.62 64.66

LU-Net λλ + Cl-FC-CRF (k = 128) 86.92 95.79 65.39 20.56 22.61 30.05 84.42 53.55 72.37 61.56
LU-Net λλ + Cl-FC-CRF (k = 256) 87.03 94.89 65.07 22.57 22.46 30.05 83.86 53.68 70.43 60.92

hyperspectral imagery, with particular emphasis on its abil-
ity to model both spatial and spectral relationships. The in-
clusion of the fully connected CRFs further improves clas-
sification accuracy by refining spatial boundaries and incor-
porating long-range dependencies, particularly for minority
classes.

While the proposed architectures, especially the U-Net λ
and LU-Net λλ formulations, achieve high overall accuracy
and F1 scores, challenges remain in discriminating minority
classes in datasets with limited training samples or outdated
ground truth data. These findings underline the importance
of aligning data sources and employing models that can
handle temporal inconsistencies and class imbalances.

Future work will focus on improving the robustness
of the framework against such inconsistencies, integrat-
ing more advanced contextual models, and exploring semi-
supervised techniques to address sample scarcity.
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