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Abstract—We give a recursive decoding algorithm of the
rank metric Reed–Muller codes introduced by Augot, Couvreur,
Lavauzelle and Neri in 2021 for the binary case, i.e., G “

pZ{2Zqm. In a broad range of parameters, this recursive decoding
algorithm has better complexity compared to a recently proposed
decoding algorithm based on Dickson matrices. Imitating the
recursive structure, we introduce a Plotkin-like construction of
matrix rank metric codes over finite fields and provide a decoding
algorithm associated to this construction.

Keywords: Binary rank metric Reed-Muller codes, decod-
ing, matrix codes, Plotkin construction

I. INTRODUCTION

Rank metric codes were introduced by Delsarte [1] as set
of m ˆ n matrices over a finite field Fq , whereas Gabidulin
independently defined a variant of rank metric codes [2] as
Fqm -linear subspaces of Fnqm . Another framework for studying
such codes was introduced in [3] as subspaces of skew group
algebra LrGs for arbitrary Galois extension L{K with Galois
group G “ GalpL{Kq. This framework has been particularly
useful in defining a rank analogue of Reed-Muller codes, also
called θ-Reed–Muller codes in [3], where θ “ pθ1, . . . , θmq
specifies a generating set of the abelian group G. These
θ-Reed-Muller codes can be considered as “multivariate”
version of Gabidulin codes which are defined for G cyclic.
To recall their definitions, let L{K be an abelian extension
with G “ Z{n1Zˆ ¨ ¨ ¨ ˆZ{nmZ with a system of generators
θ1, . . . , θm, where a θ-monomial θi11 ¨ ¨ ¨ θ

im
m describes the m-

tuple pi1, . . . , imq P Z{n1Zˆ ¨ ¨ ¨ ˆ Z{nmZ. Thus, every ele-
ment in LrGs have a unique representation as a θ-polynomial

P “
ÿ

pi1,...,imq

bpi1,...,imqθ
i1
1 ¨ ¨ ¨ θ

im
m .

We define degθpP q
def
“ maxti1 ` ¨ ¨ ¨ ` im : bpi1,...,imq ‰ 0u.

For 0 ă r ď
řm
i“1pni ´ 1q, the θ-Reed-Muller code of order

r and type n def
“ pn1, . . . , nmq is defined as

RMθpr,nq
def
“ tP P LrGs : degθpP q ď ru.

By fixing a K-basis β “ tβ1, . . . , βNu of L, the code
RMθpr,nq can be seen in the vector form as

tpP pβ1q, . . . , P pβN qq : P P LrGs, degθpP q ď ru Ď LN ,

where N “ |G| and equivalently, every codeword can be
seen as N ˆ N matrices with entries in K. When m “ 1,
i.e. G cyclic, we recover Gabidulin codes over L{K as

particular classes of θ-Reed–Muller codes. It is worth noting
that contrary to Gabidulin codes θ–Reed–Muller codes cannot
be defined over finite fields as soon as the underlying Galois
group is not cyclic.

Towards various applications, for instance post–quantum
cryptography, it is particularly important for a family of
codes to have an efficient decoding algorithm. However, the
known classes of rank metric codes with effective decoding
algorithms are the only following few; simple codes [4], some
families of MRD codes including Gabidulin codes [5] and its
variants, cf. [6, Chapter 2], and low-rank parity-check (LRPC)
codes [7] and the interleaved version of the aforementioned
codes [7], [8]. In [9], the authors of the present article give
a deterministic decoding algorithm for θ-Reed-Muller codes
that involved so–called G-Dickson matrices and which corrects
any error of rank up to half the minimum rank distance. In
the present paper, we investigate a recursive structure of these
codes in the “binary–like” case, i.e., when G – pZ{2Zqm and
propose a new decoding technique resting on this recursive
structure.

It is worth noting that the structure we identified can
be considered as a rank–metric analogue to the recursive
structure binary Reed-Muller codes posses in the Hamming
metric. More precisely, in the Hamming setting, any code-
word of RM2pr,mq can be written as pu | u ` vq where
u P RM2pr,m´ 1q and v P RM2pr ´ 1,m´ 1q. The general
pu | u ` vq construction was introduced by Plotkin [10] and
known as Plotkin construction for linear codes with Hamming
metric. This recursive construction and its use for decoding
have been studied extensively. Besides Hamming metric binary
Reed–Muller codes and their decoding, Plotkin construction
has striking applications since it naturally appears in the
construction of polar codes or in the post–quantum signature
Wave [11], [12]. One can also mention that this construction
iteratively applied on Reed–Solomon codes permits to achieve
the capacity of the discrete symmetric channel as proved in
[13].

Our contributions in this article are two-fold:
‚ We demonstrate a recursive structure of binary–like rank

metric Reed-Muller codes and give a decoding algorithm
that can correct up to half minimum distance. This
algorithm may fail on some unlikely instances but has
a better complexity than the Dickson-based decoding of
[9] in a broad range of parameters.



‚ Inspired by the structure of binary–like rank metric
Reed–Muller codes, we adapt the recursive structure to
propose Plotkin-like construction for matrix rank metric
codes over any field. As a consequence, we provide new
efficiently decodable matrix rank metric codes over finite
fields which are not equivalent to Gabidulin codes.

Notation. We use ra, bs to denote the interval of integers
ta, a` 1, . . . , bu.

II. BINARY REED-MULLER CODES

A. The Hamming case

With a fixed ordering p1, . . . , p2m of the elements of Fm2 ,
the binary Reed-Muller code of order m and type r, denoted
RM2pr,mq, is defined as

tpfpp1q, . . . , fpp2mqq : f P F2rx1, . . . , xms,deg f ď ru.

As a consequence of the observation that any degree r poly-
nomial f P F2rx1, . . . , xms can be decomposed as

fpx1, . . . , xmq “ gpx1, . . . , xm´1q ` xmhpx1, . . . , xm´1q,

where deg g ď r and deg h ď r ´ 1, the binary Reed-Muller
codes posses the following crucial recursive structure, first
studied by Plotkin:

RM2pr,mq “

#

pu | u` vq :
u P RM2pr,m´ 1q,

v P RM2pr ´ 1,m´ 1q

+

.

The recursive structure implies in particular that the minimum
distance of RM2pr,mq is 2m´r. Moreover, it leads to an effi-
cient decoding algorithm correcting up to half their minimum
distance in quasi-linear time in the block length.

Let us briefly sketch how the Plotkin structure permits to
decode. Let y “ pu` el | u` v` erq P F2m

2 be the received
vector such that pu | u`vq P RM2pr,mq and pel | erq P F2m

2

has Hamming weight less or equal to 2m´r´1´1. By folding
the received word i.e. by summing up its two halves, we get

pu` elq ` pu` v ` erq “ pv ` el ` erq

with wHpel ` erq ď wHpel | erq ď 2m´r´1 ´ 1. Since
v P RM2pr ´ 1,m ´ 1q, a recursive call of the algorithm
permits to recover v by decoding v` el ` er. Therefore, we
now have to recover u from pu ` el | u ` erq, where either
wHpelq ď

2m´r´1
´1

2 or wHperq ď
2m´r´1

´1
2 . Thus one of the

two recursive calls respectively applied to u` el and u` er
will succeed and we recover u.

B. Binary-like rank Reed–Muller codes.

For a positive integer m and G – pZ{2Zqm, the θ-
polynomials resemble those in the case of binary Reed-Muller
with Hamming metric and thus we call these codes binary rank
metric Reed-Muller codes.

Definition II.1. Let r,m be positive integers such that m ą 1
and r ď m. A rank–metric binary Reed-Muller code of length

N “ 2m over the extension L{K of order r and type m is the
following L-subspace of the skew group algebra LrGs:

RML{Kpr,mq
def
“

"

f P LrGs : f “
ÿ

gPG, wHpgqďr

fgg

*

,

where wHpgq is the Hamming weight of the g seen as a vector
in pZ{2Zqm.

From [3, Prop. 47 & 49], the dimension of RML{Kpr,mq is
řr
i“0

`

m
i

˘

(as an L-subspace of LrGs) and its rank minimum
distance 2m´r.

Remark II.2. To draw the analogy with the Hamming met-
ric case, we denote RML{Kpr,mq with m instead of n “

p2, . . . , 2q and we choose L{K as a subscript instead of θ, to
keep track of various extension fields that appear in decoding.

III. DECODING BINARY RANK METRIC REED-MULLER
CODES

In this section, we show a recursive structure of binary
rank metric Reed-Muller codes analogous to the classical case
of Hamming metric Reed-Muller codes. Then we describe a
recursive decoding procedure resting on this structure. First we
make the following observation regarding the Galois extension
L{K for G – pZ{2Zqm.

Lemma III.1. Let K be a field of characteristic ‰ 2 and
L{K be a Galois extension with G “ GalpL{Kq – pZ{2Zqm
and m ě 1. Then, there exist α1, . . . , αm P L such that
L “ Kpα1, . . . , αmq where Kpα1q, . . . ,Kpαmq are quadratic
extensions over K and the minimal polynomials of the αi’s
have the shape X2 ´ ai for some ai P K.

Remark III.2. Due to space reason, in this paper we only
consider the case of charpKq ‰ 2. The case of charpKq ‰ 2
involving Artin–Schreier extensions instead of Kummer ones
case is similar and will be discussed in a future longer version.

A. The recursive structure of rank Reed–Muller codes

Hence, in what follows K always has characteristic different
from 2. We consider an extension L “ Kpα1, . . . , αmq where
for any i P r1,ms α2

i “ ai for some ai P K. Then G “

GalpL{Kq has generators θ1, . . . , θm with

@i, j P r1,ms, θipαjq “ p´1qδijαj

where δij denotes the Kronecker Delta. We introduce the inter-
mediary extension L0

def
“ Kpα1, . . . , αm´1q and its associated

Galois group GalpL0{Kq “ G0
def
“ xθ1, . . . , θm´1y. This is

summarized in the diagram below.

L “ Kpα1, . . . , αmq

L0 “ Kpα1, . . . , αm´1q

K

〈θm〉

G{〈θm〉–G0

G



Proposition III.3 (Recursive structure in the Kummer case).
Let char K ‰ 2, GalpL{Kq – pZ{2Zqm and r ă m be
nonnegative integers. Then the Reed-Muller code RML{Kpr,mq
has the following recursive structure
$

&

%

¨

˚

˚

˝

A0 `B0 ampA1 ´B1q

A1 `B1 A0 ´B0

˛

‹

‹

‚

:
Ai P RML0{Kpr,m´ 1q,

Bi P RML0{Kpr ´ 1,m´ 1q

,

.

-

,

where am
def
“ α2

m P K.

Proof: Since G splits into the disjoint union of the two
cosets G0 and G0θm, we can split F “

ř

gPG fgg P LrGs as

F “
ÿ

gPG0

fgg`
ÿ

hPG0θm

fhh

“
ÿ

gPG0

fgg`

˜

ÿ

gPG0

fgθmg

¸

θm.

Since L “ L0 ‘ L0αm, for any a P L, let a “ a0 ` a1αm
with a0, a1 P L0. Then F can be split as

F “
ÿ

gPG0

f0gg` αm
ÿ

gPG0

f1gg`

˜

ÿ

gPG0

f0gθmg

¸

θm

` αm

˜

ÿ

gPG0

f1gθmg

¸

θm. (1)

Set

A0 “
ÿ

gPG0

f0gg A1 “
ÿ

gPG0

f1gg

B0 “
ÿ

gPG0

f0gθmg B1 “
ÿ

gPG0

f1gθmg,

then the degree constraint on F P RML{Kpr,mq entails

A0, B0 P RML0{Kpr,m´ 1q,

A1, B1 P RML0{Kpr ´ 1,m´ 1q.

Equation (1) can then be rewritten as
F “ A0 ` αmA1 ` pB0 ` αmB1qθm. (2)

Finally, we consider a K-basis B0 “ pβ1, . . . , β2m´1q of
L0, which yields a K-basis B “ B0 Y αmB0 of L. By
denoting A0,A1,B0,B1 the respective representations of
A0, A1, B0, B1 in B0, we get the desired matrix form of F
in B. Indeed, as θm|L0

“ idL0
and thus

F|L0
“ pA0 `B0q ` αmpA1 `B1q,

the left-hand half of the matrix in the statement corresponds
to F|L0

. Similarly, the right-hand half corresponds to the
restriction of F to L0αm. To see this, let uαm P L0αm with
u P L0 which yields

F puαmq “ ampA1puq ´B1puqq ` αmpA0puq ´B0puqq

and thus the shape.

B. Decoding
Now we give a recursive decoding algorithm for binary

Reed-Muller codes with rank metric using the recursive struc-
ture identified in Proposition III.3.

Suppose we are given

Y “

¨

˝

A0 `B0 ampA1 ´B1q

A1 `B1 A0 ´B0

˛

‚

looooooooooooooooooomooooooooooooooooooon

C PRML{Kpr,mq

`

¨

˝

E00 E01

E10 E11

˛

‚

loooooooomoooooooon

E PK2mˆ2m

,

where Rk pEq ď 2m´r´1 ´ 1. Since the code RML{Kpr,mq
has minimum distance 2m´r, the error rank is less than half
the minimum distance.

a) Recursivity: To describe the recursive algorithm, we
assume that we can decode up to half the minimum distance
of any rank Reed–Muller code RML{K1pr

1,m1q over field K1
such that K Ă K1 Ă L with any parameters r1 ď r and
m1 ă m. To initialize our recursion, for r “ 0 the decoding
of RML{K1p0,m

1q can be performed using the algorithm pre-
sented in [9] by reconstructing error the polynomial E using
a minor cancellation of the associated Dickson matrix.

b) Overview of the algorithm: First we briefly describe
the main steps of our decoding algorithm.

‚ Step 1. Folding Y. We apply an operation that does not
increase the error rank and permits to get rid of the Ai’s
and reduce to two instances of correcting 2m´r´1´1 er-
rors for RML{Kpαmqpr´1,m´1q, each instance involving
one of the Bi’s.

‚ Step 2. Recursive calls. Two recursive calls to the algo-
rithm permit to recover B0,B1 and get partial informa-
tion on E.

‚ Step 3. Recovery of the Ai’s. Under some assumption on
E, the partial information we got on the error permits to
recover the Ai’s by solving linear systems.

c) Step 1. Folding: Denoting by I P K2m´1
ˆ2m´1

the
identity matrix, the following operations will be the analogue
of the folding in the Hamming case

`

1
αm

I I
˘

Y

ˆ

I
´ 1
αm

I

˙

“
2

αm
B0 ` 2B1

`
1

αm
E00 ´

1

αm
E01 `E10 ´

1

αm
E11, (3)

`

´ 1
αm

I I
˘

Y

ˆ

I
1
αm

I

˙

“ 2B1 ´
2

αm
B0

´
1

αm
E00 ´

1

αm
E01 `E10 `

1

αm
E11. (4)

Remark III.4. It is worth noting that if the matrices Ai,Bi

and Eij have their entries in K, then the matrices obtained
in reductions (3) and (4) have their entries in Kpαmq. Also,
the operations on E by left-and-right multiplication do not
increase the rank.

d) Step 2. Recursive calls to recover B0,B1: Re-
ductions (3) and (4) yield the sum of an element of
RML{Kpαmqpr ´ 1,m ´ 1q and an error term of rank ď

Rk pEq ď 2m´r´1 ´ 1, which is less than half the minimum
distance of RML{Kpαmqpr´1,m´1q. Based on our assumption
that Reed–Muller codes of parameters r1 ď r and m1 ă m can
be decoded up to half their minimum distance, two successive



recursive calls of the algorithm respectively applied on the
expressions (3) and (4) permit to recover

2

αm
B0 ` 2B1 and ´

2

αm
B0 ` 2B1

and a simple calculation yields B0,B1.
e) Step 3. Recovery of A0,A1: Removing B0,B1 from

Y, we consider the new decoding problem:

rY “

¨

˝

A0 amA1

A1 A0

˛

‚

loooooooooomoooooooooon

rC PRML{Kpr,mq

`

¨

˝

E00 E01

E10 E11

˛

‚

loooooooomoooooooon

E PK2mˆ2m

. (5)

To recover A0, A1, the technique used in the Hamming
case does not adapt. However, the previous step permitted us
also to recover from (3) and (4) the following matrices:

E1
def
“

1

αm
E00 ´

1

am
E01 `E10 ´

1

αm
E11, (6)

E2
def
“ ´

1

αm
E00 ´

1

am
E01 `E10 `

1

αm
E11. (7)

Here we make the following assumption.

Assumption 1. The matrices E1,E2 P Kpαmq
N
2 ˆ

N
2 have rank

t and so do their foldings and so on until depth r, i.e. we
assume any iterated folding of E of size 2m´i ˆ 2m´i with
i ď r to have rank t ď 2m´r´1 ´ 1.

Remark III.5. This assumption is actually what happens
“most of the time”. We observed using SageMath [14] that this
is the typical behaviour of random matrices with prescribed
rank t ă N

2 and entries in finite fields. Moreover, when applied
to finite fields we analyse in Section IV-A the probability that
the folding of such a matrix E keeps the same rank and we
prove that this probability is exponentially close to 1.

Now, consider

rY

ˆ

I
´ 1
αm

I

˙

“

ˆ

A0 ` αmA1

A1 ´ α
´1
m A0

˙

`

ˆ

E00 ´ α
´1
m E01

E10 ´ α
´1
m E11

˙

loooooooooomoooooooooon

F

. (8)

The top part

rY0
def
“ A0 ` αmA1 ` F0, F0

def
“ pE00 ´ α

´1
m E01q

gives an instance of the decoding problem for the code
RML{Kpαmqpr,m´ 1q. Moreover, since

F “ E

ˆ

I
´ 1
αm

I

˙

and E1
“

`

1
αm

I I
˘

F, (9)

then t “ Rk pEq ě Rk pFq ě Rk pE1q and, thanks to
Assumption 1, all these matrices have rank t. Next, the right–
hand equation of (9) entails that the row space of E1 is
contained in that of F and, these row spaces are actually equal
because they both have dimension t. Thus, the row space of
F0 “ E00 ´ α

´1
m E01 is contained in that of E1.

Since E1 is known, we know its row space V Ď KpαqN
2

and the previous discussion asserts that V contains the row
space of F0. Similarly to the Hamming case, with this partial
knowledge of the row space (that can be regarded as a rank-

metric counterpart of the support in the Hamming metric)
of F0, the decoding boils down to the resolution of a linear
system (see, for instance [15, § IV.1] or [16, § III.1] for further
details) and permits to recover A0 ` αmA1. Finally since
both A0,A1 have their entries in K, they can be immediately
deduced from A0`αmA1. Note that V has dimension at most
t “ 2m´r´1 ´ 1 which is less than the minimum distance of
RML{Kpαmqpr,m´ 1q which guarantees the uniqueness of the
solution of the decoding.

Remark III.6. The aforementioned procedure can be regarded
as a rank-metric analogue of the erasure decoding: we solve
a decoding problem where the row space of the error (which
can be considered as its support) is known.

C. Complexity analysis

To evaluate the complexity of the previous algorithm, we
introduce the notation MKpK1q the number of operations in
K that costs a multiplication of two elements of an extension
K1 of K. For space reasons, we admit the following statement.

Theorem III.7. Denote N
def
“ 2m. Let 1 ă α ď 2 such that

for any field K1 with K Ă K1 Ă L

@ε ą 0, MKpK1q “ OprK1 : Ksα`εq.

Under Assumption 1, the decoding of RML{Kpr,mq can be
performed with a deterministic algorithm in

#

OpNω ` tω´1N logNMKpLqq if α ă ω ´ 1

OpNα`1 ` tω´1N logNMKpLqq otherwise

operations in K and with a Las-Vegas algorithm in

Optω´1N logNMKpLqq operations in K.

Remark III.8. It is worth noting that the recursive algorithm
we presented in this paper fares well compared to the Dickson
matrix-based decoding algorithm in [9, Theorem 5.15]. Indeed,
the algorithm in [9] has a complexity in Opktωq opera-
tions in L i.e. OpktωMKpLqq operations in K, which yields
OpN ω`2

2 MKpLqq operations when k “ ΘpNq and t “ ΘpN2 q.
On the other hand, from Theorem III.7, if α ă ω ´ 1, we get
a complexity in OpN w`1

2 logNMKpLqq operations, which is
negligible compared to OpN ω`2

2 MKpLqq operations.

IV. PLOTKIN CONSTRUCTION FOR MATRIX CODES

Inspired by the previous sections where an analogue of
Plotkin pu | u ` vq structure was identified for rank metric
binary Reed–Muller codes, we will abstract this structure to
provide a rank analogue of Plotkin construction. A particular
interest of this approach is that contrary to rank metric Reed–
Muller codes that can be defined only over infinite fields,
we can here propose a structure that can be applied to any
rank metric codes, in particular over finite fields, which is the
context we consider from now on: in the sequel the ground
field will be a finite field Fq with q odd.

Definition IV.1. Let a P Fq (possibly a “ 1). Let C be an
rmˆm, k1, d1sq code and D be an rmˆm, k2, d2sq code. We



define the Plotkin construction of C and D to be the Fq-linear
matrix rank metric code:

C♦aD
def
“

"ˆ

A0 `B0 apA1 ´B1q

A1 `B1 A0 ´B0

˙

:
Ai P C ,

Bi P D

*

.

Proposition IV.2. In the context of Definition IV.1,

dimFq
C♦aD “ 2pdimFq

C ` dimFq
Dq.

Proof: It suffices to observe that the maps

pA0,B0q ÞÑ pA0 `B0,A0 ´B0q and
pA1,B1q ÞÑ pA1 `B1, apA1 ´B1qq

are injective.

Theorem IV.3. Let C be an rm ˆ m, k1sq code and D an
rmˆm, k2sq code where q is an odd prime. Suppose that for
D , we can correct t ď m

2 errors for some positive integer t
and that for C we can correct t erasures (i.e. errors of rank
t whose row or column space is known). Then, we have an
algorithm taking as input

Y “ C`E

where C P C♦aD and E is uniformly random among the
2mˆ 2m matrices with rank t, which returns the pair pC,Eq
with probability 1´Opqt´m´1q. Its complexity is in Opm2`

Cpmq ` Dpmqq operations in Fq , where Cpmq and Dpmq
denote respectively the complexity of correcting t erasures for
C and t errors for D .

The decoding works similar to the method explained for
decoding binary rank Reed-Muller codes with the only differ-
ence that recursive calls are replaced by calls to the decoding
of D first and then calls to the erasure decoding of C . The
complexity comes from the fact that folding costs Opm2q and
then the rest of the algorithm consists in calls to the decoders
of C and D . The probability analysis is discussed in the
subsequent section.

Remark IV.4. Of course, exactly as in the case of rank
binary Reed–Muller codes or in the spirit of [13], [17] in
Hamming metric, this Plotkin–like construction can be iterated
and decoded with a recursive decoder ultimately calling other
decoders.

A. Probability analysis

According to Assumption 1, for the algorithm to succeed,
we need that the following folding of E has the same rank as
E. The folding has, up to scalar multiplication the following
form:

FoldpEq def
“

`

Im bIm
˘

E

ˆ

b1Im
Im

˙

for some nonzero b, b1 which are either elements of Fq or
elements Fq2 whose squares are in Fq , depending on whether
a is a square or a non square in Fq . Both cases (a is a square
or a non square) lead to probability estimates but due to space
reasons, we will limit our analysis to the case where a is a
square which is what we assume in the sequel.

To estimate the probability that FoldpEq has rank t we
proceed in two steps. First we evaluate the probability:

P
`

Rk
``

Im bIm
˘

E
˘

“ t
˘

and then we evaluate P pRk pFoldpEq “ tqq.
Note first that the right kernel of

`

Im bIm
˘

has dimension
m. Denote by K this kernel. Second, note that since E is a
uniformly random 2mˆ2m matrix of rank t, its column space
U is a uniformly random subspace of F2m

q of dimension t. For
the rank not to collapse during the first part of the folding we
should have UXK “ t0u. Here we use the following statement
that we will assume for space reasons.

Lemma IV.5. Let K be a subspace of F2m
q of dimension m

and U be a uniformly random subspace of F2m
q of dimension

t ă m. Then

P pU XK ‰ 0q “ Opqt´m´1q.

As a consequence of this lemma the probability that the
first folding keeps rank t is in 1´Opqt´m´1q. For the second
folding, assuming that it has rank t, then the obtained matrix
has a row space V of dimension t which is nothing but the
row space of E. Hence it is a uniformly random space of
dimension t in F2m

q .

Denote by K 1 the left kernel of
ˆ

Im
b1Im

˙

, then, according

to Lemma IV.5,

P
`

V XK 1 ‰ 0
˘

“ Opqt´m´1q.

In summary, the probability that both folding have rank t is
1´Opqt´m´1q.

B. An example

Let C ,D Ă Fmˆmq be two matrix representation of
Gabidulin codes over Fqm of respective Fqm–dimensions
k1, k2. Recall that these codes have respective minimum
distances m´ k1 ` 1 and m´ k2 ` 1. Moreover, Loidreau’s
algorithm [5] permits to decode D up to m´k2

2 and that it is
possible to correct up to m´ k1 rank erasure for C . Suppose
that m “ 2k1 ´ k2 so that

t
def
“ pm´ k1q “

m´ k2
2

¨ (10)

Then, according to Proposition IV.2 and Theorem IV.3, the
code C♦aD has Fq–dimension 2mpk1`k2q and benefits from
a decoder correcting up to t errors.

Remark IV.6. To conclude, note that C♦aD contains some
ˆ

A0 p0q
p0q A0

˙

,

with A0 P C of weight m ´ k1 ` 1. Hence the minimum
distance of C♦aD is less than 2m´ 2k1` 2. If m´ k2 ą 2,
then (10) entails that the latter minimum distance is strictly
below the rank Singleton bound 2m´ k1´ k2` 1. Therefore,
C♦aD is never MRD and hence cannot be equivalent to a
Gabidulin code. The obtained family of rank–metric codes is
hence a new one equipped with an efficient decoder.
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