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A B S T R A C T

The drive towards an interconnected world via satellites is reshaping the landscape of communication technolo-
gies. This survey comprehensively reviews studies in the Satellite Internet of Things (SIoT) domain, focusing
on the role of Machine Learning (ML) techniques. Indeed, the global data collection scale in SIoT is ideally
suited for data-intensive and sophisticated ML approaches. We highlight the innovative use of ML to address
specific SIoT challenges, aiming to identify current trends, methodologies, and outcomes. We considered
theoretical, practical, and experimental research, organizing existing publications into a new taxonomy that
intersects ML and SIoT categories. Our taxonomy reveals that Deep Learning (DL), Reinforcement Learning
(RL), and Federated Learning (FL) are widely applied to address radio access schemes, resource and network
management, and application-specific issues. This survey identifies critical gaps in current research on ML
applications in SIoT, such as the lack of differentiation between space-based and ground-based processing,
insufficient integration of SIoT-specific metrics, and the oversight of limited computational resources on
orbiting satellites. These issues raise concerns about the feasibility and efficiency of proposed solutions. We
propose promising research directions based on the derived insights to effectively bridge the gap between ML
researchers and industrial SIoT entities.
1. Introduction

Satellite IoT (SIoT) unlocks the potential of an unprecedented
global-scale data collection and delivery system. The increasing num-
ber of space projects [1], including innovations such as cost-effective
launches and affordable nano-satellites known as CubeSats, has signifi-
cantly boosted the popularity of satellite communications. This increase
has drawn the attention of researchers and industries in the Internet of
Things (IoT) field, eager to explore the potential for providing global
network coverage to enable continuous and reliable communication.
SIoT emerges as the combination of satellite communications with IoT,
enabled by the current advancement in communication technologies,
which enable the connection between satellites and IoT devices [2].
SIoT uniquely fits the emerging nano-satellite industry, as CubeSats
can efficiently handle low-data rate, small-volume, and long-range
communications.

Integrating Satellite Networks with IoT addresses the inherent lim-
itations of traditional IoT systems and expands the potential of IoT
applications. Besides overcoming these limitations, integrating these
fields provides an unparalleled opportunity to control, monitor, collect,
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analyze, and process large amounts of data, which is significant since
IoT devices are continuously increasing [3]. We summarize the main
limitations of terrestrial IoT and possible satellite solutions.

• Coverage Limitations: Traditional IoT systems primarily rely on
terrestrial networks such as cellular, Wi-Fi, or LPWAN, which
are limited by geographic coverage. These limitations hinder the
deployment and effectiveness of IoT applications in remote, rural,
or hard-to-reach areas, including oceans, deserts, and isolated
regions.
Satellite Solution: Satellite networks provide comprehensive global
coverage, filling in the gaps where terrestrial networks are un-
available or unreliable. This integration enables IoT devices to
operate seamlessly across vast and diverse geographical areas,
ensuring uninterrupted connectivity.

• Enhancing Reliability and Resilience: Terrestrial networks are
susceptible to failures due to natural disasters, infrastructure
damage, or network congestion, leading to potential disruptions
in IoT services.
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Satellite Solution: By incorporating satellite networks, IoT systems
gain an additional layer of connectivity independent of terrestrial
infrastructure, enhancing the overall reliability and resilience
of the network. This is particularly crucial for mission-critical
applications where consistent connectivity is essential.

• Facilitating Large-Scale Data Management: The rapid prolif-
eration of IoT devices generates massive amounts of data that
need to be transmitted, processed, and analyzed efficiently. Ter-
restrial networks may often struggle with bandwidth and latency
requirements, especially in remote areas.
Satellite Solution: Satellite networks can handle the high volume
of data generated by IoT devices, offering scalable bandwidth
and the ability to transmit data over long distances with mini-
mal delay. This capability is vital for real-time data collection,
monitoring, and analysis, supporting applications ranging from
environmental monitoring to global logistics.

• Expanding IoT Applications: The limited reach of terrestrial
networks restricts the scope of IoT applications, particularly those
requiring widespread geographical coverage or operating in iso-
lated environments.
Satellite Solution: Integrating satellite networks opens up new
possibilities for IoT applications, including remote asset track-
ing, global environmental monitoring, and large-scale agricul-
tural management. It enables IoT to become truly ubiquitous,
supporting innovative use cases that were previously unfeasible.

Machine Learning (ML), powered by big data, is, at the same time,
rowing its relevance in the context of SIoT because it can extract
eaningful insights and patterns from massive datasets, enabling con-

inuous and reliable communication across global networks. Moreover,
he evolution of neural networks (NN) has paved the way for deep
earning, a more sophisticated data analysis, enhancing the capability to
anage and interpret the immense volume of data generated by satel-

lite communications and IoT devices in space. Multi-layer Perceptron
(MLP) and specialized derivatives can effectively handle and exploit
satellite data. While we dive deep into them later in the paper, we
introduce these basic concepts.

• Multi-layer Perceptron (MLP). MLP is a foundational model con-
sisting of input, hidden, and output layers. MLPs utilize back-
propagation, a training algorithm that adjusts weights using gra-
dient descent methods to minimize a predefined loss function [4].
MLPs are at the core of the current ML revolution.

• Other Specialized Neural Networks. With the continuous increase
of computational power, specialized neural networks have been
developed to address the limitations of traditional NNs, especially
in processing diverse data types such as images and text. These
specialized NNs, such as Convolutional NN (CNNs), Recurrent
NNs (RNNs), Long Short-Term Memory Networks (LSTMs), and
Deep Reinforcement Learning (DRL), among others, introduce
additional features that boost the potential of the original NN
models. They are instrumental in handling the vast and complex
datasets characteristic of Space IoT, enhancing the capability to
manage and interpret the immense volume of data generated by
satellite communications and IoT devices in space.

The intersection of SIoT and ML. These advancements in ML are a
erfect fit for unlocking efficient and effective operations within the
xpanding context of SIoT [5]. The evolution of NN into these many

specialized types has paved the way for more sophisticated data anal-
ysis, ensuring efficient and effective operations within the expanding
context of SIoT. The increasing amount of data generated from SIoT
space systems necessitates advanced techniques for practical analysis
and utilization. Besides application data, telemetry streams are data
feeds that unlock new ML techniques for autonomous satellite constel-
lation operations [6]. The integration of ML is essential to address the
2 
increasing complexity and limitations of traditional methods in manag-
ing SIoT networks. These advancements underscore the importance of
ML in ensuring efficient and effective operations within the expanding
context of Space IoT [5,7]. We summarize them as follows:

• Managing Environmental Dynamics in Satellite Communica-
tions: Traditional methods struggle to effectively handle satellite
communications’ unpredictable nature, such as fluctuating chan-
nel conditions, signal interference, and environmental changes.
In contrast, ML techniques enable SIoT systems to manage these
dynamic factors by continuously learning from environmental
data, resulting in more efficient resource allocation and enhanced
communication reliability.

• Enhancing Resource Allocation and Network Traffic Fore-
casting: The complexity of SIoT networks often leads to inef-
ficient resource allocation and inaccurate network traffic fore-
casting, challenges that traditional methods need to address ef-
fectively. ML algorithms, however, can optimize these processes
by analyzing large datasets in real-time, thereby improving both
resource allocation and the accuracy of traffic predictions, leading
to better network performance and utilization.

• Strengthening Security and Reducing Vulnerabilities: Tradi-
tional methods may leave SIoT networks vulnerable to secu-
rity threats because they cannot quickly adapt to evolving risks.
In contrast, ML can enhance security by detecting anomalies,
predicting potential threats, and automating responses, thereby
reducing vulnerabilities and increasing the robustness of SIoT
networks.

• Automating Decision-Making and Extracting Insights from
Big Data: Traditional methods find it challenging to efficiently
process the vast amount of data generated by satellite platforms
and SIoT devices. ML addresses this challenge by excelling at
processing large data volumes, extracting meaningful insights,
and automating decision-making processes, enabling SIoT sys-
tems to operate more independently and effectively in complex
environments.

• Optimizing Synchronization and Reducing Signaling Over-
head: While satellite constellations may seem like determinis-
tic infrastructures, the reality is that IoT devices often rely on
lower-end electronics, particularly unreliable clocks, making pre-
cise synchronization with satellite coverage windows a challenge.
Traditional methods that rely heavily on signaling protocols to
manage synchronization can result in significant resource con-
sumption, reducing overall system efficiency. ML techniques can
offer a solution by learning patterns from previous interactions
and optimizing synchronization processes.

These advancements underscore the importance of ML in ensuring
fficient and effective operations within the expanding context of Space
oT [5,7].

Application scope. Industries such as agriculture, smart cities, traffic
management, and energy systems stand to benefit immensely from the
intelligent solutions derived from ML applications in SIoT. Specifically,
SIoT could create a large network environment that grants a massive
ata collection to enable future applications such as self-driving cars,
utomated healthcare, environment monitoring, disaster management,

supply chain management, remote healthcare, global tracking, and
deploying urban solutions in less accessible regions, among others [8].
Besides opportunities, SIoT also brings several technical challenges
related to the long space-terrestrial channel, satellite orbital dynamics,
and IoT device constraints. These domain applications use the full
potential of SIoT and ML to enhance and provide innovative solutions.
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Table 1
Comparison of SIoT-related surveys and their characteristics.
Survey [9] [10] [11] [12] [5,13] [14,15] [16] [17,18] [19] Our survey

Reviews satellite network × × × × ✓ × × × ✓ ✓

Reviews security issues ✓ × × × × × ✓ × × ✓

Reviews ML applications ✓ ✓ × × ✓ × × × × ✓

Reviews IoT ✓ ✓ × × × ✓ ✓ × ✓ ✓

Reviews satellite IoT × × ✓ ✓ × × × × ✓ ✓

Reviews LPWAN technologies × × × × × × × ✓ × ✓

Provides a general overview ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓
r

I

r
t

o

Related surveys. Several survey papers have already proven the rel-
vance of ML and satellite networks. These papers address various
ssues such as security, intelligent traffic management, agriculture, and
mart cities, highlighting the diverse applications of ML in enhancing
oT systems, such as [9,10]. Some survey papers detail the solutions,

limitations, challenges, and development trends in deploying SIoT ap-
lications [11,12]. In contrast, others focus specifically on the role of

ML in general satellite communications, emphasizing areas like traffic
forecasting, energy management, and anomaly detection [5,13].

Due to its nature, SIoT addresses unique challenges and research
pportunities that introduce problems such as latency, resource opti-
ization, channel allocation, and security transmissions in IoT data

raffic characterized by low data rate, low data volume, and latency
tolerance. While surveys provide comprehensive reviews of various
spects of IoT, which are critical to understanding the application of ML
n SIot. [14] details a thorough review of technologies and applications

in IoT and presents forthcoming challenges for research in the field.
nother work [15] focuses on the application of IoT in cloud and fog

computing. Finally, [16] provides a structured analysis of IoT security
challenges and opportunities, focusing on the IoT protocols stack across
application domains. Additionally, other surveys review the applica-
tion of LPWAN technologies in the IoT field. For instance, [17,18]
resent descriptive and comparative evaluations of different types of
PWAN technology (e.g., NB-IoT, LoRa, Sigfox) is performed, focus-
ng on their pros, cons, and applications. The authors indicate that
oRa is profitable in terms of battery life and cost, while NB-IoT is
 better alternative in terms of latency and quality of services. More
pecifically, [18] analyzes developing countries’ perspectives. Despite
he existing surveys on the application of ML in IoT, most of them

focus on terrestrial IoT, overlooking the challenges and critical aspects
elated to the space domain, such as the differences between on-board
nd on-ground processing, long communication delays, and resource-
onstrained environments. These factors distinguish this domain from
nother and demand specialized and sophisticated ML solutions. This is
he first survey to specifically explore ML techniques’ integration and
pplication within the SIoT domain’s unique context. This survey fills
 critical gap in the literature by addressing the specific challenges
nd constraints of ML in SIoT, which can lead to developing new and
fficient applications in the SIoT domain.

Given the rapid advancements and growing interest in the SIoT
field, a comprehensive survey is essential to analyze and synthesize
current research, identify emerging trends, and highlight new oppor-
tunities. The Table 1 presents a detailed comparison of related surveys
against our work

Survey highlights. This survey uncovers several critical gaps in the
current research on ML applications in SIoT. Firstly, many studies
overlook the practical execution of training and inference, often fail-
ng to distinguish between space-based and ground-based processing.
dditionally, a notable lack of integration between ML techniques and

SIoT-specific metrics impedes the evaluation of real-world applicability
and performance. Furthermore, most existing papers disregard the
limited computational resources available on orbiting satellites, an
oversight that raises concerns about the feasibility and efficiency of
proposed solutions in operational environments.

The main contributions of this paper are summarized as follows:
3 
• Identification of Research Gaps: We systematically identify gaps,
opportunities, and challenges in the current research on ML appli-
cations in SIoT. This provides valuable insights for guiding future
research and uncovering opportunities for further exploration.

• Comprehensive Overview of ML Advancements: This survey offers an
extensive overview of the latest advancements in ML applications
within the SIoT domain, helping researchers understand the cur-
rent landscape better and develop more efficient and intelligent
SIoT applications.

• Roadmap for Future Research: We present a potential roadmap for
future research directions, encouraging the development of inno-
vative studies and applications. This roadmap aims to stimulate
growth and foster innovation within the SIoT field.

• Resource for Researchers and Practitioners: Designed as an in-
dispensable resource, this survey is a critical reference for re-
searchers and developers working on intelligent applications in
the SIoT domain. It is intended to support the continued advance-
ment and expansion of the field.

These contributions underscore the importance and value of this
survey in advancing the understanding and application of ML in SIoT.
The paper critically analyzes existing research and offers a forward-
looking perspective on the field’s future direction.

Survey design and goal. This survey is designed to be an indispensable
esource for current and future researchers interacting with public and

private SIoT companies or agencies. It offers a comprehensive overview
of the latest advancements in ML applications within the SIoT domain.
t meticulously examines these developments to guide the creation of

more efficient and intelligent SIoT applications, thereby driving steady
growth and innovation in the field. Furthermore, this survey identifies
emerging trends and opportunities, providing a roadmap for future
esearch directions. It encourages the development of cutting-edge
echnologies and applications by highlighting gaps in current research

and proposing potential areas for exploration. It is an essential read
for anyone involved in the intersection of satellite technology, IoT, and
machine learning, providing a solid foundation for the next generation
of intelligent applications in this rapidly advancing field. A graphical
chart that illustrates the coverage of the reviewed papers can be seen
in Fig. 1.

Organization. The rest of this paper is organized as follows: In Sec-
tion 2, we briefly present Satellite IoT, detailing traditional technolo-
gies, characteristics, emerging applications, and relevance in the future
f communications. Section 3 provides a comprehensive and general

overview of ML techniques, detailing traditional and state-of-the-art
methods. The techniques discussed are those explored by the papers
reviewed in this survey. Section 4 explores the intersection of SIoT
and ML by framing them in our proposed taxonomy. This section
identifies the open challenges and problems addressed in SIoT using
ML techniques, leading to a listing of future directions presented in
Section 5. The conclusions are summarized in Section 6.

2. Satellite IoT overview

SIoT uses satellites’ global coverage to reach devices in less ac-
cessible regions, creating a vast network of connected devices using
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Fig. 1. Coverage of topics reviewed.
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satellite platforms acting as gateways or relays. This section introduces
the orbital and architectural context and frames SIoT into indirect and
direct IoT flavors.

2.1. SIoT orbits

In SIoT, satellites are typically deployed in two distinct orbits:
eostationary Earth Orbit (GEO) and Low Earth Orbit (LEO). Each
rbit offers unique advantages and faces specific challenges, making

the choice of orbit crucial for the design and implementation of SIoT
systems.

Geostationary Orbit (GEO). GEO satellites orbit the Earth at a velocity
that matches its rotation, allowing them to remain fixed over a particu-
lar point on the equator at an altitude of approximately 35,786 km. This
fixed position enables GEO satellites to provide continuous and stable
connectivity over a large geographic area, typically covering about
one-third of the Earth’s surface. The high altitude of GEO satellites
allows them to offer wide coverage with fewer satellites, making them
ideal for broadcasting and long-distance communications. However,
the significant distance also increases latency and signal degradation,
disadvantaging real-time applications and high-speed data transfer.

Low Earth Orbit (LEO). On the other hand, LEO satellites orbit at much
lower altitudes, typically between 160 km and 1000 km above the
Earth’s surface. These satellites travel at high velocities of around 7
km/s, resulting in shorter orbital periods and more frequent passes
over a given location. LEO satellites provide intermittent connectivity
at predictable intervals, which can benefit applications requiring low
atency and high-speed data transmission. The proximity to the Earth’s
urface reduces latency and signal loss, making LEO satellites well-
uited for real-time communications, Earth observation, and Internet
f Things (IoT) applications. However, the limited coverage area of
ndividual LEO satellites necessitates the deployment of prominent
onstellations to achieve continuous global coverage.

Constellations. When LEO satellites are deployed in a constellation,
they can provide and ensure continuous coverage and connectivity
by maintaining a network of satellites that work together to cover
the entire globe. This approach involves carefully coordinating and
managing satellite orbits to ensure seamless connectivity handover
as satellites move in and out of view of ground stations and IoT
devices. LEO constellations, such as those proposed by SpaceX (Star-
link), OneWeb, and Amazon (Project Kuiper), aim to deliver global
high-speed internet access and connect remote and underserved areas.
However, IoT-specific constellations are on the launch pad of start-
up companies like Sateliot, Kineis, and others. The deployment of
large-scale LEO constellations presents challenges related to collision
avoidance, spectrum management, and the sustainability of the space
environment due to the increased risk of space debris.
4 
2.2. SIoT architectures

Fraire et al. propose a novel space-terrestrial IoT architecture
(STEREO) that can be seen in Fig. 2. This architecture identifies two
rimary deployment cases for implementing SIoT: Direct-to-Satellite
oT (DtS-IoT) and Indirect-to-Satellite IoT (ItS-IoT). These deployment
trategies are designed to complement each other, forming an intercon-
ected global network. The choice between these approaches depends
n the geographical area and the specific application requirements.

Indirect-To-Satellite Internet of Things (ItS-IoT). This scenario is ideal for
rural areas with a high density of IoT devices. ItS-IoT relies on dedi-
cated ground gateways to establish an indirect connection between IoT
devices and the satellite. These gateways typically communicate with

EO satellites, which maintain a fixed position relative to the Earth,
aking them well-suited for stable, long-term connections. ItS-IoT links

o LEO are also possible but less common. This setup significantly
educes IoT devices’ energy consumption, extending their operational
ifespan. However, integrating terrestrial and space protocols to ensure
eamless communication across the hybrid network structure is a major
hallenge. In addition, the terrain and local conditions might make
stablishing ground infrastructure challenging, but GEO satellites can
erve as effective backhaul solutions for these gateways. This stable po-
ition in the sky allows high-gain antennas and reliable power sources,
uch as solar panels, to support long-range communications with the
atellite.

Direct-To-Satellite Internet of Things (DtS-IoT). DtS-IoT is suitable for
remote and inaccessible regions where deploying ground IoT gateways
is impractical or impossible. In this scenario, IoT devices directly
connect to LEO satellites, which orbit between 160 km and 1000 km
at altitudes. This connection benefits environmental monitoring, mar-
itime operations, and disaster management in areas where terrestrial
networks are unavailable or compromised. LEO satellites are preferred
ue to their proximity to Earth, allowing for lower latency and better
ignal strength than GEO satellites. However, the high velocity of
EO satellites (approximately seven km/s) means that the coverage
rea and the served devices change frequently. To ensure continuous
onnectivity, multiple LEO satellites must be deployed in constella-
ions. Dense constellations are necessary for uninterrupted connectivity
pplications, while sparse constellations can suffice for delay-tolerant
pplications. This approach reduces the number of satellites needed,
hus lowering costs and complexity. The critical challenge in DtS-IoT
nvolves managing the dynamic and varying communication chan-
els as satellites move quickly across the sky. This requires advanced
cheduling and resource management techniques to ensure reliable

data transmission and reception. Additionally, inter-satellite links (ISLs)
in dense constellations enable coordinated data relay, enhancing the

20].
overall network efficiency and coverage [



A.Y. Choquenaira-Florez et al. Computer Networks 259 (2025) 111063 
Fig. 2. STEREO architecture showcasing ItS-IoT and DtS-IoT approaches [8].
Latency and coverage considerations. While terrestrial fixed infrastruc-
ture can enable lower-latency, real-time data collection for IoT appli-
cations in areas with good coverage, satellite constellations introduce
additional complexities that can impact latency and real-time capabil-
ities [2]. As noted by Fraire et al. LEO satellite constellations used for
IoT connectivity have periodic coverage patterns that can introduce
delays when waiting for a satellite to pass over a sensor’s location [20].
However, strict real-time requirements are not always necessary for
many IoT use cases. In these scenarios, satellite constellations’ global
coverage and flexibility can provide significant advantages over the
high costs of deploying and maintaining fixed terrestrial infrastructure,
especially in remote or challenging environments [19]. Centenaro et al.
highlights that satellite IoT is particularly well-suited for delay-tolerant
applications such as environmental monitoring, asset tracking, and
agricultural sensing, where periodic data collection is sufficient [11].
Furthermore, recent advancements in satellite technology and constel-
lation designs are working to minimize latency issues. For instance,
dense LEO constellations like those proposed by companies such as
Starlink and OneWeb aim to provide more continuous coverage, poten-
tially reducing wait times for satellite passes [1]. Additionally, hybrid
terrestrial-satellite IoT architectures are being explored to leverage the
strengths of both systems, providing low-latency connectivity where
available and global reach where needed [8].

2.3. SIoT technologies

In the rapidly evolving field of SIoT, various technologies have
emerged as critical enablers of efficient communication and data trans-
mission. Among these, LoRa/LoRaWAN and NB-IoT stand out for their
distinct capabilities and applications within SIoT networks. This in-
troduction provides a concise overview, setting the reader up for the
detailed discussions of LoRa/LoRaWAN and NB-IoT.

LoRa/LoRaWAN. It is an LPWAN technology that has gained signifi-
cant interest in the IoT research community in recent years. LoRa is a
proprietary technology at the physical layer, which may impose some
economic constraints. It uses Chirp Spread Spectrum (CSS) modulation
to manage interference, providing broader coverage than alternatives
(e.g., NB-IoT). At the link layer, LoRa uses a protocol called LoRaWAN,
which supports several modes of operation [21]. The most common
application scenario, Class-A, is an asynchronous, Pure ALOHA-based
protocol that provides maximum battery life and is mandatory for all
5 
LoRaWAN devices. It supports bidirectional traffic through a receive
window after the completion of the uplink transmission. Class-B devices
synchronize to the network through beacons broadcasted by gateways
and then open receive windows at regular intervals. Finally, Class-C has
a continuous receive window, which requires a sufficient power supply.

NB-IoT. It is a technology provided by 3GPP and part of Release
13 [22]. NB-IoT is also integrated into Long-Term Evolution (LTE) and
operates on licensed radio spectrum [23]. It can function as a dedicated
carrier and occupy bandwidth within a wide-band LTE carrier. This
technology guarantees higher data rates than other LPWA technologies,
enabling the capture of videos and images for fine-grained control.
However, applying LTE over satellites requires complex coding and
synchronous signaling protocol techniques, which are unsuitable for
resource-constrained scenarios like SIoT.

2.4. SIoT challenges

Considering the STEREO architecture [8], several open research
challenges must be addressed when combining satellite technologies
with IoT features.

Cultural. This is one of the biggest challenges that SIoT needs to
overcome. The space community tends to focus on the trajectories and
actions of dynamic systems, while the terrestrial IoT sector prioritizes
the cost of end devices.

Space infrastructure. The different types of orbits complicate the eval-
uation of space infrastructure. The differences between LEO and GEO
involve constraints related to launch and deployment costs. Since GEO
satellites are more exposed to risks, they are much more attractive for
testing new space technologies such as LoRa/LoRaWAN and NB-IoT.

Mobility. SIoT networks need to address the mobility of gateways
in orbit, particularly in sparse constellations, which are more prone
to disconnections. NB-IoT offers important mobility features such as
handover management and roaming. On the other hand, LoRaWAN
seems well-suited for sparse constellations without a handover process.

Medium access protocols. SIoT needs to scale current IoT protocols to
handle thousands of end devices. However, it can use the predictable
LEO satellite trajectories to learn traffic patterns, allowing for data
aggregation and scheduling. This can enhance performance and reduce
energy waste in new access control schemes.
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mMTC. Current satellite capabilities provide significant advantages for
eeting the demands of mMTC in large-scale IoT deployments, mainly

hrough their ability to cover vast areas and support a massive number
f connected devices [24,25]. These attributes have made satellite-
ased solutions increasingly attractive to researchers and industry pro-
essionals. However, several challenges remain. The literature identifies

the most critical issue as the efficient use of resources during data trans-
ission, which is vital for prolonging the lifespan of IoT devices. This

rea’s inefficiency can lead to unnecessary retransmissions, increasing
nergy consumption and reducing sensor lifespan. While existing MAC
rotocols are crucial in mitigating these issues, they often struggle to
aintain transmission efficiency when the number of devices exceeds

ertain thresholds. This leads to significant drops in transmission rates
nd increased energy usage.

3. Emerging techniques and machine learning methods in SIoT

Machine Learning is a part of artificial intelligence (AI) that uses
revious data to make machines learn. Simply put, ML finds correlations
n previous data and uses that knowledge to make better decisions.
nlike traditional AI, which uses several techniques to simulate human

ntelligence, ML focuses on algorithms that cause that system to learn
nd adapt. In recent years, given the increase in computation potential,
L’s popularity has grown; this is reflected in the new domains of

urrent applications, such as healthcare, finance, and education, among
thers. Due to all these reasons, the increase in ML applications in the
IoT domain, especially in access schemes, resources, and networks, is
oticeable.

There is a wide variety of ML techniques, and choosing the ap-
ropriate technique depends mainly on the nature and data type.

For example, suppose the data is composed of images. The appli-
cation should probably be based on Convolutional Neural Networks
(CNNs) since their features allow them to detect image patterns better
than other techniques. This section briefly introduces concepts and
several ML techniques applied in the SIoT domain, describing their
main advantages, characteristics, and limitations. We are not limited
to introducing traditional techniques but also present emerging ML
techniques from recent years, such as Transformer, Computer Vision,
and Federated Learning. Fig. 3 shows the classification of different
types of ML that can be used in the SIoT domain. Each ML technique
displayed in our overview can potentially address many problems. For
example, different NNs are versatile and can be applied to tasks such
as classification, image recognition, and processing sequence data. Ad-
vanced architectures based on NNs, such as Transformers, have recently
been developed to achieve even higher performance in complex tasks.

owever, these advanced techniques often require substantial com-
putational resources, which can be a limitation in specific scenarios.
Transfer learning has emerged as a powerful approach to mitigate this
challenge by allowing pre-trained models to be adapted to new tasks
with significantly reduced computational demands. Furthermore, RL is
particularly well-suited for solving problems where the environment
is dynamic and may change over time, a characteristic that makes it
highly attractive for SIoT applications. The integration of NN with RL
has further enhanced the ability of these models to learn and adapt in
such environments, leading to more effective and robust solutions.

We also group the state-of-the-art ML techniques into these cate-
gories to provide a better-detailed overview of them, which enables a
clearer understanding of their contributions to the SIoT domain.

3.1. Deep learning and neural network

Artificial Neural Network is a powerful technique that tries to
imic the biological neural process. It analyzes and processes data to
etect or recognize patterns and perform specific tasks such as pattern
ecognition, classification, and regression [26].
6 
Multi-layer perceptron. The most common type of neural network is
he Multi-Layer Perceptron (MLP), composed of an input, hidden, and

output layer. MLP uses back-propagation as a training algorithm, up-
dating the weights using gradient descent methods to minimize a
previously defined loss function. With the continuous increase of com-
putational potential, new types of specialized Neural Networks were
proposed that introduce additional features that overcome several limi-
tations of original NNs, especially when dealing with certain data types,
such as images and text. To overcome these limitations, new types of
specialized Neural Networks were proposed.

Convolutional neural network. Convolutional Neural Network (CNN)
was initially proposed for the image recognition task [27]. The design
of this type of network is made up of convolutional layers, pooling
layers, and fully connected layers. In the convolutional layers, filters are
applied to images to capture and recognize new patterns as edges and
textures. The pooling layers are focused on reducing dimension data
through pooling operations. Finally, the fully connected layers at the
network’s end integrate the data to perform the final task.

Recurrent neural networks. While CNN is centered on working with
images, another type of Neural Network focuses on sequential data.
Recurrent Neural Network (RNN) was proposed to detect and iden-
tify temporal dependencies, which are essential in this data type.
This feature converts RNN into an essential method for tasks such as
text processing and speech recognition, among others [28]. However,

NN [29] suffers from the famous vanishing gradient problem, which
is generated at the moment to process long data sequences. A Long-
Short-Term Memory (LSTM) network was proposed to mitigate these
difficulties by introducing new mechanisms such as forget, input, and
utput gates that enable the neural network to maintain the input’s
ong-term dependencies.

Spiking neural networks. Recently, another type of neural network has
begun to gain researchers’ attention. Sparking Neural Networks (SNN)
are considered the third generation of Neural Networks since they can

imic the behavior of human brains besides the structure, such as
raditional NN [30]. The most famous and traditional SNN architecture

comprises a set of spiking neurons connected to others through synapse
interconnections. Each spiking neuron has a membrane potential that,
in a very similar way to a biological neuron, adds incoming values over
ime. Once it achieves a predefined threshold, the neuron will generate
 spike to connected neurons [31]. Various DL solutions based on SNN
ave also been proposed in recent years. Spiking CNNs are also planted

to integrate the benefits of SNN and CNN with high performance in
classification tasks [32,33]. There have also been works with excellent
results integrating recurrent networks with SNN [34].

3.2. Transfer learning

Transfer learning is an advanced technique that combines the
knowledge acquired from a previously trained model as the initial point
for a new second model that aims to solve a similar task [35]. One
primary step of this technique is fine-tuning, a process that adjusts the
weights of the new model to solve the new task. Transfer Learning,
esides saving time and resources, increases the performance of ML
odels when there is not much data available for training.

3.3. Transformer

The Transformer is a famous Neural Network architecture origi-
ally proposed in the translation domain [36]. Through the years, its

popularity has increased due to its excellent performance, especially
hen working with sequential data, which generated several proposals
n new domains besides translation, such as Computer Vision [37],

Healthcare [38,39], and Satellite Communications [40], among others.
Compared to CNN or RNN, Transformer employs attention mechanisms
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Fig. 3. Classification of ML techniques addressed on the survey.
to represent the relations between input and output. This mechanism
allows the model to give attention to several parts of the input at once,
which helps it find the relations in the input, even if they are not in
sequence. This is why the Transformer’s performance is better than
that of neural network-based models. As a result, Transformers and
new proposes based on it have become the new state-of-the-art basis
for many applications.

3.4. Reinforcement Learning

Reinforcement Learning (RL) is a promising ML technique focused
on an agent’s constant interaction with its environment. We can define
the RL problem as a tuple (𝑆 , 𝐴, 𝑃 , 𝑅), where 𝑆 refers to the state
space, 𝐴 to the action space, and 𝑃 is the state transition probability.
𝑅 is the immediate reward of an action. The training process in RL
can be described as an iterative interaction between the components
mentioned before. It can be summarized as follows: an agent observes
the environment and uses it to choose an action that gives him an
immediate reward. The agent’s main goal is to learn a behavior that
maximizes the reward received over time. The most traditional and
famous algorithm used in RL is Q-Learning, but in recent years, a
new approach called Deep Reinforcement Learning (DRL) has been
proposed. It combines the benefits of traditional RL with the potential
of DL solutions. This new approach replaces the traditional Q-Learning
table with alternatives based on DL, such as deep-Q Networks and
Long-Short-Term Memory. The main benefit of DQL is that they have
a better performance on high-dimensional spaces, as we can see in
economics [41], biological [42], and, as we can see in this work, in
the SIoT domain.

3.5. Emerging techniques in SIoT

Federated learning. Federated Learning (FL) is a new paradigm of ma-
chine learning that aims to preserve data privacy by enabling the model
to be trained across decentralized devices. It was initially proposed by
Google [43] as a way to predict new users’ text input using information
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from Android devices without sharing local data. This technique differs
from traditional training, in which the data is centralized into a single
repository. FL ensures the data remains on local devices and only shares
the model updates. The original process of FL [44] is described as
follows: firstly, each device gets the current version of the global model
that will be improved by a local training phase using the device’s
local data to generate a set of updated model weights. Then, these
updated weights are sent to the cloud, where they are averaged to
create a new version of the global model. Finally, this entire process
is repeated until the current version of the global model achieves
the performance required. These characteristics are very suitable for
many domains, for example, in the healthcare domain [45], industrial
engineering [46], and more recently in satellite communications [47],
where data security is crucial.

Edge-intelligent computing. Edge computing (EC) is a new paradigm
focused on performing processing and calculations closer to the data
source to improve service quality. This characteristic solves some chal-
lenges in IoT applications [48]. For example, computing on the edge
close to the end device reduces the latency, which is crucial in real-time
and multimedia applications. Another energy consumption challenge is
that new power management strategies can be introduced using the
EC feature. More recently, and with the rise in popularity of DL, a
new approach based on EC was proposed. Edge-intelligent computing
emerges as a way to apply ML solutions directly to edge devices. This
new approach allows the processing of real-time data, which is crucial
for applications that require fast online learning. Additionally, Edge-
Intelligent Computing achieves higher learning accuracy than on-device
learning [49]. There are several applications of this approach, such as
video analytics [50], speech recognition [51], and smart cities [52],
among others.

4. ML solutions for SIoT

This section explores the works integrating ML in SIoT, detailing the
challenges and the problems solved. We are focusing primarily on the
ML application. Fig. 4 presents a graphic distribution of ML techniques
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Fig. 4. ML technique to SIoT Application Scope.
with their applications in the SIoT domain. Additionally, Table 2 details
an overall classification of the reviewed works highlighting several
SIoT applications. The table details crucial aspects and features in
the reviewed works, including the origin of the dataset they use, the
training and inference node (space or ground), and the core metrics of
the approach. The remainder of this section revises and discusses each
of the presented papers and details their core characteristics.

Among the SIoT objectives, we identified the following categories.
On the one hand, multiple access schemes and Non-orthogonal access
schemes refer to mechanisms that allow multiple devices to share a
common resource. On the other hand, channel allocation, routing strat-
egy, congestion control, and signal detection refer to efficient resource
management to improve the performance of the SIoT network.

With these categories in mind, Fig. 5 summarizes the types of
applications, ML techniques, and the number of works that use them
in the remainder of this survey. Two main insights emerge from Fig. 5.
First, RL is the most frequently employed ML method in the SIoT field.
This predominance is largely due to RL’s capacity to enable agents
to learn optimal policies in dynamic and complex environments. It is
well-suited for real-time decision-making scenarios like resource and
network management and radio access schemes. The adaptability of RL
in these contexts ensures that it can effectively manage the inherent
variability and unpredictability of SIoT environments. Secondly, the
increasing application of FL frameworks is notable. FL is particularly
advantageous when communication efficiency and data privacy are
paramount, such as in distributed IoT networks. FL addresses privacy
concerns by enabling localized model training and reducing the need
to transmit raw data while minimizing bandwidth usage. This makes
FL ideal for SIoT applications prioritizing secure and efficient data
processing. In contrast, other ML methods may be less frequently ap-
plied due to their limitations in handling the specific challenges posed
by SIoT environments. For example, while effective in static settings,
traditional supervised learning methods may struggle with the dynamic
and distributed nature of SIoT systems, where continuous learning and
adaptation are critical.

4.1. Radio access schemes

This section addresses ML works related to multiple access and
non-orthogonal access schemes in SIoT. A multiple access scheme is a
method that grants multiple end devices the ability to share a channel
simultaneously. The most common multiple schemes are Time Division
Multiple Access (TDMA), Frequency Division Multiple Access (FDMA),
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and Code Division Multiple Access (CDMA). On the other hand, Non-
Orthogonal Multiple Access (NOMA) refers to a multiple access method
that allows multiple end devices to transmit simultaneously at the same
radio resource using different power levels. This feature introduces
multi-user interference. To cope with this problem, it employs a de-
tection algorithm such as Successive Interference Cancellation (SIC) to
decode and separate multiplexed signals [70].

Alternatively, similar works have addressed the traffic prediction
task on Satellite Networks. For instance, in [71], a prediction frame-
work using LSTM is proposed to predict traffic in the covered area of a
LEO Satellite Network. Another work [72] uses LSTM and Generative
Adversarial Networks to create a highly efficient prediction model for
satellite network traffic. These studies further highlight the effective-
ness of ML techniques in optimizing satellite network performance by
enhancing traffic management and reducing delays.

In [53], an alternative scheme based on combined free/demand
assignment multiple access (CFDAMA) was proposed; its objective is
to combine DL techniques with the original CFDAMA to improve the
general performance. This proposal is focused on the time delay 𝑇
between uplink and downlink frames to the satellites. The end device is
in a continuous burst data traffic process during 𝑇 . They use a CLSTM
Neural Network, which is a combination of CNN and LSTM neural
networks, and transfer learning to predict the traffic data during the
period 𝑇 and be able to reduce the accumulation of data packets since
these predictions are considered at the moment of receiving user access
requests and calculate the total slots required. To achieve this, they
order the input data based on time, split it into several data sequences,
and use the first sample to train a CLSTM network, then make a transfer
learning process of the parameters to a new network and fine-tune it
and use the new model to predict the future traffic. The CLSTM network
consists mainly of 8 input nodes, 24 output nodes, and 1000 hidden
nodes. Finally, this process is repeated until all samples are used in
training. The simulation scenario to validate their proposal comprises
Inmarsat synchronous satellites and ground IoT devices created through
STK. The data traffic is generated using MATLAB. Both are integrated
using OPNET to get the simulation results. The final results show
that their proposal performs better than classical alternatives such as
CFDAMA-PA (Pre-Assigned Request) and CFDAMA-PB (Piggy-Backing
request) in accumulating queue packages and end-to-end delay.

Sun et al. [54] focus on the importance of the Successive Interfer-
ence Cancellation (SIC) of non-orthogonal multiple access (NOMA) for
SIoT. They propose an alternative allocation scheme based on a DL
algorithm (DL-PA) and aim to predict the optimal SIC decoding order
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Fig. 5. Cardinality of ML techniques by SIoT application.
Fig. 6. Framework of DL-PA (Sun et al. 2019) [54].
and power allocation since these are limited resources on the satellites.
Given that calculating the optimal order through conventional analysis
is extremely difficult, their proposal employs the benefits of DL. As can
be seen in Fig. 6, the proposal uses the queue state (𝑄), the channel
state (𝑔), and the optimal decoding order of each combination to train
a Deep Neural Network (MLP with three hidden layers) to approximate
the optimal SIC decoding order (𝑆). The data used to validate their
proposal was generated by simulation. Finally, they compared their
predictions against an alternative algorithm. The results indicate that
they achieved an efficient allocation power following the SIC decoder
order prediction by the neural network model of the SIoT NOMA.

Another work [55] is focused on guaranteeing the freshness of
information, so they proposed the concept of Age of Information (AoI)
that represents the elapsed time since the generation of status to the
present. To minimize the AoI of the Satellite IoT Network, they propose
a DRL age-optimal power allocation that obtains the optimal power
allocation rules. Their proposal is based on a Deep Q-Network where
the set of the current value of AoI of end devices conforms to the state
space. The action space is conformed by each possible combination of
power allocation coefficients allocated by the satellite to the devices,
and the function reward is directly related to AoI variation, which
means if AoI decreases, more reward will be obtained from the agent.
They use a simulation scenario to evaluate their proposal and compare
it against alternatives. The baselines used are the NOMA-G scheme,
where the satellite allocates power given the channel conditions, and
the MAF scheme, where the power is allocated given the current
value of AoI. The numerical results demonstrate that their proposal
significantly outperforms these baselines.
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Another work based on DRL applied to a NOMA system is [56]
in the SIoT domain. They propose multibeam random access, splitting
the satellite coverage into several beams, and assume that adjacent
beams share some parts of the region. The devices in these regions
can send/receive data in two periods of the two shared beams. Ad-
ditionally, they define the number of replicas of the packet that the
device transmits as degrees. The authors aim to optimize the Random
Access policy using a DRL algorithm that assists the NOMA-Slotted
Aloha protocol (DRL-NSA). The proposal uses a Deep Q-Network in
which the state space represents a set of real-time service requirements
for all the devices supported by the multi-beam LEO satellite, the
action space is the degrees for the type of device, and the reward
is a function that denotes the average throughput in a beam. After
simulation, they compare their proposal against other state-of-the-art
schemes and demonstrate the best average throughput performance.

In [57], after a previous analysis, they found that optimizing the
number of relays and available channels is crucial to increasing the
system performance in Satellite IoT. They design a random access
protocol based on NOMA to improve the throughput in an ultra-dense
IoT network (Satellite IoT scenario). Their proposal (QL-NOMA) uses
a traditional Q-learning algorithm and aims to allocate devices in the
correct timeslot channel. Each end device (IoT device) represents the
agent, the state–action pair is represented by timeslot-channel access,
and the reward is a single feedback bit that indicates the success
or failure of the transmissions. They compare their proposal against
some baselines such as Slotted Aloha-NOMA and DQL-JRSAC [73] and
outperform them in normalized throughput.
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Table 2
Applications of ML in SIoT and details for each evaluated paper.

SIoT
application
type

Paper Year Description ML type Dataset Training
place

Inference place SIoT objective ML metric

Multiple access
scheme

[53] 2021 Predict the traffic
data

LSTM,
CNN, TL

Simulation by
MATLAB, STK, and
OPNET

Not
specified

In space Data traffic
prediction

RMSE, MAPE,
MAE

Non-orthogonal
access scheme

[54] 2019 Predict the
optimal SIC
decoding order in
NOMA

MLP Created through
simulation

– Not specified Optimal SIC
decoding order

Accuracy, MSE

[55] 2022 Minimize the Age
of Information

DRL Created through
simulation

– Not specified Average AoI
performance

–

[56] 2023 Optimize the
random access
policy

DRL Created through
simulation

– Not specified Optimize random
access policy

–

[57] 2022 Random access
protocol

RL – – – – –

Channel
allocation

[58] 2020 Optimize the
energy-efficient
channel allocation

DRL, MLP Created through
simulation using
Gaussian distribution
for tasks

– In space Reduce energy
consumption

–

[59] 2022 Optimize the
channel allocation
operation

DRL,
LSTM

A dataset that consists
of 1000 samples of
traffic user request

– In space Efficient channel
allocation

–

[60] 2020 Reduce the
average
transmission
latency

DRL, MLP Created through
simulation where
traffic of sensors
follows a random
distribution

– In space Reduce average
transmission latency

–

[61] 2022 Optimize the
channel allocation
based on QoS

DRL, CNN Created through
simulation with
10,000 IoT devices
distributed

– – Optimize channel
allocation
considering QoS

–

Routing
strategy

[62] 2021 Propose a routing
strategy

DRL Created through
simulation using ONE
simulator with 110
ground nodes
distributed uniformly

– Both Delivery rate,
average delay, and
overhead ratio

–

Congestion
control

[63] 2019 Reduce the
congestion
generated by DTN
technique

RL Created through
simulation with IoT
devices that generate
data bundles
according to the
Poisson distribution

– Not specified Bundle abort rate –

Signal
Detection

[64] 2023 Reduce symbol
error rate (SER)
and power
consumption

SNN,
CNN,
MLP

Created through
MATLAB simulator

Not
specified

Not specified High symbol error
rate (SER)

MSE

Applications
and services

[47] 2022 Propose methods
to integrate ML in
SIoT using FL

FL, CNN Created through
simulation with
MNIST dataset to
final task

Both Both Resource limitations
and latency

Accuracy

[65,
66]

2019 Edge-Intelligent
computing

Edge-
Intelligent

Created through
MATLAB simulator,
CloudSim 4.0

On ground In space Delay in data
transmissions

–

[67] 2022 Detect
cyberattacks in
real-time

FL, LSTM Two datasets that
contain several types
of attacks such as
DDoS, Injection, and
Backdoor attacks

On ground On ground Detect cyber-attacks Accuracy,
prec., rec., and
F-measure

[68] 2023 Propose a
framework to
apply SIoT in a
use case

Trans-
former

Use a dataset of 665
images to the final
task

On ground In space Image recognition Accuracy,
F1-score

[69] 2023 Propose a
framework to
apply SIoT and FL

FL – – – – –
10 
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Fig. 7. Architecture of DeepCA (Zhao et al. 2020) [58].
4.2. Resource and network management

Resource management in Satellite IoT ensures an efficient and
reliable connection between many end devices and satellites. An effi-
cient channel allocation to minimize interference, a routing strategy
to increase the delivery ratio, signal detection to reduce energy con-
sumption, and congestion control can all play crucial roles in enhanc-
ing the performance of Satellite IoT. We classify ML papers into the
abovementioned categories and analyze them as follows.

4.2.1. Channel allocation
In [58], highlight the importance of an efficient resource scheduling

scheme due to the resource shortage in the SIoT domain. Even though
there are alternative schemes that improve the efficiency of energy
(e.g., TDMA), they do not consider the vast number of devices and
data transmission requests. For this, the authors propose DeepCA, an
approach based on RL used for an energy-efficient channel allocation
in SIoT. The proposal architecture is shown in Fig. 7. DeepCA employs
a neural network instead of traditional Q-Learning, where the satellite
performs as the agent. The state space includes information about the
user tasks (size and location), the action space represents the available
channels to allocate new tasks, and the reward functions reflect the
energy consumption and the quality of services (QoS). Since satellite
patterns are unknown, the tasks are simulated using Gaussian distribu-
tion. Final numerical results evidence that their proposal can reduce
energy consumption compared to traditional algorithms such as the
random select algorithm and two greedy algorithms.

Durga et al. [59] focus on the problem related to the irregular
distribution of users and the lowest adaptability of the satellite of
users among the beams that appear in the SIoT domain. Consequently,
they introduce a DRL approach (DRL-LSTM) based on the demand to
perform an efficient channel allocation operation using the user density
in each beam. Unlike the previous one, this proposal uses LSTM neural
networks’ ability to work with sequential and historical data. It uses
a dataset of 1000 samples of traffic user requests. In DR-LSTM, the
state space includes information about the user requests, the action
space represents the available channels to allocate new user requests,
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and the reward is also related to the power of consumption and the
satisfaction rate. The Fig. 8 details the interaction of these components.
They compared their proposal against other baselines such as random
power allocation (RPA), two greedy algorithms, and DeepCA [58],
and the evidence that DRL-LSTM overcomes others regarding power
consumption and satisfaction rate.

Another significant study addressing the channel allocation problem
in the SIoT domain is presented in [60]. In this work, the authors
introduce a novel method called CA-DRL, which stands for Channel
Allocation using DRL. The CA-DRL approach leverages the principles
of DRL to optimize channel allocation dynamically and efficiently. This
method is designed to enhance the overall performance and efficiency
of channel allocation processes by learning and adapting to the vary-
ing conditions of the communication environment. By applying DRL
techniques, CA-DRL can intelligently allocate channels to maximize
network throughput and minimize interference, demonstrating its ef-
fectiveness in complex and changing network scenarios. The authors
highlight the importance of data transmission efficiency since it impacts
the lifetime of sensors or end devices, a crucial factor in the SIoT
domain. Current MAC protocols handle this problem, but the success
rate is drastically affected when the number of users overpasses a
specific limit. The main disadvantage of these protocols is that they
do not consider the amount of data transmitted, which may generate
high latency and delay. Their proposal is based on minimizing the
average transmission latency using a DRL technique based on an MLP
Network where the satellite represents the agent, and the state space
contains information about the user request, such as the number of
sensor tasks processing, bandwidth, duration of new tasks; the action
spaces correspond to the available channels to allocate, and the reward
function reflects the delay on the transmission, so a high delay receives
a lower reward and vice versa. The data traffic of sensors is simulated
following a random distribution. Fig. 9 shows the interaction of the
main components of their proposal. Finally, they compared their pro-
posal against two classical principles: First Come First Service(FCFS)
and Random Access Control (pure ALOHA). The results show that
CA-DRL reduces the transmission delay compared with the baselines.
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Fig. 8. Architecture of DR-LSTM (Durga et al. 2022) [59].
Fig. 9. Architecture of CA-DRL (Liu et al. 2020) [60].
In [61], authors focus on the channel allocation problem con-
sidering the power consumption, resource efficiency, and especially
in fulfilling the QoS requirements in a Satellite IoT uplink scenario.
They highlight that there are heterogeneous devices with several QoS
requirements. For example, in the streaming service, the QoS require-
ment is focused on data transmission rates; however, in monitoring
services, the QoS centers on delay and reliability. Their proposal (DRL-
QoS-RA) is based on DRL that uses a CNN, where the state space
includes information about channel quality, current arrival terminals,
terminals that have been allocated previously, and the terminals that
are still sending information; the action space is related to the available
channel, and the transmit power of terminal; and the reward considers
the QoS constraints detailed before. The CNN design comprises an
input layer, two convolutional layers, and two fully connected layers.
Additionally, they consider the application of transfer learning as a
method to increase the proposal’s performance. They did an initial
training using a simulation environment and then fine-tuned the last
layer of the NN in the final deployment. With this approach, they
can take advantage of the benefits of transfer learning and reduce the
energy consumption of a complete training process on deployment after
a simulation with 10,000 distributed IoT terminals, whose request ar-
rival follows the Poisson distribution. Finally, comparing their proposal
against popular techniques such as genetic algorithm, random method,
and DRL-RA [58] indicates that DRL-QoS-RA has better performance,
which may be due to the focus on the QoS requirement.
12 
4.2.2. Network traffic and signal management
Zhou et al. [62] address the critical issue of routing strategy in

Satellite IoT, emphasizing the importance of considering energy con-
sumption in data packet forwarding. Traditional routing strategies are
inadequate for SIoT due to the many end devices involved. To overcome
this limitation, the authors propose a novel routing strategy utilizing a
double Q-Learning algorithm, a variation of Q-Learning that has not
been extensively applied to routing tasks. In their approach, satellites
and end devices are treated as nodes, representing the agents within
the system. The state space encompasses all deployed nodes, while
the action space includes each nearby node that a single node can
reach. The reward mechanism is designed to account for the hop
count, thereby effectively controlling energy consumption. To evaluate
the performance of their proposed strategy, Zhou et al. use the ONE
simulator to create an environment comprising a satellite and 110
uniformly distributed ground nodes. They benchmark their approach
against several state-of-the-art alternatives, including those presented
by Spyropoulos et al. [74], Sharma et al. [75], and Wu et al. [76].
The results of this comparison demonstrate that the proposed routing
strategy outperforms the alternatives in terms of delivery rate, average
delay, and overhead ratio across various failure probabilities. Similar
work has been carried out in [77], where an efficient routing strategy
for LEO Satellite Networks is proposed using an RL approach. The
simulations and results validate the effectiveness of this approach.
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In [63] focus on Delay/Interrupt Tolerant Network (DTN) which
is a technique designed to guarantee that end devices can commu-
icate between them even when the delay increases, it is based on
he principle of storage-and-forward process to reduce the packet loss
ate, and ensure reliable delivery. Since this approach requires high

storage resources, it can create congestion in the Satellite IoT scenario.
ML can be applied to develop congestion control mechanisms. Their
roposal reduces the congestion generated by DTN using multi-hop
ackets and proposes an algorithm based on RL (LGFCC) to use storage
esources effectively. These features can reduce congestion in the SIoT
cenario and increase QoS. They simulate an environment with five IoT
evices that generate data bundles following the Poisson distribution.
inally, they use the simulation to evaluate the performance of their
roposal, showing that the LGFC algorithm performs better in reducing
he packet abort rate in the SIoT scenario.

Dakic et al. [64] focus on the high interference caused by a large
umber of transmissions, which generate a high symbol error rate
SER). To solve the elevated SER and also reduce the power consump-

tion, they propose a DL solution to perform an effective signal detection
(chirp signal detection) using Spiking Neural Network focus on LoRa
modulation, which is the most popular chirp-base modulation in the
Satellite IoT domain. The simulation scenario comprises several IoT
ground devices operating in the LoRa modulation scheme. Each device
tries to connect to the nearest satellite using pure ALOHA as an access
model, taking advantage of its simplicity and low power consumption.
They compared several DL methods based on SNN. The first one is a
basic SNN that encodes the data to be used in a spike network. In the
training phase, the membrane potential is increased in the correct class
and otherwise is reduced. The second propose is called CSNN, and it is
based on the combination of SNN and CNN to take advantage of its
best feature extraction and power efficiency; naturally, CSNN performs
convolution operations on spikes, and the filters are specially designed
to detect patterns in spike sequences. The third proposal adapts the
idea of HybNet [78] to be implemented using SNN. Additionally, these
three methods are compared against ANN, CNN, and original HybNet,
respectively, to demonstrate the effectiveness and applicability of SNN.
The authors use a MATLAB simulator [79] to create chirp I/Q signals
nd use them as training datasets. The numerical results evidence

that the spiking-based networks have impressive performance and low
power consumption, especially the CSNN technique.

4.3. Applications and services

While the Radio Access, Resource, and Network Management cate-
ories discussed above focus on the SIoT network infrastructure and its
perations, the Applications and Services category centers on utilizing
L techniques to process and analyze the data payload transported

by the SIoT system. This category addresses explicitly how ML can
enhance the value of the data collected by SIoT devices, enabling
advanced applications such as predictive maintenance, environmental
monitoring, and intelligent resource management. These ML-driven
applications leverage the rich data sets provided by SIoT to deliver
actionable insights and optimize various operational aspects across
different industries.

4.3.1. Edge-intelligent computing applications
In [47], authors discuss the application of FL over Satellite IoT con-

stellation. The authors highlight the inefficiency of collecting/sending
data to a centralized location to train an ML model due to resource lim-
itations and latency. Motivated by the above reasons and the benefits
of Federated Learning, they propose four methods to integrate ML in a
Satellite IoT context. The first method consists of classical centralized
learning (CL) deployed in the cloud. This method receives raw data
from devices directly and develops an ML model; in this method, the
satellites are used as relays to re-transmit data. In the second method,

the model is developed directly in the satellites. The downside is that h
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this method requires extensive computation power and satellite storage
apability. The third method uses the benefits of FL and is very similar
o the first method. However, in this new technique, only the model
eights are shared through the network, making it an alternative with
ore data protection and security and improving latency than the
revious ones. Finally, the fourth method is also inspired by FL, but
n this approach, the model’s weights are allocated in the satellite, and
he network can run FL without data sharing. Fig. 10 shows the four

possible strategies detailed before. As we can infer, methods that use FL
reduce the latency, increase privacy and security, and have the lowest
energy consumption on the satellite. To evaluate the performance of the
methods based on FL, they solve the digit recognition task employing
the very famous MNIST dataset. They split the dataset into 𝑁 pieces;
each is only available on one of the devices. The results indicate that FL
under the LEO constellation in the SIoT context has practical accuracy
on the MNIST dataset, gaining the abovementioned features.

In [65,66], the authors perform a detailed evaluation of the applica-
tion of Edge Intelligent Computing in the Satellite IoT domain using the
omputational power onboard the satellite to achieve edge intelligent
omputing. They propose a new application scheme composed of three
ayers: Satellite IoT Edge, Satellite IoT Cloud, and the ground cloud
enter. The architecture of these three layers can be seen in Fig. 11.

The Satellite IoT Edge layer has potential computing, storage, and the
ability to communicate between similar satellites to request assistance
in some tasks. The Satellite IoT Cloud layer has more computational
power than the previous one (CPU, GPU) and assumes the role of a
Satellite IoT data center. The ground cloud center layer assumes the
function of a big computing center with great computational power
and storage. A satellite can collect data and perform the DL task.
However, if the satellite does not have sufficient computational power
or resources, the data and task can be transmitted to a nearby Satellite
IoT edge node or cloud node. In this proposal, the initial training of the
DL model can be performed on the ground and uploaded. As detailed
efore, they set up a simulation scenario where each layer has technical

features. Then, to verify the performance of the DL model in any of
the edge intelligent computing devices, they calculate the delay of
several models in any of these layers. The authors create a simulation
environment using MATLAB and Cloudsim 4.0 [80] to perform the
raining process. After the evaluation, they concluded that DL models
an run with outstanding performance and low delay.

Moustafa et al. [67] highlight the increase in cyberattacks against
atellite IoT environments and networks. There are several types of

security weaknesses, such as vulnerable satellites that can become a
target because of the low security in satellite networks, DDoS attacks
through network communications or interfering with the firmware and
operating system, and power depletion attacks that affect the perfor-
mance of satellites. The authors propose a Federated Learning-based
deep learning framework (DFSat) to detect cyberattacks in real-time
from satellite networks in the Satellite IoT domain. Their proposal
evaluates and detects abnormal patterns in traffic using a variation
of LSTM called Bidirectional LSTM, a type of RNN that can analyze
and use the input information in forward and backward directions.
They validate their proposal using two datasets that contain several
types of attacks such as DDoS, Injection, Backdoor attacks, etc. [81,82].
The numerical results are compared against state-of-the-art methods,
showing that DFSat performs better in accuracy, precision, and recall.

4.3.2. Monitoring and security
In [68] work proposes a framework to apply Satellite IoT in con-

unction with a case study of image recognition in smart agriculture
MobileVit) that consists of aphid detection and infestation severity
n lemon leaves, which is a type of smart agriculture that has gained
uch attention from academia and industry in recent years. On the

ther hand, their framework is composed of three layers. The first one
onsists of sensors that collect physical variables such as temperature,

umidity, and soil composition. The intermediate layer consists of
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Fig. 10. Strategies proposed (Chen et al. 2022) [47].
Fig. 11. Strategies proposed (Wei et al. 2019) [65,66].

UAV devices that collect data from sensors, take images of the leaves,
and send them to the satellite. The last layer comprises the satellite
that should be equipped with the DL model previously trained on the
ground. This model infers whether the leaves are infected based on
the images collected. While this application specifically involves image
analysis, integrating sensor data — such as temperature, humidity, and
soil composition — could enhance the model’s accuracy and broaden its
applicability to other areas, such as environmental monitoring or preci-
sion agriculture. The three-layer framework is shown in Fig. 12. Their
proposal uses Vision Transformer, a version focused on image recogni-
tion that showed better performance than models based on CNNs [83]
and uses a dataset of images composed of 665 images between healthy
and diseased leaves. They compared the results of their proposal against
MobileNetV2 [84] and demonstrated better performance and are more
suitable for an in-orbit deployment.

Uddin et al. propose a framework based on Federated Learning
for Satellite-IoT domain [69] to enhance data security and privacy by
employing an ML model to filter and discard malicious traffic. They
consider two ways of connecting the end devices and the satellites.
The first establishes direct communication, and the satellite redirects
the data to a base station for processing. The second establishes a
14 
connection between a ground gateway and a base station. Their pro-
posal incorporates the software-defined networking (SDN) approach,
which enables network management of elements and functionalities.
It consists of three layers: the application layer includes all user ap-
plications. The control layer boards the network controller and the
management of its elements, and the infrastructure layer includes the
network devices. In this proposal, each end device will generate its local
model employing any ML algorithm, send the update weights to the
controller that aggregates them, and generate a new global model. This
new model sets out the new policies using the traffic patterns detected
by each end device. This process can be seen in Fig. 13.

5. Identified gaps

Despite significant progress in applying ML in the SIoT domain,
several gaps remain, which we identified through an extensive review
of various works. This section briefly introduces and examines the most
pressing research gaps in the current literature.

Optimization of satellite resources. Even though the reviewed works
already focused on this research direction, this remains a critical aspect
of effective communication between IoT end devices and the satellite.
There is a constant request to maximize the efficiency and usage of the
limited satellite resources since the satellite will have more resources to
perform other complex tasks. Future research could focus on applying
ML techniques to optimize the allocation process of satellite resources.
For example, applications may use ML techniques to detect power usage
patterns and establish operational conditions to optimize consumption
and improve transmission and user experience performance. We have
found a gap in this application’s scope that needs to be addressed. It
is essential to emphasize the need for future applications to be robust
and scalable.

Security and privacy. This research direction has been poorly explored,
even though the current SIoT networks can transmit sensitive and
private data. Future research should consider applying ML techniques
in the SIoT domain to complement and improve the security of trans-
missions, protecting them from cyber-attacks and unauthorized access
attempts. For example, an ML model can be developed to detect pat-
terns in SIoT network traffic and identify suspicious patterns that may
compromise the network’s security and integrity. Another crucial topic
concerns end-user device privacy; ML applications should be designed
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Fig. 12. The proposed three-layer FL framework (Liu et al. 2023) [68].
Fig. 13. The proposed FL framework (Uddin et al. 2023) [69].
with this principle. This survey paper reviewed articles focused on the
application of FL, which allows ML models to be trained locally and
improves security and privacy. Future research should optimize these
privacy techniques and guarantee consistent model performance. These
are important research directions to provide a reliable SIoT network,
which is essential for building trust and encouraging the worldwide
adoption of this type of network.

Execution and integration. Many studies overlook the practical execu-
tion of training and inference, often failing to distinguish between
space-based and ground-based processing. Additionally, a notable lack
of integration between ML techniques and SIoT-specific metrics im-
pedes the evaluation of real-world applicability and performance. Fur-
thermore, many papers disregard the limited computational resources
available on orbiting satellites, an oversight that raises concerns about
the feasibility and efficiency of proposed solutions in operational envi-
ronments. Furthermore, it is crucial to consider the different orbital
options available for SIoT applications, as the choice between Low
Earth Orbit (LEO) and Geostationary Earth Orbit (GEO) satellites hinges
on the application’s specific requirements. LEO satellites offer high
resolution and superior communication quality, making them ideal for
real-time data and high-precision applications. However, their high
velocity and consequent need for complex networking introduce chal-
lenges such as increased costs and the Doppler effect. In contrast,
GEO satellites provide more stable and continuous coverage, albeit
with lower resolution and higher latency. This makes them suitable for
applications where stability and cost-effectiveness are prioritized over
resolution. Moreover, evaluating the existing ground-based and space-
based IoT infrastructure in the regions where SIoT solutions are to be
deployed is important. Not all scenarios necessitate SIoT, and the joint
15 
development of these technologies should be prioritized to ensure the
efficient and effective deployment of IoT solutions. Understanding each
application’s specific requirements and the available infrastructure’s
capabilities allows a balanced and optimized deployment strategy to be
developed, maximizing resource efficiency and overall performance.

6. Opportunities and challenges

The rapid advancement in satellite communication and IoT tech-
nologies and the increasing adoption of ML in the SIoT domain have
opened numerous potential future research and development directions
and associated challenges. This section details the most promising
research directions in Satellite IoT, focusing on high-impact areas and
some of the most critical challenges identified through the extensive
review process.

6.1. Opportunities

This survey has identified several promising opportunities for ad-
vancing SIoT by integrating machine learning techniques. These oppor-
tunities include the following.

Integration of advanced ML techniques. The constant growth in the
machine learning area generates new techniques that consistently out-
perform the current state-of-the-art technology. Even though these
techniques have been proposed in other fields, they have not yet been
adapted to suit SIoT conditions and improve performance and relia-
bility. In previous sections, widely used ML approaches were explored
and surveyed. However, there are some advanced techniques that SIoT
would benefit from them. These new underexplored techniques can
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address emerging challenges, such as predictive maintenance, lifespan
optimization, anomaly detection, and more, or enhance the perfor-

ance of existing solutions by replacing the current ML techniques.
Examples of such advanced techniques for which a gap was identified
include:

1. Graph Neural Networks (GNNs): GNNs can be utilized to model
and analyze the complex relationships and interactions in satel-
lite constellations and IoT networks, leading to more efficient
routing and resource allocation strategies.

2. Generative Adversarial Networks (GANs): GANs can generate re-
alistic synthetic data for training and testing ML models, instru-
mental in scenarios where real-world data is scarce or expensive
to collect.

3. Combination of RL and GNN (RL+GNN): Combining RL with GNN
can significantly enhance the capabilities of SIoT systems. When
combined, RL+GNN can provide a robust framework for SIoT.
This hybrid approach allows for continuous learning and adap-
tation to changing network conditions, improving the overall
performance and reliability of SIoT systems, minimizing latency,
reducing energy consumption, and enhancing data throughput.

Optimization of satellite resources. Even though the reviewed works
already focused on this research direction, this remains a critical aspect
of effective communication between IoT end devices and the satellite.
There is a constant request to maximize the efficiency and usage of the
limited satellite resources since the satellite will have more resources to
perform other complex tasks. Future research could focus on applying
ML techniques to optimize the allocation process of satellite resources.
For example, applications may use ML techniques to detect power usage
patterns and establish operational conditions to optimize consumption
and improve transmission and user experience performance. We have
found a gap in this application’s scope that needs to be addressed. It
is essential to emphasize the need for future applications to be robust
and scalable.

Security and privacy. This research direction has been poorly explored,
even though the current SIoT networks can transmit sensitive and
private data. Future research should consider applying ML techniques
in the SIoT domain to complement and improve the security of trans-
missions, protecting them from cyber-attacks and unauthorized access
attempts. For example, an ML model can be developed to detect pat-
terns in SIoT network traffic and identify suspicious patterns that may
compromise the network’s security and integrity. Another crucial topic
concerns end-user device privacy; ML applications should be designed
with this principle. This survey paper reviewed articles focused on the
application of FL, which allows ML models to be trained locally and
mproves security and privacy. Future research should optimize these
rivacy techniques and guarantee consistent model performance. These

are important research directions to provide a reliable SIoT network,
which is essential for building trust and encouraging the worldwide
adoption of this type of network.

Space-terrestrial integration. The transition from 4G to B5 and 6G net-
orks represents a significant technological leap, promising unprece-

dented advancements in connectivity, speed, and the potential for
nnovative applications. One of the most promising directions for 6G
s its integration with Satellite-IoT, giving birth to the so-called Non-
errestrial Networks (NTNs) [85]. NTNs aim to provide comprehensive
overage and support for many IoT applications, even in the most
emote and underserved areas. 6G networks are expected to offer data

rates up to 100 times faster than 5G, extremely low latency, and
upport for massive machine-type communications. Recent research has

explored various aspects of 6G and Satellite-IoT integration [86,87].
Architectural advancements in 6G, such as Network Functions Vir-
tualization (NFV), Software-Defined Networking (SDN), and Multiple
Input Multiple Output (MIMO) technologies, are being investigated for
16 
their potential to enhance network capabilities and efficiency. This
integration is crucial for enabling IoT applications in remote and rural
areas, maritime regions, and during disaster recovery operations where
traditional networks may be unavailable. However, from the papers we
identified, we have not found research that highlights the value of ML
in achieving the desired NTN integration.

Emerging siot applications. Exploring different specific applications is a
crucial research direction since they prove the benefits and potential of
applying ML in the SIoT domain. As we detailed before, there are a wide
variety of application areas. SIoT can support various applications,
ncluding environmental monitoring, disaster management, precision

agriculture, intelligent logistics, and global tracking systems. Still, very
little research was found to address these domains from the SIoT
erspective. For instance, environmental sensors distributed over large,
naccessible areas can transmit data via satellite to central servers for
eal-time analysis and decision-making. Similarly, precision agriculture
an benefit from satellite IoT by using remote sensors to monitor soil
oisture, crop health, and weather conditions, optimizing resource use

nd boosting productivity. Another interesting application could be
isaster natural predictions (i.e., floods, tornadoes, among others). The
ata collected from specific IoT devices from several regions can be
xploited by ML techniques to generate predictions. This application
ould significantly impact the since it can reduce economic and human
osses.

6.2. Challenges

This survey has uncovered several significant challenges in the SIoT
domain that hinder the practical application of machine learning tech-
niques. These challenges include the lack of datasets and the limited
nboard resources.

Lack of datasets. Unlike many other domains where vast amounts of
labeled data are readily available for training and validation, the SIoT
domain faces a significant challenge due to data scarcity and restricted
availability. This limitation is paradoxical, given the immense potential
for data collection in SIoT applications. As a result, most papers in this
field rely on synthetic or simulated data, which often fails to capture
the full complexity and variability of real-world scenarios. This reliance
on non-representative data hampers the development and evaluation of
robust ML models, making it difficult to achieve accurate and reliable
results in practical implementations. Recent efforts have been made to
consolidate and create datasets that reflect realistic traffic for various
use cases [88]. However, given the increased complexity of space mis-
ions, developing sophisticated and customizable simulators remains a
romising approach. For instance, MeteorNet [89] introduces a constel-

lation simulator capable of accurately emulating the full protocol stack
f NTN scenarios. MeteorNet also allows for the customization of the
mulator to gather relevant network data, enabling the generation of

sophisticated and customizable synthetic datasets that can be leveraged
or ML solutions.

Limited onboard resources. The limited computational capabilities of
satellites present a significant challenge for deploying ML models in
the SIoT domain. One primary constraint is radiation hardening, a
necessary process to protect satellite electronics from the harsh space
environment. This protection often results in using less advanced,
lower-performance hardware compared to terrestrial systems. Addition-
ally, the lack of air in space prevents efficient heat dissipation, limiting
the processing power that can be safely used without risking over-
heating. These factors collectively restrict the computational resources
available on board. Developing lightweight, efficient ML algorithms
that can operate within these constraints while still delivering robust
performance for SIoT applications is crucial. This survey showed that
most papers about ML in SIoT do not properly consider this challenge.

There has been notable progress in the evolution of technological
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resources onboard satellites, as discussed in [90]. One promising ap-
roach to overcoming these limitations is satellite cooperation, where
ultiple satellites work together to share computational loads and

esources, as explored in [91].

7. Conclusions

This comprehensive review of Machine Learning (ML) applications
n the Satellite Internet of Things (SIoT) domain highlights the critical
oles that various ML techniques have played across numerous stud-
es. Through our analysis, we have identified key trends, challenges,
nd opportunities that will shape the future of this field. The main
onclusions are summarized as follows:

• Reinforcement Learning (RL) is the most widely used ML tech-
nique in SIoT, particularly effective in critical network compo-
nents such as power allocation, congestion control, and access
control.

• Adaptability and Effectiveness of RL: RL’s adaptability and effec-
tiveness make it well-suited for the unique challenges of space
applications.

• Emerging Popularity of Alternative ML Techniques: There is a
growing interest in alternative ML techniques like Federated
Learning, especially for addressing critical issues such as security
and privacy in SIoT.

• Integration of ML into SIoT: Integrating ML techniques in SIoT
is pivotal for developing more efficient, adaptive, and resilient
applications, which is crucial in advancing the domain.

• Addressing Gaps and Challenges: To enhance the performance
and reliability of SIoT applications, it is essential to tackle the
gaps and challenges identified in previous sections.

• Opportunities for Future Research: This paper identifies numer-
ous future research and development opportunities that promise
significant advancements in integrating ML in SIoT.

In conclusion, the application of ML in SIoT is still in its early stages,
ut its potential is vast. Addressing the identified gaps and capitalizing
n emerging opportunities will be vital to driving innovation and en-
uring that SIoT networks can meet the demands of future applications.
y integrating advanced ML techniques and addressing the challenges
utlined, researchers and practitioners can make significant strides in
eveloping the next generation of intelligent, resilient, and secure SIoT
ystems.
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