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Averaged Steklov Eigenvalues, Inside Outside Duality and Application to Inverse
Scattering

Lorenzo Audibert*, Houssem Haddar!, and Fabien Pourref

Abstract. We introduce a new family of artificial backgrounds corresponding to averaged impedance boundary
conditions formulated in an abstract framework. These backgrounds are used to define a finite
number of averaged Steklov eigenvalues, which are associated with inverse scattering problems from
inhomogeneous media. We prove that these special eigenvalues can be determined from full-aperture,
fixed-frequency far-fields using the inside-outside duality method. We then show and numerically
demonstrate how this method can be used to reconstruct averaged values of the refractive index.

Key words. Averaged Steklov Eigenvalue, Inverse Scattering, Inside Outside duality, Artificial Background.

AMS subject classifications. 35J05, 35R30, 65M32, 93B60

1. Introduction. This work is motivated by the study of fixed-frequency inverse scattering
problems using multistatic data. Specifically, our goal is to develop new inversion algorithms
that avoid the use of forward solvers, in the sense of linear sampling methods [21, 11], and that
can be applied to the imaging of complex media. This new class of algorithms uses spectral
signatures to infer either an indicator function for defects or averaged values of material
properties [4, 8, 7].

An example of spectral signatures is the so-called transmission eigenvalues [11, 15]. Their
connection with the material properties of the scatterer [11] and the possibility of recov-
ering them from far-field data [10, 6] have led to an imaging method in [4] that provides a
quantitative indicator of crack density. The latter inspired the development of analogous fixed-
frequency imaging algorithms. In these algorithms, transmission eigenvalues are replaced by
artificial spectral parameters associated with artificial backgrounds [8, 7].

The use of artificial backgrounds for the construction of spectral signatures or for the
design of imaging algorithms has been explored in various ways in the literature [14, 13, 2, 18,
12, 1]. The objective of this paper is to focus on the concept of averaged Steklov eigenvalues
as introduced in [8, 7]. The main advantage is that the spectrum is very simple, since it
contains only one non-trivial eigenvalue. This has significant implications for the robustness
and accuracy of the associated imaging algorithm.

The novel contributions of this paper are threefold. Firstly, we present a more general
definition of averaged Steklov eigenvalues by formulating the underlying
impedance boundary condition with an abstract boundary operator of finite rank M > 1.
This results in spectral problems with M nonzero eigenvalues (the parameter M can be chosen
arbitrarily). In fact, the abstract model includes the explicit models used in [7] with M = 1.
Further examples of such operators with M > 1 are provided in the numerical section.

The second new contribution is the analysis of the so-called Inside-Outside Duality Method
(IODM) [17, 22] which is used to retrieve these spectral parameters. This is in contrasts to
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2 LORENZO AUDIBERT, HOUSSEM HADDAR, FABIEN POURRE

the work in [4, 7], where a different method is used based on the generalized linear sampling
method. The IODM was initially proposed for Dirichlet eigenvalues [22]. It has since been
extended to the identification of transmission eigenvalues in [22, 23] under some restrictive
assumptions on the material parameters. For a special design of the background parameters
in [19, 3] these restrictions were removed. In the present work we will show that the simple
structure of the impedance boundary conditions allows a necessary and sufficient condition
to characterize the spectral parameters in terms of the phase of the eigenvalues of a modified
far-field operator.

Since there are only a few spectral parameters, the IODM allows a simple numerical
implementation (compared to the cases in [23, 19]) and provides a faster and more reliable
alternative to the method in [6]. This is the core of our third novel contribution. The
efficiency of this method is demonstrated by revisiting the imaging algorithm in [7], which
uses the IODM to identify the spectral parameter and reconstruct the averaged values of the
refractive index.

The paper is organized as follows. Section 2 is devoted to the definition of the artificial
background with an abstract formulation of the associated impedance boundary conditions.
We then define the associated averaged Steklov eigenvalues (called B—eigenvalues). In Section
3 we introduce the inverse problem for inhomogeneous media and define a modified far field
operator relative to the artificial background. A key factorization of this far field operator
is then given. Section 4 contains the main theoretical result of this work, which is the char-
acterization of the B—eigenvalues using the IODM. In Section 5 we propose some validating
numerical tests against analytical expressions obtained for circular domains. We then propose
an algorithm implementing the IODM that can be used in the imaging algorithm proposed
in [7]. We conclude with some validating numerical examples where we reconstruct the mean
value of refractive index of the probed medium from noisy far field data. Some technical
results are given in an appendix.

2. Averaged Steklov Eigenvalues. Let D be a bounded domain in R™, m = 2,3 with
piecewise smooth boundary 0D and connected complement. We denote by v the outward
normal field on 0D. We shall consider the following scattering problem, with inhomogeneity
supported in D. This inhomogeneity is characterized by a real refractive index n € L>®(R™)
such that n > 0 and n = 1in R™\D. For k > 0 being the wavenumber, the total field

u € H, lloc(Rm) associated with some given incident field u’ satisfies the following equations
Au+ k*nu =0 in R™,
(2.1) u=u’+u,
: ou’ . 2 _
A e 5 = s =0

where the incident field is assumed to satisfy the Helmholtz equation in R™. The motivation
of the following developments is to infer some macroscopic properties of the refractive index
n from measurements of the far fields associated with incident plane waves. To do so, we
shall further develop the approach proposed in [4] by exploiting the notion of modified trans-
mission eigenvalues relative to some artificial background media. In the context here, these
eigenvalues correspond with Steklov-like eigenvalues since we shall use a background media
that correspond with a generalization of the one introduced in [8, 7]. More precisely, we
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AVERAGED STEKLOV EIGENVALUES, INSIDE OUTSIDE DUALITY 3

shall consider the following model for the background media: the total field for the artificial
background media, denoted by u, € H. (R™\Dj) satisfies the following equations

Auy + k2ub =0in Rm\Db,
pup + B(0yup) = 0 on 9Dy,
up = up + v’

. ouy . 245
RI_I)I_EOO Jiaj=r |52 — ikupl*ds = 0,

(2.2)

for some incident field v’ and for some parameter u € R. The domain Dj, C R™ is supposed
to be regular, bounded and simply connected. For simplicity, we assume that D C Dj. This
assumption can be weakened as we shall later explain in Remark 4.10 (Section 4).

The operator B : H _%(8Db) — H %(8Db) in the boundary condition in (2.2) is supposed
to be of finite rank. More specifically, in all of the following, we assume that the following
hypothesis holds true for the operator B.

Assumption 2.1. There exists a family of M vectors {ei,...,ensr} C H%((?Db) which are
orthonormal with respect to the L*(0Dy) scalar product and a positive real constant r such
that:

M
(2.3) B(y) = R; (¥, ei>H*%(an),H%(an) ¢ir VP € H72(0Dy).

This assumption implies in particular that the operator B satisfies:

(2.4) (B, Bo)r2(ap,) = (1, Bd)

H—%(an),H%(an) ’

for all ¢, € H _%(8Db). In fact, this property (2.4) is also a sufficient condition for the
operator B to be of the form (2.3) (see A).

Using (2.4), one can prove, by standard variational techniques, that the direct problem
(2.2) is well posed. The details are also given in A.

Definition 2.2. A non zero real p is called a B—averaged Steklov eigenvalue (in short
B—eigenvalue) if there exists wg € H'(Dy) non trivial solution of

(2.5) { Awy + K2nwg = 0 in Dy,

pwg + B(0,wp) = 0 on ODy,.

Let us assume that k2 is not a Dirichlet eigenvalue of the following problem:

(2 6) v E Hl(Db),
’ Av + E?nv =0 in Dy, v =0 on ODy.

Then one can construct M functions w; € H'(Dy), i = 1, ..., M solution of:

27) { Aw; + k*nw; = 0 in Dy,

w; = e; on 0Dy.
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4 LORENZO AUDIBERT, HOUSSEM HADDAR, FABIEN POURRE

It is then easily verified that these functions are eigenvectors of B—eigenvalues pu; given by:

(2.8) i = —k (Oyw;, ;) = K(k> /D

n|w;|*dx — / \Vw; |*dx).
b Dy,
In fact, we prove that these are the only possible eigenvalues if k2 is not a Dirichlet eigenvalue
as stated in the following theorem.

Theorem 2.3. Assume that k% is not an eigenvalue of (2.6), then there are only M non
zeros real B—eigenvalues (including multiplicity). These eigenvalues are given by (2.8) (and
the eigenvectors by (2.7)) .

Proof. Let p be an eigenvalue of (2.5) and denote by u its associated eigenvector. From the
boundary condition, we deduce that u|sp, € span(er,...,enr). Since k? is not a Dirichlet eigen-
value, we deduce that there exists M complex numbers aq, ..., aps such that u = Zf\il Qw;
where the w; are defined in (2.7). Inserting this expression in the boundary condition, one
obtains

(2.9) a;(p—p) =0, i=1,..,M.

This shows that there exists ¢ < M such that pu = u; (otherwise u would be trivial). |

These B—eigenvalues corresponds to the values of y for which one can construct an incident
field u' € H'(Dy) solution of Au’ + k*u’ = 0 in Dy, for which uf = u® in R™\ D}, where u®, u}
are respectively solutions of (2.1), (2.2). More explicitly, for u = p;, this incident field is given

by u' = w; — u; where uj € H} (R™) is the solution of:

(210) . duj 182
TEI—POO flw\=7‘ |5 — ikui[® = 0.

{ Auj + k2uj = k*(1 — n)w; in R™,

3. The far field operators and statement of the inverse problem. As indicated above,
our goal is to recover some macroscopic properties of the refractive index n from measurements
of the scattered field using B—eigenvalues. The data for this inverse problem is formed by the
far fields associated with incident planes waves of the form u’(z) = e***¢, denoted (., d) for
deS:={xe€R" |z| =1}. Let us denote by u*(.,d) and u(.,d) the scattered and total field
of (2.1) with u® = u*(.,d). The scattered field has the following expansion for all € S,

. eikr . 1
w(re,d) = —=u™(2,d) + O(—57)
roz r2

with u®°(.,d) being the so called far field pattern of the scattered field. The data for the
inverse problem is constituted by u®(z,d) for all ,d € S. Using this data, we define the far
field operator I : L%(S) — L*(S) by

(3.1) (Fg)(d) = /S o(d)u®(&, d)ds(d), & €.

This manuscript is for review purposes only.
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AVERAGED STEKLOV EIGENVALUES, INSIDE OUTSIDE DUALITY 5

We remark that ug® := Fg is the far field pattern of the scattered field uj, solution of (2.1)
with u' = v, the Herglotz wave function defined for g € L*(S) by

(3.2) vg(z) == /Seikxdg(d)ds(d).

Introduce the far field constant v such that

47 if m = 3,
V= -
e 'a/8rk if m = 2.

We recall that the far field operator F' is normal and the scattering operator S := I + %JCF is
unitary [16, 21].

The algorithm we propose is based on retrieving the B—eigenvalues from the operator F. This
will be done by incorporating the far field operator associated with the artificial background
defined by (2.2). We therefore similarly introduce the operator F}' : L*(S) — L*(S) defined
by

(33) (Fo)(@) = [ a(@ui*(@.a)isa). €5

where u$°(.,d) is the far field associated with ug(.,d) the scattered field in (2.2) with u’ =
u’(.,d). This operator is computed numerically or analytically if Dy is a sphere. Then we
define the modified far field operator

(3.4) Ft .= F - F!

One of the main results of this paper is to show that B—eigenvalues can be determined by
applying the inside-outside algorithm to the operator

(3.5) FH .= ~S; F*H,

where Sy, := I+ %F g‘ is the scattering operator associated with the background. This is done
in the next section. As a preparatory material, we establish first some needed properties of

these far field operators.

3.1. Properties of the far field operators. We introduce the operator Hg : L*(S) —
H_%(ODb) defined as:

(3'6) Hpg == 81/ub,g

0Dy

where uy, 4 is solution of (2.2) with u’ = v,, the Herglotz wave function defined in (3.2).
For u, solution of (2.1) with u’ = vy, set

w® = ug —upg  in R™\ Dy,
W= Ug in Dy,

This manuscript is for review purposes only.
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6 LORENZO AUDIBERT, HOUSSEM HADDAR, FABIEN POURRE

so that F#g = w™ the far field associated with w?®. By linearity, we obtain that the pair
(w,w®) € H'(Dy) x H} (R™\Dy) is solution of:

Aw + k*>nw = 0 in Dy,

Aw?® + k?w® = 0 in R™\ Dy,

(3.7) w® + %B(ayws) =w+ %B(@Vw) on 0Dy,
O,w — Oy,w® =1 on Dy,

. ow® 1,812
\ TEIJPoof'x‘:T or tkw | =0,

where ¢ = 0,up,g.

The solution of this problem is linear with respect to i In fact, one can write w = wp + %w N
(respectively w® = w3, + iw]sv) where (wp,w$,)) and (wy,wy;) do not depend on p and are
solution of

( Awpy + k*nwy =0 in Dy, Awp + k*nwp = 0 in Dy,
Aw$; + k2w = 0 in R™\ D, Aw$) + kw3 = 0 in R™\ Dy,
(3.8) wy — wy = —B(1) on 0Dy, wp — w}, = 0 on Dy,
Oywn — 0wy = 0 on 0Dy, Oywp — dywy, = 1 on 0Dy,
. ows . 2 . ows . 2
i fi T~ ikwy P =0, i fi TR - ikwpl? = 0.

Lemma 3.1. Problem (3.7) is well posed for all v in H_%(ﬁDb). Furthermore, the solution
(w,w®) of (3.7) with source term 1 satisfies the estimate for any compact set Q2 that contains
Db:

S S 1
(3.9) HAWH%%D,,) + | Aw H%?(Q\Db) + flw H%{l(Q\Db) + HwH?ﬂ(Db) <(Ci+ ﬁc2)H¢HiI*%(an)’

where C1,Cy > 0 do not depend on ¢ and . In addition, by elliptic regularity, for any
compact set Q C R™\ Dy, there exists a constant Cy, > 0 independant from 1 such that

2 2
(3.10) 1w 72y < C"Hw”H—%(an)'

Proof. This result is a direct consequence on the well posedness of the problems (3.8) and
the linearity of the solution of (3.7) with respect to i [ |

Define the operator Gg : H_%((?Db) — L%(S) such that: Gg(t) := w™, with w™> being
the far field of w*® the solution of (3.7). We then deduce the following factorization:

(3.11) F* = GHp.

In the following, we shall further expand the factorization of the operator F* and write
it in the form SyHzTsHp, with a particular operator T whose injectivity is related to the
B—eigerllvalues. We first state a lemma that characterizes the adjoint of Hp denoted by
Hi: H2(0Dy) — L2(S).

This manuscript is for review purposes only.



AVERAGED STEKLOV EIGENVALUES, INSIDE OUTSIDE DUALITY 7

189 Lemma 3.2. The operator Hp is injective and its range is dense in H_%(ODI,). Moreover,
190 the adjoint operator Hy is defined by: Hizp = vSpw™ for all ¢ € H%(an), where W™ is the
191 far field pattern of w € H}. (R™\Dy) solution of:

AW + k?w = 0 in R™\ Dy,

192 (3.12) W+ 4 B(9,w) = ¢ on DDy,
: ow 1.2
rgl—ll—loo f\x|:r 871: a ka| =0.
193 Proof. We first prove the last part of the lemma. Let g € L? (S). Applying Green’s formula

194 twice, one obtains
0 = fBR\Db(AE—i— kQE)uagdx
195 (3.13) = Josn (Qywug , — wdyuj ,)ds — Jop, (Oywuy g — wOyuy 4)ds
+ fan (Dywvy — WO, v,)ds.
196 Using the Sommerfeld radiation condition, one gets

197 (3.14) RETOO . (B,wup , — wOyuf ,)ds = —2ik /S @ (d)ugs, (d)ds(d).
R

198 We recall that the far field w™ admits the following expression:
199 (3.15) T (d) = — /8 (@upayla)e ™ = 0y ()
b
200 Thus, replacing v, by its expression, one obtains:
201 (3.16) —’y/g(d)@oo(d)ds = / (Oywvy — WOy,v,)ds.
S oDy

202 Using the boundary condition of w and w4, we deduce that

Jop, Ov@ung — @dyupg)ds = [y, (Buw(— 1 B(Byusg)) — @Dy up,g)ds
== fan &/ub,gqbd*s?

204 where, for the last equality we used the fact that B is self-adjoint. Equations (3.13), (3.14),
205 (3.16) and (3.17) give

203 (3.17)

206 (3.18) / Dytip g bds — 2ik / T(dyuis, (d)ds(d) + 7 / ()T (d)ds.
oD, S s

207 Hence, using the definition of Hp, we get:

(Mg, &) =79, W) p2(s) + 2ik(F’g, W)

_1 1
208 (3.19) H™2(9Dy),H2 (9Dy)

= J(Spg, W) 2(s)-

This manuscript is for review purposes only.
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8 LORENZO AUDIBERT, HOUSSEM HADDAR, FABIEN POURRE

We then conclude that Hp*¢ = vS;w™.

We now prove the injectivity of Hp. Assume that Hpg = 0 for some g € L%(S). This implies
in particular that d,up4|op, = 0 and w4 vanishes on 9Dy, by the boundary condition, which
gives uj , = —vg in R™\Dy. Therefore the Herglotz wave function v, which satisfies the
Helmhotz equation in R™ also satisfies the radiation condition. This proves that v, = 0 and
then g = 0 ([16]).

We know prove that Hp has dense range by showing that Hj is injective. If Hj¢ = 0 then
vSpw> = 0 for some ¢ € H%(an). Using Rellich’s lemma and the fact that S; is unitary
(see Proposition B.2) and therefore injective, we infer that only ¢ = 0 satisfies the equality.ll

The prexiious lemma, ilmplies in particular that Sy Hp*¢ = yw™. Let us introduce the operator
Tp: H 2(0Dy) — H2(0Dy) defined by

(3.20) To(w) = w+ ;B(&,w) — w4 ;B(&,ws)

where (w,w?®) is the unique solution of (3.7). We then have Gy = SyHp*Try. We deduce
from (3.11) that F* assumes the following factorization:

(3.21) yFH = SyHRTeH .
Using the fact that S, is unitary (see Proposition B.2 in B), we infer that
(3.22) F = HpTpHsB.

2ik

1712
that S and Sj are unitary. This also implies in particular that F is a normal operator.

In addition, let us also observe that the operator S := I + F is unitary due to the fact

4. The inside-outside duality applied to F. Consider the case where p # 0 is not a
B—eigenvalue. Since F is a compact and normal operator, there exists an orthonormal com-
plete basis (g;);en of L3(S) such that Fg; = \jg; where ()\;);en are the eigenvalues of F that
accumulate at 0.

Exploiting the fact that S is unitary, we deduce that the eigenvalues of F' lie on the circle
of radius % and center % We set \; := %(ei‘sﬂ' — 1) with €% being an eigenvalue of S,
d; €10,27) and define

5*(,u) = max;>1 6]'7
(4.1) R s
A = oo (e —1).

We then can state the main theorem of this section:

Theorem 4.1. Assume that k? is not an eigenvalue of (2.6). o is a B—-eigenvalue if and
only if 0s(p) — 2w as p — po with @ > .

This theorem is a straightforward corollary of Proposition 4.6 (sufficient condition) and Propo-
sition 4.8 (necessary condition). In order to prove these propositions, we first establish some
properties of the operator T in the factorization (3.22).

This manuscript is for review purposes only.
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4.1. Some key properties of the operator T3 . One of the important ingredients of the
inside-outside duality is the link between the kernel of the operator Tz and the B—eigenvalues.
The latter is proved in the following lemmas.

To shorten the notations, the duality product (. will be denoted (.,.)

ko), o0y)
or in an abuse of notation as an integral over 0Dj,.

Lemma 4.2. The operator Ti satisfies the energy identity:
(42) S (Tt 0) =k [ [0®ds, o € H-H0Dy)
S

where w™ is the far field pattern of w*, with (w,w®) being the solution of (3.7) with source
term .

Proof. Let ¢ € H_%(an), using that ¢ = d,w — d,w*, we get

(4.3) (T, ) = oyw(w + B(a w))ds — Oyws(w® + B(a w?))ds
an aDb

Let us focus on the last term of the previous equality. Using Green’s formula on a ball Bg of
radius R > 0 large enough, one obtains:

- fBR\Db w* (Aw® + k*nw®)dz
w = fBR\Db \Vw*|2dx — k? fBR\Db njw®|?dz
4.4
+ik fc‘)BR |w*|2ds — faBR(&,ﬁ + ikw’)w®ds
+ fan O ,wiwids.
Substituting the expression of [ D, dywsw?ds in (4.3) gives
(T, ) = fan 0, wwds
—I—fBR\Db |Vw* |2dx — k? fBR\Db njw®|?dz
+ik [op, |w|2ds — Jop, (Ovw® + ikw*)wds
+1 [op, BOsw)dw — 1[5, B(9,w")d,w®.
Taking the imaginary part of this equality while letting R — 400, we obtain
Sm (T, v) =k [¢|w>®|?ds + Sm fan o, wwds,
4.6
(4.6) =k [ |w>[*ds — k? be Sm(n)|w|?dz,

where for the last equality, we used that Aw + k?nw = 0 in Dj,. |

Prop05|t|on 43. Let p € R*. u is a B—eigenvalue if and only if there exists a non trivial
YeH™ (8Db) such that Sm (I, ) = 0.

This manuscript is for review purposes only.
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Proof. Assume that p is a B—eigenvalue. We denote by wy € H'(Dy) its associated
eigenvector. Set ¢ = 0, wp|gp, which is necessarily non trivial. Consider (w,w?®) the associated

solution of (3.7). We then get thanks to Green’s theorem:
wn (Te, ) = [yp, wdwods + =[5, 8uwoB(D,w)ds
. — fan wo0,wds + ifan O,wB(0,wgy)ds = 0,

where we used the fact that B is self-adjoint and the fact w, wq verify tPe same inhomogeneous
Helmbholtz equation in Dj,. Conversely, assume there exists ¢ € H™2(0D;) non trivial such
that Sm (T, ) = 0. By Rellich lemma, this implies w® = 0 in R™\ D}, where (w,w?®) is
the solution of (3.7) with source term . In particular, we get w*|sp, = 0 and d,w*|sp, = 0.
Thus, p is a B—eigenvalue associated with the non trivial eigenvector w. |

We conclude this section by showing that T is a Fredholm operator of index 0.

Lemma 4.4. Tg admits the following decomposition
T =Ty + K,

where K s compact and Ty is coercive. More precisely, there exists a > 0 such that

(4.8) (To, ) > allp|? _,

H™%(0Dy)

Proof. Let ¢, € H_%((?Db) and (w,w?®) (respectively (w’,w’®)) the solution of (3.7)
with source term 1 (respectively ¢)'). Exploiting the definition of T, one can deduce:

(Tey, ") = [op, ¥'(w+ i[)’(&,w))ds = fop, ¥'(w* + i[)’(&,ws))ds,
(4.9) = Jop, Ovw'wds — [5, duwSwds
+ faDﬁwB(ﬁwds faDaw B(0,w?®)ds.

Let Bgr be a ball containing Dy, for R large enough. We define the operator Ty : H -3 (0Dy) —
Hz (0Dy) as:
(Tow, ¥ fBR\D VwVw'sds + I3 D, W Sw'Sdx
(4.10) _ _
+ be VwVuw'dx + be ww'dz,
and K : H™2(0D,) — Hz(9Dy) as:
(K, d') = —(1+k?) [\ p, wwde

—(1+k?) be nww'dx
(4.11) o
- faBR o,w'swids

+i Jop, Oyw'B(9yw)ds — i Jop, dyw’ B(O,w*)ds.

This manuscript is for review purposes only.
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Thus, one can write Tp =Ty + K.
Since ¢ = d,w — ,w?®, we deduce that

2
WHH,%(an) 3 (0D,
(4.12) < 2(|[VwllZap,) + 1Aw]Za p,)

< 2([|oyw]? -
H

s||2
Gy )

3 (0Dy)

+vasH%2(BR\Db) T HAwsH2L2(]5"R\Db))'

Using the fact that w and w?® satisfy the Helmholtz equation, one can therefore deduce the
existence of some a > 0 such that

ally]|

(4.13) H~3(0Dy) = <”wH12LII(Db) * st”%ﬂ(BR\Db))a

= <T0¢7 W :

The compactness of the operator K is a direct consequence of a priori estimates in Lemma 3.1,
trace theorems, Rellich’s compact embedding theorems and the compactness of the operator
B. [ |

One of the consequences of the previous decomposition of T in Lemma 4.4 is that if u is
not a B—eigenvalue, the eigenvalues \; of the operator F accumulate at 0 from the right, that
is Re(A;) > 0 for j large enough ([21, 22]). This is equivalent to say that d; (the argument of
Aj) converges to 0 as j goes to +o00. In contrast, Theorem 4.1 states that when ;o approaches
a B—eigenvalue, the eigenvalue A.(u) approaches 0 from the left as illustrated in Figure 1. In
addition, if p is not a B—eigenvalue, Lemma 6 and 8 imply Tg is coercive [21], that is there

exists a constant a > 0 such that for all » € H _%(an)

(4.14) (T, ¥) | > ol

H™%(0Dy)

0 10+ (1)

Figure 1. [Illustration of Theorem 4.1. Left: The eigenvalues of F accumulates at 0 from the right (in
blue) while A (p) (in red) approaches O from the left as u approaches the B—eigenvalue. Right: The argument
of the eigenvalues of S accumulates at 0 (in blue) while d.(u) (in red) approaches 2w as p approaches the
B—eigenvalue.

We dedicate the two next subsections to the proof of Theorem 4.1.
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4.2. Proof of the sufficient condition in Theorem 4.1. Since we will be dealing with
convergence of sequences that depend on u, we shall explicitly indicate the dependence
on u in the notation for the operators (in particular, the operator F(u) is factorized as

Hi(1)Tp(1)Hp(w)).

Proposition 4.5. The mapping p — Tg(u) is continuous from R* to the space of linear
bounded operators from Hfé(ﬁDb) to H%(E)Db) endowed with the usual operator norm.

Proof. The proof is a direct consequence of the linear dependence with respect to % of the
solution (w,w?®) of problem (3.7) (see 18) and the expression of Tx(u). [ ]

Proposition 4.6. Let pig € R* and I = (o — €, o + €)\{po} for some € > 0 sufficiently
small such that no p € I is a B—eigenvalue and such that 0 ¢ I. Assume there is a sequence
(15); of elements of I such that

;g — Mo and 5*(uj) — 2m.

Then po is a B—eigenvalue.

1

VoW

of F(u;) associated with A.(x;). We then have by assumptions

Proof. Consider the sequence ¢; = Hs(1j)g;, where g; is the normalized eigenvector

(4.15) (Ts(pg)pi, pi) = —jstoo — 1.

Assume by contradiction that g is not a B—eigenvalue.
In that case, the operator Tp(u;) is coercive for every p; € I. Using that p — Tg(u) is
continuous in the operator norm, we infer that the coercivity constant can be chosen inde-

pendent from p € I. The coercivity of Tg(u;) and identity (4.15) show that (p;); is bounded
and therefore weakly converges (up to a subsequence) to some ¢y in H _%(8Db). Denote by
(wj, wj) (respectively (wo,w;)) the solution of (3.7) with 1) = ¢; (respectively ¢ = o). From
Lemma 4.2, one gets:

(4.16) S (Ts ()5 05) = k /S S Pds.

Since the application ) € H™2 (ODy) — w™ () € L*(S) (where w™ (1)) is the far field pattern
of w® solution of (3.7) with source term 1) is compact, then Im (T(u;)¢;, ¢;) converges to
Sm (Ts(po)eo, o). Identity (4.15) implies that lim;_, o Sm (T (15)¢;, ¢j) = 0 and therefore
o = 0 by Proposition 4.3.

Recall that Tp(u;) assumes the decomposition T(uj) = To(p;) + K (14), where To(p4) is real
coercive and K(p;) is compact. Let us show that lim;_, o~ (K(p5)¢j,¢;) = 0. From the
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decomposition shown in Lemma 4.4, we get that
(K ()5, 05) = —(1+ k2)‘|sz'||§{1(BR\Db)

—(1 + k) (nwj, wj) g (p,)
(4.17) o
— faBR dywiwsds

o Jop, OWB@yw;s)ds — i [op, BywiB(Byws)ds.

The first three terms converge to 0 by the same arguments as in the proof of the compactness
of K(p;) for pu; fixed in Lemma 4.4. We conclude in the same way for the last two terms using
that the sequence i converges to % This shows that lim;_, o (K (1j)ej, ¢;) = 0.

We deduce that (up to a subsequence) (Tp(p;)¢;, ¢;) converges to —1 which is a contradiction

since (To(pj)ej, ;) > 0 for all j € N (Lemma 4.4). [ ]

4.3. Proof of the necessary condition in Theorem 4.1. For the proof of the necessary
condition, we use the Cayley transform associated with S (][22]).
Assume that p is not a B—eigenvalue. Then 1 is not an eigenvalue of S because F is injective
and we can define the Cayley transform:

T :=i(Id+S)(Id—S)™'.

T is self-adjoint and has a discrete spectrum. We have the equivalence e+ is an eigenvalue
of S if and only if cot(d./2) € R is an eigenvalue of 7. Applying Courant Fischer min max
principle to T, we get:

. Re (T, )
. 5./2) = A ki
(4.18) cot(d./2) weHi% opy ST, 0)

Let po be a B—eigenvalue associated with the eigenvector wg. For p € R* define
(w(p), w®(p)) the solution of (3.7) with source term ¢ = d,wp. From the linearity of those
solutions with respect to i (see decomposition (3.8)), one can obtain the following expansion:

1 1
4.19 w(p) —wo = (= — —)wd,
(4.19) (1) O~ )N
where w?; does not depend on x and is solution of (3.8) with ¥ = 8,wp.

Proposition 4.7. Let pg be a B—eigenvalue associated with wg. For u € R*, define
(w(p),w®(n)) the solution of (3.7) with source term v = dy,wo and parameter . Then :

(4.20)  (T(u)dywo, Bywo) = (i - :0) (B(D,w0), Do) + (; _ ;0)2 (B@,u), dywo) -

Proof. According to the definition of Tp(u), we get:

(421) (T4, D) = (o) + 1 BOw(p).Bywa ).

This manuscript is for review purposes only.
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Since — (Tg(uo)dywop, dywo) = 0, we can add it to the previous equality and by rearranging
the terms, one has

(T (1) wo, Bywe) = <w<u> o+ ;B@w(m — dyuo), a,,wo> + <; - ng) (B(Oywp), Bywp)

The previous equality can be rewritten using (4.19) as:

1 1 1
(4.22)  (Tp(w)dywo, dywy) = (ﬁ — %) <<w?\f + ;B(@l,wN) 0, w0> + (B(@l,wo),ayw())) :
Using Green’s theorem, we have:

0 =— fD AQUN + k‘2’I’LwN 'LUOd.'L' faD l’wow(]]\f — 8l/w?\[w70)d5
= (w} + EB@wY), O

Expression (4.20) is obtained by substituting (w%, d,wo) in (4.22). [ ]
We possess all the ingredients to prove the following necessary condition.

Proposition 4.8. Assume that pg is a B—-eigenvalue and k? is not an eigenvalue of (2.6).
Then §.(p) — 2w as pu — po with p > pg.

Proof. The proof uses the positiveness of the B operator. Let us first show that the first
term in the decomposition (4.20) is non zero. Assume by contradiction that (B(d,wo), d,wo) =
0. Using the form of B in (2.3), one has that (J,wp,e;) = 0 for all i < M which implies
B(0,wg) = 0. Using that 119 # 0, one obtains thanks to the boundary condition that wo|ap, =
0 which contradicts the assumption on k2. Hence, we have (B(8,wy), 9,wq) > 0.

Let po be a B—eigenvalue associated with the eigenvector wg. Then we have for p in a
neighborhood of ug:

inf R (T(), ) < §R< B(1)0,wo, Oywp)

(128) ot = M SmTB(W)6,8) ~ Sm (Ta(u)Bws, Do)

with Sm (Tg(u)0,wo, O,wp) > 0 thanks to Lemma 4.2. From the previous Lemma, we con-
clude that:

R (Ts(11)ywo, Dwo)  (B(Oywo), dywo) + (5 = ) Re((B(Ayw) ), Bywo)) L
Sm (Ts(p)0,wo, Oywo) (i Mlo)\ym <TB( )0y wo, Oywp) ’

as p — po with g > pg. Combined with (4.23), this proves the claim of the proposition. M

We end this section by a result that indicates how one can also recover an eigenvector wg
associated with p. The proof is similar to the one in [3].

Proposition 4.9. Let ug be a B—eigenvalue. Take the sequence

H(NJ)Q]
ZIonr -

(4.24) ¥ =

)
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and (wj,wj) the associated solution of (3.7) with source term 1pj. Then, 1; admits a subse-
quence which converges strongly in H_%(an) to dywy, the normal trace of an eigenvector wy
of (2.5). Here, g; is the normalised eigenvector of F(j;) associated with A.(p;).

Proof. Since the sequence (1/;); is bounded, it weakly converges (up to a subsequence) in
Hfé(an) to some 1y (and w;, w; converge weakly to some wp, w; in HY(Dy) x H'(Br\Dy).
Observe that:

As(15)
P I ()]
- , N l12 : Ax (1) _
where 0; = ‘)\*(MJ)VHH(MJ)QJHH‘%(an) is real and gy converges to —1 by Theorem

4.1. Using similar arguments as in Proposition 4.6, one can prove from equation (4.25) that
Sm (T(po)vo, o) = 0 and therefore wy satisfies (2.5). Let us show that (1;); converges
strongly to ¢ and that ¢y is non trivial.

Using the fact that p — Tp(p) is continuous, up to a subsequence, one can show that the
sequence (6;); converges to some y > 0. From the decomposition in Lemma 4.4, we have:

(4.26) (To (), ¥5) = (TB(ks) 05, ¥5) — (K ()5, ;)

where (Tg(p)1j,1;) converges to some negative number and (K (p;)1;,1;) converges to
(K (p0)%0, v0) (see proof of Proposition 4.6). We deduce that lim; 4o (To (1)1, 1;) exists
and that

(4.27) jhm (To(pj)bj, ¥5) < — (K (ko)vbo, vo) -

—+00
One can observe using the definition of K (ug) that (K (u0)vo,%0) = _Honiﬂ(Db) and, using
the coercivity of T, show that

(4.28) i (gl oy + 105 B 5 0y) < Tl oy,

which is enough to prove the strong convergence of w; toward wq in H L(Dy) and the strong
convergence of w? in H L(BRr\Dy) toward 0. Those convergences are sufficient to demonstrate
that ¢; = d,w;—0,w; strongly converges to ¢o = d,wp. Since for all j € N, H%”H‘%(an) =1,

we have 1y # 0. [ |

Remark 4.10. In the context of imaging algorithms, the assumption D C Dy, while practi-
cal for the presentation of results, is both restrictive and inappropriate, as obstacles may exist
outside the region Dy. To properly formalize this scenario while maintaining the structure of
the proofs, particularly to keep an eigenvalue problem within Dy, we consider the cases where
D does not intersect Dy, (as depicted in Figure 2) and the transmission eigenvalues [11] k? as-
sociated with D. The contribution of the obstacles Qp := D\ D), (the component of D outside
of Dy) leads to the following modifications of the operators Hp : L*(S) — H 2 (ODy) x L*(Qp)
and T : H™2(dD,) x R(Hg) — H2(0Dy) x L2(Qp):

HBQ = (8uub,g|8Dba Ub,g|QD)7

(4.29)
Tp(v,u) = (w + B(Byw), =k*(1 —n)(u + w*)a,),

This manuscript is for review purposes only.
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OO
0%

Figure 2. Ezample of a configuration where D N 0Dy, = ()

where (w,w®) are solution of:

( Aw + k*nw = 0 in Dy,

Aw?® + k2w = k2(1 — n)(u + w®)|q, in R™\Dy,
(4.30) w® + LB(,w*) = w+ LB(d,w) on Dy,
O,w — Oy,w® =1 on Dy,

lim ow® _ kw2 =0
r—>+o0 f|z|:r or | )

and R(H) denotes the closure of the range of Hp in L?(Q2p). The decomposition in Lemma
4.4 still holds provided that n > 1 in Qp.

5. Numerical validation of the inside-outside duality method. The goal of this section
is to provide a numerical validation for the inside-outside duality method inspired by Theorem
4.1. Our numerical experiments will be conducted in dimension 2, meaning for m = 2.

5.1. The case of a disc. Consider the simple situation where D = Dy, = B, is a disk
of radius p > 0 centered at the origin. We assume that n is constant inside B, and n = 1
outside. For Q a subset of N, we use as operator B in the background problem (2.2) the one
defined by

(5.1) By =Y (¥,eq) €y,

qeQ

where ¢,(6) := €'’  § € [0,27). In that case, the B—eigenvalues, denoted jyefq assume the
following analytical expression for ¢ € O:

J (kpy/n
(52) ) = ~2nkpy /MO

This manuscript is for review purposes only.
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where J; denotes the Bessel function of the first kind of order j.
The far field pattern Fg due to a Herglotz wave function of the form (3.2) as an incident field
with density

(5.3) 9(0) = gme™,

meEZ
takes the form
(5‘4) Fg(e) = Z amgmeimea

meZ
where

o [3T s g ipn /) — T ) Ty (/)
" k —Jm(kpyn)H (kp) + v/}, (ky/np) Hy, (kp)

Similarly, one can derive an expression of the background far field as:
(5.5) Flg() =) Bmgme™,

meZ
where

_ _m /81 —iT _pIm(kp)+2mpkJy, (kp)
(5.6) B = = T s amohttiD ey € ©
. _ _om /87 —iT Jm(k :
Bm = —i Sre ' H,SP((:;) otherwise ,

We clearly observe that the eigenvalues of F* are (a,, — ), m € Z and they are respectively
associated with the eigenvector e,,. Consequently, the eigenvalues of the scattering operator
S are 2ik 2ik

ezém =1+ ?(1 - Tﬁm)(am - Bm)

where 0,, € [0,27) denote their corresponding phases. Observe that only the eigenvalues for
m € Q depend on u.

In Figure 3 (left), we display the curves p — d,, (1) for m € {—10,...10} and Q = {0}. We
clearly see that the curves for m # 0 are horizontal lines, which means that they do not depend
on . The only non constant curve dg(u) has a discontinuity at the expected B—eigenvalue
tref0(2). In addition, we observe that do(p) — 27 as g — fuer0(2) and p > firer0(2),
which coincides with Theorem 4.1. In Figure 3 (right), one can draw similar conclusions with
Q = {0, 1,2} and the presence of 3 distinct B—eigenvalues.

5.2. The case of other geometries using synthetic simulated data. We consider a do-
main Dy shown in Figure 4 is composed of small circular scatterers with n = 2 that occupy
four different regions in the space (see Figure 4). The operator F' cannot be computed ana-
lytically in this case. It is numerically generated by solving the scattering problem (2.1) using
a finite element method implemented with the FreeFEM [20] package. We use the Perfectly
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6 T 6

5 5
4 4
©3
2 | | | \
T RN
3 45 6 7 8 9 1011 -15 -10 -5 O 5 10
u u

Figure 3. For m € {-10,...10}, we plot the curves p — 0m(p) where D = Dy = B, for p = 0.4333,
k=3 and n = 1. Each color (other than red) corresponds to a value of m. The red dashed line indicates the

B—eigenvalue (5.2) for Q = {0} (left) and Q ={0,1,2} (right).

— od% o o®
2 By XA 5528 5

33 2 1 6 1 2 3

Figure 4. Left: The domain D (in red) composed of four areas in the four corners that we fill with small
circular scatterers of radius 0.02 with n = 2 inside

Matched Layer ([9]) technique to bound the computational domain and model the Sommerfeld
radiation condition.

The outcome of our numerical solver is the matrix F (that plays the role of an numerical
approximation of F') with entries

(5.7) Fpg = u>(Zp,dg), 1<p,g<N,
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where 2, = d, = (cos(6,),sin(6,)) with 6, = £27 and where u* is the numerically computed
far field. In this following, we take N = 40 and k = 3.

We shall test the inside-outside duality for the case where the domain D; will occupy two
different regions as illustrated in Figure 5 (left) and Figure 7 (left). The first one does not
contain any inclusion and the second one contains one of the packs of small circles.

Since in the following examples and in the imaging algorithm introduced later, we need to
compute the background far field operator for different positions of the circular domain Dsy.
We therefore briefly explain how one quickly evaluates this far field operator.

Denote by Bj the disk of center y € R? and radius p > 0. The far field pattern uz’f; associated
with the background problem (2.2) with D, = B} can be expressed as

(5.8) ups,(&,d) = M Dy (3, d),

where up° is the far field associated with D; = Bg (i.e the disk of radius p centered at the
origin). The far field pattern assumes the following analytic expression:

(5.9) upp(&,d) = Y P00,

mEZ

with & = (cos(0z),sin(6z)), d = (cos(84),sin(fy)) and 5, are given by (5.6).
The numerical approximation of the background far field operator Fﬁ y is the background far
field matrix Ff y which entries are:

(510) (Fg,y)pq = ul?,oy(jjpv dq)7 1 S p7 q S Na

Where up, is evaluated using (5.8) and where ug° is approximated by a truncation of the sum
n (5.9), keeping the indices j € Z such that |j| < J. In the following, we use J = 10.

We shall illustrate how the B—eigenvalues depend on the position of the domain Dy on
the synthetic configuration depicted in Figure 4.

In Figure 5 (right), we display (for @ = {0}), the curves u — 6,,(1) associated with the
configuration in Figure 5 (left) where Dy, is a disk of radius p = % 3 centered at the origin with
k = 3. Since there are no scatterers inside Dj, we expect the B eigenvalue to be equal to
fref,q(1) for ¢ € Q. In line with the theory, we observe that the discontinuity for one of the
curves occurs at the predicted eigenvalue (represented by the red dashed line) and a behavior
similar to Figure 3 (left). In the case Q = {0, 1,2}, we have the same conclusions as we obtain
results represented in Figure 6 (right) that are similar to the one in Figure 3 (right). The
only difference between the analytical case and this one is that the curves not associated with
B—eigenvalues are no longer independent from p.

In Figure 7 and 8, the domain Dy is the same disk as before but centered at the point
(2.2,2.2). The reference B—eigenvalues cannot be analytically computed for this configuration.
We numerically evaluate them by solving (2.7) using the finite element methods implemented
in FreeFEM. The expression of these eigenvalues is given by (2.8). These computed values
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Figure 5. Left: The domain D (in red) and Dy, the disk of radius p = 0.433 (in green). Right: Plot of
the curves p — dm(p) for k = 3 and n = 2 inside the defects. The red dashed line indicates the analytical
B—eigenvalue (5.2) for constant n =1 and Q = {0}.

5| & 5 6
5
1

4
0 O o3
-1 2
1

—2| s A
?.%%i" ¥ 0

-2 -1 0 1 2 -15-10 -5 0 5 10 15
u

Figure 6. Left: The domain D (in red) and Dy, the disk of radius p = 0.433 (in green). Right: Plot of
the curves p — om(p) for k = 3 and n = 2 inside the defects. The red dashed line indicates the analytical
B—eigenvalue (5.2) for constant n =1 and Q = {0, 1,2}.

are indicated in the figures by a red straight dashed vertical line. The results for Q@ = {0}
in Figure 7 and Q = {0,1,2} in Figure 8 show that the inside-outside duality is capable of
correctly identifying the B—eigenvalues for this configuration.

In the imaging algorithm introduced below, we shall use @ = {0} to minimize the number
of B—eigenvalues that has to be determined. Figure 9 indicates the dependence of the inside-
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Figure 7. Left: The domain D (in red) and Dy, the ball of radius p = 0.433 centered at (2.2,2.2) (in green).
Right: Plot of the curves p — dm(p) for k =3 and n = 2 inside the defects. The red dashed line indicates the
approzimated B—eigenvalue computed with the relation (2.8) for Q = {0}.

™\
1 ! AN
—27 g e T | |
13?;&“ ”ig,"‘"-’- 0| — — —
-2 -1 0 1 2 -15-10 -5 0 5 10 15
u

Figure 8. Left: The domain D (in red) and Dy, the ball of radius p = 0.433 centered at (2.2,2.2) (in green).
Right: Plot of the curves y — dm(u) for k =3 and n = 2 inside the defects. The red dashed line indicates the
approzimated B—eigenvalue computed with the relation (2.8) for @ = {0,1,2}.

outside duality outcome with respect to noise in the data F. In order to simulate noise in
the data, we change the values of the synthetic data F by adding random noise of level § to
construct the noisy far field matrix F® = F - (14 6(A + iB)) where the entries of the matrices
A and B are uniformly distributed real values in [—1,1] and where - denotes the element-
wise product of matrices. Figure 7 clearly shows that the location of the eigenvalues is very
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robust with respect to the noise level. This is one of the main motivations for using these
B—eigenvalues.

6 — 6 T 6 ———
5 5 5
4 4 4
©3 ©3 ©3
2 2 2
1 1 S 1 S
0 0 = 0 —

3 45 6 7 8 9 1011 3 45 6 7 8 9 1011 3 456 7 8 9 1011
u u u

Figure 9. Plot of the curves p — dm(u) for k =3 and n = 2 inside the defects for the configuration shown
in Figure 7 (left), Dy being a ball of radius p = 0.4333 centered at the origin and Q = {0} Left: 6 = 1%, Middle:
0 = 10%, Right: 6 = 50%. The red dashed line indicates the analytical B—eigenvalue (5.2) for constant n = 1
and Q = {0}.

5.3. Application to the reconstruction of averaged values of the refractive index n.
Several works in the literature have proposed inversion algorithms that exploit special forms
of B—eigenvalues or so-called transmissions eigenvalues [8, 4, 7]. In order to determine the
B—eigenvalues, these contributions employ a method based on the GLSM method ([5]). We
here revisit the method proposed in [7] for reconstructing the averaged values of the refractive
index by replacing the GLSM with the inside-outside duality method. Let us first outline this
imaging algorithm. The method uses the operator 5 in (5.1) with @ = {0}. In this case, the
boundary condition on 0Dy is of the form:

(5.11) Hu +/ Oyuds = 0 on ODy.
Dy

In this case, there is only one B—eigenvalue and the reference eigenvalue for constant index
n is given by fiero(n) in (5.2). The function it is a bijection between [0, jo/(kp)[ and R,
where jg is the first zero of Jy.

The algorithm can be described with the following steps:

1. Let p > 0 be a given parameter. Choose Dy, to be the ball By of radius p and center
y € Y, a grid of points sampling the region of interest.

2. Evaluate the B—eigenvalue u(y,n) from the measurements F and the analytically
computed F}' , using the inside-outside method (see Method 1 and Method 2 below).

)

3. Compute n*(y) € [0, jo/(kp)[ such that pu(y,n) = prer,0(n* (y))-
4. Plot the function y — n*(y)

The key step in this algorithm is (i¢), that is how to automatically recover u(y, n) from graphics
as in Figure 7 (right). We indicate two possible methods.
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Method 1. Let A be the interval of values where u(y,n) is supposed to belong. This inter-
val should contains fiyer,o(1). Fix a parameter small € > 0 and a threshold o € [0, 27 — ¢€) not
too close to 0. For each p in A, we compute the eigenvalues e of the operator S(y). Then
we count the number of phases J,, that belong to [o,27m — ¢). For carefully chosen ¢ and o,
this number is constant for u < p(y,n) in A and increases by 1 for the first value in A that
exceeds (y,n). This allows us to identify pu(y,n).

Method 2. This method exploits the observation that all the eigenvaluesAei‘sm slowly vary
with respect to p expect one. Denote by dm € [—m,m) such that em — ¢m_ We then ex-
pect the function Z(u) = . [0m| to have a minimum at ;(y, n) (see illustration in Figure 10).

3.0 |
2.8 |
226 |
= \ X
\ :
‘.‘ i

2.4 N, ! y
AN 1

\/ /
2.2 i
4 5 6 7 8 9

u

Figure 10. Plot of the curve p — Z(u) for D = Dy = B, the ball centered at the origin for p=0.3, k=3
and n =2 in D. The red dashed line indicates piret,0(2).

In the following, we use method 1 with ¢ = 1072 and ¢ = 27 — 1. The second method
also works fine and gives similar results. Before commenting the numerical tests, we briefly
explain why n*(y) is expected to be an approximation of the averaged value:

!
1Byl /sy

Consider a sequence of refractive index (n.). that converges weakly—sx* in L*°(Dj) to some
n as € — 0 (and denote by p. its associated B—eigenvalue). One can show from (2.8) that
e converges to u(n) as € goes to 0. For highly oscillating medium, 7 can be seen as an
approximation of the mean value 7 of n as defined above.

We shall test the algorithms described above for two configurations of the media as indicated
in Figure 11. The configuration on the left indicates clustering of small disks with refractive
index n = 2 and radius 0.02 with different densities in five distinct regions. The second
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configuration on the right is formed by 4 circular inhomogeneities with different refractive
index n = 0.25 (bottom left), n = 0.5 (top left), n = 1.5 (bottom right) and n = 2 (upper
right). The reconstruction associated with configuration in Figure 11 (left) is shown in Figure
12. In Figure 12 (left), we display the function y — 7(y) and in Figure 9 (right), we display
the function y — n*(y) resulting from the inside-outside duality with & = 4, p = 0.33 and
the noise level 6 = 1%. We clearly observe very good agreement between the two functions.
Similar conclusions can be drawn from the results associated with the configuration in Figure
11 (right). These results are indicated in Figure 13, where again the function y — n(y) (left)
and y — n*(y) (right) are displayed. In this case, we used k = 4, p = 0.3 and the noise level
0 = 1%. Observe that we chose p = 0.3 to ensure that Dy is not strictly included inside D.
In fact, in this case, u(y,n) may not be a positive value.

3 2 2.0
5 1.8
@ @ [
1 1.4
0 gﬁ f’k} & -:-3 “-:‘.,""’ % 0 L2
: : 1.0
-1 0.8
-1 @
0.6
-2
0.4
3 -2
23 2 -1 6 1 2 3 -2 -1 0 12

Figure 11. Left: the domain D constituted by small circles concentrated in four aligned areas. The scatterers
have a radius 0.02 and a constant index refraction n = 2 inside. Right: Four diffracting circles of radius 0.3
associated with four different values of the refractive index n = 0.25 (bottom left), n = 0.5 (top left), n = 1.5
(bottom right) and n = 2 (upper right).

This manuscript is for review purposes only.



AVERAGED STEKLOV EIGENVALUES, INSIDE OUTSIDE DUALITY 25

analytical mean, k = 4, p = 0.33 k=4,p=0.33
3 1.14
1.16
2 112 114
1 1.10 1.12
0 1.08 1.10
1.06 1.08
-1
1.04 1.06
-2 1.04
1.02
_3 100 1.02

Figure 12. Results associated with configuration of the domain D in Figure 11 (left). Left: y — n(y)

representing the true averaged values of the refractive index. Right: y — n*(y) representing the outcome of the

tnversion algorithm plotted on the 100 x 100 uniformed grid Y for k=4, p = % and the noise level § = 1%.

aznalytical mean, k=4, p=0.3 5 k=4,p=0.3

1.8 1.8

1 - 16 1 . 16

- ®

0 1.2 0 12
1.0

1.0
0.8

-1 . -1 0.8
0.6

0.6
0.4

-2 -2 0.4

-2 -1 0 1 2 -2 -1 0 1 2

Figure 13. Results associated with configuration of the domain D in Figure 11 (right). Left: y — n(y)
representing the true averaged values of the refractive index. Right: y — n*(y) representing the outcome of the
inversion algorithm plotted on the 100 x 100 uniformed grid ) for k =4, p = 0.3 and the noise level § = 1%.

578 Appendix A. Structure of the 5 operator.

579 ;I'heorem A.l.1 Consider a bounded linear positive, self-adjoint and compact operator B :
580 H72(0Dy) — Hz(0Dy). For k a positive constant, the two following assertions are equivalent.
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1. For ally, ¢ € H_%(an),
(A1) K(BY, Bo)r2(ap,) = (¢, Bo)

H™%(0Dy),H? (9Dy)

2. There exists a family of M wvectors {e1,....epr} C H%(an) which are orthonormal
with respect to the L?(0Dy) scalar product such that:

(A2) BW) =5 (0.6, 4 on whiopy G T € H 2(0Dy).
i=1

Proof. Assume item (i) holds. Let Z : H %(ODZ,) — L?(0Dy) denote a bijective operator.
Applying the spectral theorem to ZBZ* : L2(0Dy) — L?(0Dy), we deduce the existence of a
sequence of positive real number ()\;); that converges toward 0 and (b;);en+ an orthonormal
basis of L?(0Dy) such that:

IBI™b; = \ib;,
which can be rewritten as
(A.3) BZ*b; = NI b,

Every ¢ € H_%((?VDI,) (respectively ¢ € H%(ﬁDb)) admits an unique element Y € L2(ODy)
such that 1) = T*1 (respectively ¢ € L?(0D,) such that ¢ = Z~1¢).
Setting a; := (a,bi)r2(ap,), @ € L?(0Dy), one has:

(BY,Bd)20p,) = i jens Pi0i(BL bi, BI*bj) 12(ap,)

(A4)
=Y jens BiYiNiN (T, T705) 2o, -

On the other hand:

(A5) K00 BO) 4 o st oy = D Pitbii

1EN*

Since (A.4) and (A.5) should be equal for every square summable sequences (¢;);, (¢;);, taking
oy = 6;101;, we obtain that A; is equal to 0 or f@||I_1biH222(an). Since Z is bounded, the

sequence (||Z7'b;]|?); remains also bounded. We deduce by compactness of the operator B
that (up to a renumbering) the sequence (\;); is equal to /@HeiHZQQ( op,) UP to a certain rank M

Ai=0fori> M.
For k,l < M, setting ¢y = 0;;,0;; enforces (Iflbk,Iflbl)Lz(an) =0for k#1land k,l < M.

Hence, for all ¢ € H_%(ﬁDb), the operator B can be written as:
By =BI*T* 'y
(A.6) = kM (T, bi) 12(ap,) T Di

=K im0 <¢761>H*%(8D )12 (@Dy) 0

71bi

Tl 12(o0y)" This proves that (i) implies (i7). The reciprocal is straightforward.ll

where ¢; =
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Appendix B. Study of the background problem (2.2). The well posedness of problem
(2.2) is established by variational approach. Let Bg be a ball containing Dy, for R large enough.
We define the Dirichlet to Neumann map A : H%(ﬁBR) — H_%((?BR) by A¢ := O,v|aBp,,
where v is the radiating solution to the Helmholtz equation in R™\ Bg with v = ¢ on dBgp,
and where v is the outward unit normal to Sg. Define the closed subspace of H(Br\D):

(B.1) HA(BR\Dy) = {w € H'(BR\Dy), wlop, € B(H 3 (8Dy))}.

Then, by Green’s formula and using property (2.4), one can prove that solving the scatter-
ing problem (2.2) is equivalent to solving the following variational problem: u € Hj(Bgr\Ds),

(B.2) / (VuVv — k*uv)ds — Auvds — ,u/{/ uvds = £(v)
Br\Dy dBg oD,

for all v € H}(Bgr\Dy), where

(B.3) (v) := faBR((?,,ui — Aut)vds,

The study of the well-posedness of this problem follows classical schemes based on proving
that the problem is of Fredholm type and the uniqueness is a consequence of Rellish’s lemma.
The details are left to the reader. We then can state the following lemma.

Lemma B.1. Problem (B.2) is well posed for p € R* if (O,u’ — Au’) € Hfé(aBR).
We prove in the following lemma the normality of the operator F}'.
Proposition B.2. For u € R*, Fg‘ is normal and Sy = I + Q%J“Fg‘ s unitary.

Proof. This proof is similar to the one in [21, Theorem 1.8].
We first show that for all g, h € L%(S),

(B.4) 2ik(F}'g, F}'h) 25y = V(F}' g, h) r2s) — (9, FY'h) r2(s)-

Let us deal with the three terms independently.
1. Let wy and wj, radiating solution of problem (2.2) with u* an Herglotz wave of kernel

g and h respectively with far field pattern wg®, wp°. We denote by wé,w}; the total

fields. Let Bpr be a disk of radius R > 0 centered at the origin containing Dy. Applying
Green second theorem, we get

0= [ (g~ 0ufwp)ds — [ (0w - 0,ufw;)ds.
6BR an
Letting R — 400 and using the radiation condition, one obtains

2ik(Flg, FYh) pags) = 2ik /S W wRds = /8 TR
b
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637 2. If u* = vj, an Herglotz wave of kernel h € L?(S), then we have

Jop, (Ovwytn — 0, pwy)ds = [g h(d) fan(&,w;e*iky'd — dye~ R dwsds(y)ds(d)

638 = — Jgwy*(d)h(d)ds(d)
= —y(F'g, h)2s)-
639 Similarly, one gets
640 / (Opvgwy, — Bywyvg)ds = (g, Fy'h)2(s)
oD,
641 3. We then compute —2ik(Fpg, Fyh) + v(EFpg, h) — (g, Fyh):

— —2ik [ wewEds + v [y w3 (d)h(d)ds(d) — 7 fs w(d)g(d)ds(d)

= [y, (W5 ()0 W} (y) — W], () Byt (1)) ds(y)

642 = L [, BBy (1)) Doy} (1) + LB(D, (], (1)) By, (1)) ds ()

— (1 1 t ant
- (ﬁ - ﬁ) fan (B(au(y)wg(y))au(y)wh(y)ds(y)
643 because p € R.
644 Therefore, one has:
1
615 (B.5) F"Fl' = —(vFl' —~F").
2ik
646 From this equality, one can easily show that S;S, = I and, because Sj is a compact pertur-
647 bation of I, conclude that Sj is unitary. This is enough to prove that Fé‘ is normal. |
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