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Abstract

Reduced-order modeling (ROM) allows to con-
struct simplifications of a high-fidelity model of
a complex physical problem. The resulting lower
fidelity (also referred as surrogate) model can
capture the salient features of the source model
so that one can quickly study a system’s dom-
inant effects using minimal computational re-
sources. In this contribution, we present our
works and achievements toward the development
of ROM for time-domain electromagnetics.
Keywords: time-domain electromagnetics, re-
duced-order modeling, Proper Orthogonal De-
composition, Discontinuous Galerkin method.

1 Introduction

A variety of physical systems occurring in na-
ture and in engineering are usually described by
partial differential equations (PDEs) whose nu-
merical solution requires considerable computa-
tional effort, especially in the case of param-
eterized PDEs, which often need to be solved
for a range of parameter values. Such a situa-
tion is for instance encountered when studying
electromagnetic wave propagation problems in
complex geometries for different input param-
eters including frequency, direction of the inci-
dent wave, geometric dimensions, as well as ma-
terial properties, which are described by the sys-
tem of time-domain Maxwell’s equations. The
Discontinuous Galerkin Time-Domain (DGTD)
method has progressively emerged as a popu-
lar method to solve this system. Although the
DGTD method is highly accurate, it forms a
high dimensional model (HDM) due to the du-
plication of the degrees of freedom (DoF) on the
boundaries of the mesh elements, and it is of-
ten expensive in terms of both CPU time and
memory demands. Hence, ROM methods are re-
quired, which allows for rapidly, inexpensively,
and effectively providing the numerical solution
of the problem for a range of parameter val-

ues while maintaining a sufficiently high accu-
racy. The reduced basis (RB) method [4] is a
widely used family of ROM techniques. Here,
we report on our contributions on the study of
RB-based ROM for time-domain electromagnet-
ics, and more particularly on the applicability
of Proper Orthogonal Decomposition (POD) in
this context. In the last five years, we have
proposed several variants of POD-based ROM,
from an intrusive approach to purely data-driven
non-intrusive ones. In all cases, the starting
point is a Full-Order Model (FOM) relying on
a high-order DGTD method for solving the sys-
tem of time-domain Maxwell equations for het-
erogeneous media [3].

2 The POD method with snapshots

The POD method with snapshots introduced by
Sirovich [15], also known as Karhunen-Loéve de-
composition, principal component analysis, or
singular value decomposition, is probably the
most widespread ROM technique at least in ter-
ms of applications [2]. The POD method begins
with a set of snapshot vectors extracted from
high-fidelity numerical simulations or experimen-
ts; the POD basis vectors are then obtained by
an eigensystem of a correlation matrix generated
by the snapshot matrix whose columns are the
snapshot vectors. In the calssical POD method,
a ROM is created by projecting (Galerkin pro-
jection) the semi-discrete numerical scheme used
for obtaining the snapshots onto a low-dimen-
sional space spanned by the POD basis. This
approach is often referred as an intrusive ROM
technique since it requires having access to the
formulatiom of the original numerical scheme.
The alternative approach that avoids this con-
straint consists in defining an appropriate de-
coupling of the construction of the POD basis
and the prediction of the solution in a purely
data-driven workflow. As a result, one obtains
a non-intrusive ROM technique with decoupled
offline (training) and online (inference) phases.
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Some contributions based on the POD method
are presented in [11–14] for solving the time-
domain Maxwell’s equations, e.g., in [12], a re-
duced-order FD method based on the POD me-
thod is studied for the time-domain Maxwell’s
equations with respect to changes in the ex-
citation frequencies and change of parameters;
in [11], the authors propose a reduced-order Fi-
nite Difference Time-Domain method based on
the POD method for solving the 2d Maxwell’s
equations in a lossy medium. However, com-
pared to other phsyical fields, the developement
of ROM methods for time-domain electromag-
netics has been rather scarce.

3 High-fidelity model

We consider the system of time-domain Max-
well’s equations (normalized form) modeling the
interaction of an incident wave with a scatterer
⌦s included in ⌦ ⇢ R3

8
><

>:

µr
@H(x, t)

@t
+r⇥E(x, t) = 0,

"r
@E(x, t)

@t
�r⇥H(x, t) = 0,

(1)

8(x, t) 2 ⌦ ⇥ T and where E = (Ex, Ey, Ez)T

and H = (Hx, Hy, Hz)T respectively denote the
electric and magnetic fields (the symbol ·T de-
notes the transposition); T ⇢ R+ is the time
domain; "r and µr are the relative permittiv-
ity and permeability, respectively. In partic-
ular, in the following, we may consider ✓ =

("(1)r , "
(2)
r , · · · , "(d)r ) 2 P ⇢ Rd as problem’s pa-

rameters with "(i)r (i = 1, 2, · · · , d) being the rel-
ative permittivity in the i-th domain of a mul-
tilayer structure ⌦s, P being the parameter do-
main, and d being the number of parameters.
Our goal is to solve the system (1) in ⌦ with
boundary @⌦ = �a, where we impose the first-
order Silver-Müller absorbing boundary condi-
tion (ABC)

n⇥E+Zn⇥(n⇥H) = n⇥E
inc+Zn⇥(n⇥H

inc).

Here, n denotes the unit normal vector point-
ing outward to @⌦, E

inc and H
inc stand for

the incident fields, and Z =
p
µr/"r. System

(1) with the boundary condition is completed
with initial conditions E(x, 0) = E0(x), and
H(x, 0) = H0(x) for x 2 ⌦ ⇢ R3, where E0

and H0 denote some given functions. In a Dis-
continuous Galerkin (DG) framework the com-
putational domain ⌦ is divided into elements

⌦~ =
SN⌦

i=1Ki with N⌦ being the number of el-
ements. Then the DG method seeks an approx-
imate solution (Eh,Hh) in the space Vh ⇥ Vh

that satisfies for all Ki in ⌦~ and 8v 2 Vh
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>>>>>>:

(µr
@Hh

@t
,v)Ki

+(Eh, curlv)Ki

�hE⇤
h ⇥ n,vi@Ki

= 0,

("r
@Eh

@t
,v)Ki

�(Hh, curlv)Ki

+hH⇤
h ⇥ n,vi@Ki

= 0.

(2)

Here, E
⇤
h and H

⇤
h are the so-called numerical

traces used to communicate information between
adjacent elements, and Vh = {v 2 (L2(⌦))3 |
v|Ki

2 (Ppi(Ki))3, 1  i  N⌦} where Ppi(Ki)
is the space of nodal polynomials of degree at
most pi inside the element Ki. By gathering
the electric and magnetic vectors DoF in each
element into column vectors, we derive the fol-
lowing global semi-discrete system
8
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>:

µrM
@Hh

@t
= �KEh + Si

Eh + Se
Hh + Be(t),

"rM
@Eh

@t
= KHh � Si

Hh � Sh
Eh � Bh(t).

(3)
We refer to [3] for more details on matrices M,
K, Si and Se. Moreover, E⇤

h and H
⇤
h are com-

puted using a centered scheme and system (3) is
time-integrated with a second-order Leap-Frog
(LF2) scheme.

4 Projected POD-DGTD method

Our first contribution on the design of POD-
based ROM for system (1) is introduced in [9].
In this work, the POD basis is created by the
eigensytem of the correlation matrix, which is
generated by the snapshot matrix whose columns
are the snapshot vectors extracted from high-
idelity DGTD simulations. A POD-DGTD for-
mulation with lower dimension is established by
applying a Galerkin projection to the semi-di-
screte DG scheme (3). We equidistantly extract
` vectors u

ni

h (0  n1  · · ·  n`  Nt, ` ⌧
Nt) from the transient DGTD solutions {un

h}
Nt

n=0

(un
h = E

(n)
h ,H

(n+ 1
2 )

h ). Further, we formulate two
N ⇥ ` (N = 3Ndof ) snapshot matrices

Au=

0

BBB@

u
n1
h,1 u

n2
h,1 · · · u

n`

h,1

u
n1
h,2 u

n2
h,2 · · · u

n`

h,2
...

... . . . ...
u
n1
h,N u

n2
h,N · · · u

n`

h,N

1

CCCA
, u=E,H.

26 Planery Lectures



WAVES 2024, Berlin, Germany 3

Let

U
T
uAuVu=

✓
⌃u
ru⇥ru Oru⇥( �̀ru)

O(N�ru)⇥ru O(N�ru)⇥( �̀ru)

◆
,

where Uu and Vu are N ⇥N and `⇥ ` unitary
matrices, ru is the rank of Au, and ⌃u

ru⇥ru =
diag(�u,1,�u,2, · · · ,�u,ru) with �u,1 � �u,2 �
· · ·�u,ru � 0 being the singular values of Au.
Let Uu = ( u,1, u,2, · · · , u,N ) and
Vu = (�u,1,�u,2, · · · ,�u,`), the POD basis of
dimension du (du  ru) is the set { u,i}dui=1 in
the ROM context. It is well known that

Au�u,i=�u,i u,i, and AT
u u,i=�u,i�u,i, (4)

so that AuAT
u u,i = �

2
u,i u,i and AT

uAu�u,i =

�
2
u,i�u,i where i = 1, 2, · · · , ru.

Let  u = ( u,1, u,2, · · · , u,du) (u = E,H).
Using a Galerkin ansatz, the reduced-basis ap-
proximation of the fields takes are given by

Eh⇡E
d
h= E↵E(t) , Hh⇡Hd

h= H↵H(t), (5)

where ↵E(t) 2 RdE and ↵H(t) 2 RdH respec-
tively denote a general time-varying solution for
E and H; Ed

h and H
d
h denote the reduced-order

solutions. Applying the Galerkin projection to
system (3), we obtain the POD-DGTD formu-
lation

8
>>>>>>><

>>>>>>>:

µrMH
↵
0
H
(t) =�KH,E

↵E(t)

+SH,E
i ↵E(t) + SH,E

e c↵E(t) + BH
e (t),

"rME
↵
0
E
(t) = KE,H

↵H(t)

�SE,H
i ↵H(t)� SE,H

h c↵H(t)� BE

h (t),

(6)

where the symbol ·0 is a time derivative, and the
matrix Mu, Ku,w and Su,wi (u,w = H,E) are
respectively given by Mu =  T

uM u(of size du⇥
du), Ku,w=  T

uK w(of size du⇥dw) and Su,wi =
 T

uSi w(of size du⇥ dw); we refer to [9] for the
definition of the other matrices in (6). We then
obtain the fully discrete POD-DGTD formula-
tion based on the LF2 time scheme as follows
8
>>>>>>>><

>>>>>>>>:

"rME
�↵E

�t
= KE,H

↵
(n+ 1

2 )
H

�SE,H
i ↵

(n+ 1
2 )

H
� SE,H

h c↵H
(n+ 1

2 ) � BE

h (n�t),

µrMH
�↵H

�t
= �KH,E

↵
(n+1)
E

+SH,E
i ↵

(n+1)
E

+ SH,E
e c↵E

(n+1) + BH
e ((n+ 1

2)�t),

with �↵E = ↵
(n+1)
E

� ↵
(n)
E

, �↵H = ↵
(n+ 3

2 )
H

�
↵
(n+ 1

2 )
H

(see [9] for the definition of c↵H
(n+ 1

2 ) and
c↵E

(n+1)). The choice of the dimension du of
the POD basis is not obvious. We show how to
define du in this remark. The POD energy or
error in the POD basis [2] can be defined by

#( u,1, u,2, · · · , u,du) =
ruX

j=du+1

�u,j , u = E,H.

If we want the POD energy to be less than some
prescribed tolerance ⇢, i.e., that

#( u,1, u,2, · · · , u,du)  ⇢,

then we can choose du to be the smallest in-
teger such that I(du) � 1 � ⇢ with I(du) =
duX

j=1

�u,j/

ruX

j=1

�u,j . To illustrate the capabilities

of the POD-DGTD method, we consider a two-
dimensional (2d) problem given by the scatter-
ing of a modulated Gaussian by an airfoil profile.
We set "r = µr = 1. The computational domain
is artificially truncated by ⌦ = [�1 m, 2 m] ⇥
[�1 m, 1 m]. The boundary of the rectangle is
assumed to be the first order Silver-Müller ABC,
and the surface of the airfoil is assumed to be
the PEC. In the present case, there is no incident
field and a local source term is added, which is
given by

J
s
z (~x, t) = Ae

�( t�4⌧
⌧

)2 sin(2⇡fc(t� 4⌧))
g(~x)

kg(~x)k ,

where A is the amplitude of the signal, ⌧ =
1.7 103ps, fc = 1.2 GHz and g(~x) is a 2d Gaus-
sian function g(~x) = e

��((x�x0)2+(y�y0)2) with
(x0, y0) = (-0.3,0.0) the center of the Gaussian
spatial support. Here, the parameter � has been
chosen such that the source term J

s
z is strongly

localized. we set � = 2.5 103. The total simula-
tion time, Tf , is set to Tf = 10 m (normalized
unit). The simulations are performed on a mesh
with 8,436 nodes and 16,460 elements, and mesh
size h = 3.993 10�2. A performance comparison
between the DGTD and POD-DGTD methods
is give in Table 1. The L

2-error is the maxi-
mum global error over all the time steps, Tcons

denotes the CPU time for the construction of
the global system, Tsol denotes the CPU time
for the DGTD or POD-DGTD methods, and
TPOD denotes the CPU time for the construc-
tion of the POD basis. We define Speed-up
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Table 1: Comparisons between the DGTD and
POD-DGTD methods in terms of CPU time (in
seconds) and L2-error for the scattering of a
modulated Gaussian by an airfoil profile.

DGTD POD-DGTD

Pi Tcons Tsol dHx dHy dEz TPOD Tsol Speed-up L2
-error

1 115.6 119.8 19 19 19 1.4 31.8 3.6 9.324 10�2

2 295.9 851.5 15 15 15 1.9 73.7 11.2 6.254 10�2

as Time1/Time2 where Time1 denotes Tsol for
DGTD solution and Time2 represents the sum
of Tsol for POD-DGTD solution and TPOD. The
time evolution of the fields Hx, Hy and Ez at
a selected point of the mesh for the DGTD and
POD-DGTD methods with a P2 approximation
are shown in Fig. 1.

(a) DGTD (b) POD-DGTD

(c) DGTD (d) POD-DGTD

Figure 1: Scattering of a modulated Gaussian
by an airfoil profile: distribution of the intensity
of the electric fiedd, |Ez|, at time t = 2.11 m
(top) and 3.20 m (bottom).

5 Data-driven POD-CSI method

As mentioned previously, one of the major draw-
backs of intrusive ROM methods such as the
one presented in section 4 is that they require
access to the HDM. Non-intrusive ROM tech-
niques are currently developing rapidly with the
emergence of various viewpoints [17]. In a non-
intrusive ROM, the reduced-order coefficients
for a new time (and parameter) value are ob-
tained via an approximate mapping. The high-

fidelity solver is only used to generate the snap-
shots and the training dataset, and there is a
complete decoupling between the online evalu-
ation and the offline training. Several strate-
gies have been proposed such as the regression-
based non-intrusive RB methods including the
tensor decomposition-based and the Gaussian
processes-based regression, and the interpola-
tion-based non-intrusive RB methods compris-
ing the radial basis function (RBF) interpola-
tions, the polynomial interpolations and the cu-
bic spline interpolations (CSI).

In [6] we present a non-intrusive ROM for
the solution of parameterized electromagnetic
scattering problems. In this approach, in addi-
iton to the time parameter, the dielectric per-
mittivity "r is also considered as a reduction
parameter. As with the POD-DGTD method,
snapshot vectors are extracted from high-order
DGTD simulations. Because the second dimen-
sion of the snapshot matrix is large, we intro-
duce a two-step or nested POD method to ex-
tract time- and parameter-independent POD ba-
sis functions. SVD is used to compute the prin-
cipal components of the projection coefficient
matrices (also referred to as the reduced coef-
ficient matrices) of full-order solutions onto the
RB subspace. A CSI approach is proposed to
approximate the dominating time- and parame-
ter-modes of the reduced coefficient matrices wi-
thout resorting to Galerkin projection. The gen-
eration of snapshot vectors, the construction of
POD basis functions and the approximation of
reduced coefficient matrices based on the CSI
method are completed during the offline stage.
The reduced-order solutions for new time and
parameter values can be rapidly recovered via
outputs from the interpolation models in the
online stage. In particular, the offline and on-
line stages of the proposed RB method, termed
as the POD-CSI method, are completely decou-
pled, which ensures the computational validity
of this POD-CSI method. We illustrate the ca-
pabilities of the proposed POD-CSI method in
the case of the scattering of plane wave by a
multilayer medium where each layer has a cylin-
drical geometry. The computational domain is
artificially truncated by a square with 6.4 m
side length on which the first order Silver-Müller
ABC is applied. Simulations are performed us-
ing a mesh with 2,049 nodes and 4,016 elements
of which 865 elements are located inside the mul-
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tilayer medium Table 2 summarizes the distri-
bution and range of material parameters con-
sidered for this study. The excitation is a

Table 2: Scattering of plane wave by a multi-
layer heterogeneous medium: the distribution
and range of material parameters (ri is the ra-
dius of the ith cylinder).

Layer i Pi µ
(i)
r ri

1 "
(1)
r 2 [5.0, 5.6] 1.0 0.15

2 "
(2)
r 2 [3.25, 3.75] 1.0 0.3

3 "
(3)
r 2 [2.0, 2.5] 1.0 0.45

4 "
(4)
r 2 [1.25, 1.75] 1.0 0.6

-3 -2 -1 0 1 2 3
x

-2

-1

0

1

2

3

H
y

DGTD
POD-CSI

0 30 60 90 120 150 180
-15

-10

-5

0

5

10

R
C
S/
dB
sm

DGTD
POD-CSI

Figure 2: Scattering of plane wave by a mul-
tilayer heterogeneous medium: 1d plots of the
real part of DGTD and POD-CSI solutions
(DFT) of Hy along y = 0 (left), and bistatic
RCS (right) based on the DGTD and POD-
CSI solutions with the testing parameters ✓ =
{(5.5, 3.7, 2.4, 1.7)}.

plane wave such that Einc
z = cos(�kx+!t) and

H
inc
y = �cos(�kx + !t) with ! = 2⇡f being

the angular frequency of the incident wave fre-
quency f = 300 MHz, and k being the wave
number in vacuum. The physical simulation
time is set to 50 periods of the incident wave
oscillation for each 4-dimensional parameter ✓ 2
P with time step �t = 0.0038 m using the
DGTD method with a P2 approximation, where
P = P1 ⇥ P2 ⇥ P3 ⇥ P4 ⇢ R4 with "

(i)
r 2 P i

(i = 1, 2, · · · , 4). We use a grid sampling of
tensor product with N�p = 2 and 3 uniform
points for each parameter to form the training
parameter samples Ptr

~ , respectively, resulting
in Np = 16 and 81 points. Each choice of the
parameter is sampled for Nt = 253 snapshots
in time at last period. We use the two-step
POD method to extract the POD basis func-
tions from all the snapshots. The performance
results obtained by the POD-CSI and DGTD
methods with P2 approximation are summarized
in Table 3. We obtain a speed-up of 403, which

show the significantly enhanced efficiency of the
POD-CSI method.

Table 3: Scattering of plane wave by a mul-
tilayer heterogeneous medium: the comparison
between the POD-CSI (offline and online) and
DGTD methods in terms of CPU time. The
unit of time cost is second.

Offline

Snapshots Two-step POD CSI

4.866⇥ 104 1.699⇥ 102 1.607⇥ 102

Online

POD-CSI DGTD

1.49 6.007⇥ 102

6 Further works and contributions

In addition to the two contributions discussed in
the previous sections, we have investigated sev-
eral directions to (1) improve the performance of
POD-based ROM and, (2) deal with more com-
plex problems. For instance, in [7], we propose a
POD-based ROM with an adaptive snapshot se-
lection strategy. Inspired from [1], we derive an
error bound for the POD-DGTD method, which
is adapted to our particular modeling and dis-
cretization settings. A snapshot choosing rule
aiming at keeping the error estimate close to
a target selection error tolerance is proposed,
and an incremental singular value decomposi-
tion (ISVD) algorithm is used to update the
SVD on-the-fly when a new snapshot is avail-
able. For problems relevant to nanaophotonics,
in [8], we extend the POD-DGTD method to
deal with the system of 3d time-domain Maxwell
equations coupled a Drude dispersion model, wh-
ich is employed to describe the interaction of
light with nanometer scale metallic structures.
Finally in [10] we extend the performence of the
non-intrusive ROM method introduced in [6] by
combining the POD method with the Dynamic
Mode Decomposition (DMD) method. Here,
the DMD method allows to achieve a further
dimension reduction of the ROM method, and
is used to predict the reduced-order coefficient
vectors for future time instants on the previous
training parameter set. Moreover, the radial
basis function (RBF) is employed for approxi-
mating the reduced-order coefficient vectors at
a given untrained parameter in the future time
instants, leading to the applicability of DMD

Lanteri et al.: Reduced-order modeling for time-domain electromagnetics 29
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method to parameterized problems.
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