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Abstract. [Context and motivation] The goal model is an essential
model in Goal-Oriented Requirements Engineering. It is used to describe
the system’s goals using a hierarchical structure in which high-level goals
are refined into more specific ones.

[Question/problem] Constructing a goal model for a new applica-
tion can present challenges, demanding considerable time and effort.
Although there have been attempts to automate or semi-automate the
construction of goal models, these tasks remain complex and manual.
[Principal ideas/results] This paper presents an interactive graphical
tool that leverages a domain Knowledge Graph (KG) to assist the ap-
plication designer in creating goals derived from this knowledge, thereby
facilitating the creation of goal models. We use semantic similarity mea-
surement and Natural Language Inference (NLI) to effectively extract
and align triples from the KG with the high-level initial goals formulated
by the application designer. The extracted triples undergo sentiment
analysis and Graph-to-Text (G2T) generation to build meaningful sub-
goals. Nevertheless, processing KGs with Natural Language Processing
(NLP) techniques can be a lengthy process. We introduce a restriction-
based approach to bound the exploration of the KG to the most promis-
ing nodes. By tuning KG exploration bounds while using our tool in a
case study, we analyze the trade-off between the quality of the resulting
goal model and time performance, which is a key factor for an interactive
approach.

[Contribution] Our paper highlights the relevance of our restriction-
based approach to information retrieval in KGs to facilitate goal model
generation.

Keywords: Goal modeling - Goal-Oriented Requirement Engineering
- Requirement Engineering - Knowledge Graph - Natural Language
Processing - Natural Language Inference - Graph-to-Text

1 Introduction

Goal-Oriented Requirements Engineering (GORE) [I7/I8/19] is a specific
approach to Requirements Engineering (RE). RE is the first step in the design
process of a software system. GORE’s main focus is on identifying, capturing,
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and modeling stakeholders’ goals for such a system. Various goal-oriented mod-
eling methods have been proposed, such as [412/18]. The goal model is the
central model of the GORE methods. It is a structural approach that enables
goals to be defined and analyzed, and helps to understand the stakeholders needs.
It provides a representation of goals in an explicit way, where high-level goals
(strategic, global) are refined (or decomposed) into lower-level ones (operational,
local, design-specific) until a clear understanding of the system is reached. Ulti-
mately, the leaf goals of the goal model are elementary goals and are considered
as specifications of software components. Building a goal model for a new ap-
plication is a complex and challenging task, requiring both time and effort from
the application designer [18]. Complexity comes from both identifying the goals
of the new system and organizing them into a goal model.

A few approaches have proposed to generate a goal model in an automatic or
semi-automatic manner by extracting goals from a small text corpus. Most ap-
proaches apply Natural Language Processing (NLP) techniques on various text
sources. Das et al. [8] propose an end-to-end framework that uses several NLP
techniques in order to transform automatically a set of unstructured natural lan-
guage requirement specifications into goal models, supporting goal refinement,
associations among goals, resources and softgoals. In this case, requirements are
already provided by stakeholders; the focus is on organizing them in a structured
way. Casagrande et al. [6] collect abstracts of research publications related to a
specific system category. They then use these texts to extract goals by looking for
text parts containing goal-related keywords; from these goals a goal taxonomy
is created. However, other text parts that may contain relevant domain-specific
information for creating a goal are not considered. Both of the above approaches
attempt to build a complete goal model from the reference text sources. The
application designer only gets involved at the end of the process to check the
goal model and make any necessary changes. Recent research has considered
Large Language Models (LLM) in the field of RE, offering the potential to drive
RE processes [2]. They are also employed to generate and complete goal models.
Nakagawa et al. [21] presented an approach for semi-automatically generating
a goal model based on a LLM within a MAPE-K loop mechanism (an auto-
nomic loop for implementing self-adaptive systems) that iteratively refines the
goal model. However, the information extracted from the LLM may lack preci-
sion for a particular domain. The intervention of domain experts is necessary to
effectively validate and refine the goal model.

In contrast to these solutions, our approach, which was first published in [I]
and is updated with new results in the present paper, proposes using domain
Knowledge Graphs (KG) to interactively assist the application designer in cre-
ating and refining their goals into a goal hierarchy, inspired from the KG. We
consider that domain KGs are extremely valuable resources for developing goal
models, as they can help identify relevant facts on a given topic. Goals describe a
condition of the target system that should be achieved or avoided [I8]. Relevant
facts extracted from KGs can inspire target conditions related to goals [1].
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To efficiently explore a domain KG, our method uses NLP techniques based
on pre-trained language models. Our approach identifies areas of interest inside
a KG by measuring semantic textual similarity between a designer’s high-level
goal and KG triples, and uses Natural Language Inference (NLI) to determine
textual entailment relations between triples and the high-level goal. Such en-
tailment relations can emulate relations between a goal and potential subgoals.
Additionally, sentiment analysis is performed to detect positive and negative
connotations in triples, implying target conditions that should be achieved or
avoided, respectively. Finally, Graph-to-Text (G2T) generation is employed to
convert triples into coherent text for facilitating the designer in their creation
of new goals. Through step-by-step interaction with our solution, the designer
can refine their initial goals into a goal hierarchy from the KG, which may be
complemented by data from other sources to create a complete goal model.

An initial version of our approach was published in [I]. In the present paper,
we report on the development of an interactive graphical tool that implements
our approach. This tool enables real users to use our approach and incorporates
several small improvements to our solution, pointed out in Sections 3 and 4,
which present our Method and Evaluation, respectively. Nevertheless, most im-
portantly in this paper, we enhance our solution with the capability to bound
the exploration of a KG to the most promising triples. This aims at accelerating
the search inside a KG, thus improving the time performance of our approach,
which is a key feature for an interactive tool. More specifically, we constrain
the maximum depth of exploration of the graph for each information retrieval
process and the number of neighbors from a given triple explored at each step
of the exploration process.

Based on this approach, we assess the trade-off between the quality of the
resulting goal model and time performance. In particular, we use our tool to
design of a flood management system similar to the one proposed in [I]. More
specifically, we identify the share of additional (ir)relevant information retrieved
by the more exhaustive versions of our graph exploration algorithm based on
beam search, as well as the time-performance cost induced.

Code and KG used to produce the results of this paper are available at https:
//github.com/ShahinAbdoulSoukour/Knowledgeable_Goal_Modeling

2 Background

2.1 Natural Language Inference

Natural Language Inference (NLI), also known as Textual Entailment
Recognition (TER), involves examining a pair of sentences, usually called a
premise and a hypothesis, and determining the relationship between them. The
relationship can be classified in one of three categories: entailment (the hypoth-
esis can be inferred from the premise), contradiction (the hypothesis directly
contradicts or opposes the premise) or neutral (if the relationship between the
premise and the hypothesis is neither an entailment nor a contradiction). Several
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methods have been proposed to deal with NLI tasks [30]. In this context, we will
focus on language models specifically trained for this purpose. This approach
typically uses transformer-based models, such as BERT [9] or RoBERTa [20].
These models are well-suited for NLI tasks due to their contextual understand-
ing of a sentence or a pair of sentences, and often outperform other methods.
Multiple datasets have been proposed for training and evaluating models on this
task, such as the Stanford NLI (SNLI) which includes 570k human-written En-
glish sentence pairs [3], Multi-genre NLI (MNLI) which includes 433k sentence
pairs and covers from ten distinct genres spoken and written text (fictions, travel
guides, reports, etc.) [32] or Adversarial NLI (ANLI) [24] which contains three
rounds of sentence pairs (R1, R2, R3), with each round becoming progressively
difficult. This dataset is designed to be more challenging than the previous ones
and focuses on crafting difficult examples. In this paper, NLI tasks are per-
formed using a RoBERTar 4rge model trained using the SNLI, MNLI, ANLI
and FEVER-NLI [23] Corpusesﬂ Performances of this model on the different
datasets used for training are available in [24].

2.2 Graph-to-text generation

Graph-to-Text generation (G2T) aims at generating fluent texts from knowl-
edge stored as a graph. The most commonly used evaluation criterion for G2T
models is the similarity of the generated text to a reference description of the KG
written by a human. This is typically measured using metrics such as BLEU [25]
or BERTScore [34]. However, metrics more specially related to G2T tasks have
also been proposed to evaluate the factual faithfulness of the text generated
compared to the initial data, such as Data-QuestEval [27] or FactSpotter [33].
Currently, most state-of-the-art models for G2T are based on a Transformers ar-
chitecture [I6J29]. The pre-training and evaluation of these models is generally
performed using datasets that contain pairs consisting of series of facts expressed
as a graph and a text summarizing its content. Examples of such datasets in-
clude DART [22] or WebNLG [7]. In this paper, G2T tasks are performed using a
T5gask [26] model trained by using the WebNLG’20 datasctﬂ Performances of
this model on multiple metrics, including the factual faithfulness of the generated
texts in relation to the original data, are available in [33].

2.3 Goal model evaluation

Goal model evaluation is an important part of GORE. This process involves
evaluating the quality of goal models. Most goal model evaluation techniques are
either qualitative or quantitative [18]. Qualitative evaluation means manually in-
specting the goal model to identify potential issues, inconsistencies (consistency
checking) or improvements. This type of assessment relies on expert judgement.

! Model available at https://huggingface.co/ynie/roberta-large-snli_mnli_fev
) er_anli_R1_R2_R3-nli
“ Model available at https://huggingface.co/Inria-CEDAR/WebNLG20T5B
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Parent goal: Evaluate and address health and safety risks during flooding by using hydrological monitoring systems

Goaltype v | Refinement v | Enter the subgoal n

Reminder: A goal should start with an action verb and must be composed of a single sentence with a small number of dauses (e.g., *Anticipate the impact of floods on peaple’).

Show 10 ~ entries Search:

Type@ 1. Generated text @ Information extracted @

ACHIEVE the flood warning system, which uses sensors, analyzes forecasting and recommends the evacuation of residents
Flood warning

Sensors Detect Flood

ACHIEVE sensars detect flaods and floods can cause death and damage. a flood warning system can be installed to prevent floods Flood Cau:
Flood warr

Flood Impacts Water quality

ACHIEVE cameras detect floods which can have an impact on the water quality Cameras Detect Flood

Showing 1o 3 of 3 entries Previous Hest

Fig. 1: Screen capture from the proposed tool: Creation of a subgoal based on
information related to its parent goal.

And the quantitative evaluation involves using metrics to assess the quality and
effectiveness of the goal model such as the goal model complexity (e.g., num-
ber of goals, depth of goal decomposition) or goal achievement (e.g., percentage
of goals achieved) [I3]. In the case of automatic or semi-automatic goal model
generation, both types of evaluation can be used for specific use cases, in par-
ticular to compare the lists of goals generated by a tool focused on goal model
generation with those obtained and validated manually by an expert [6I31], or to
use feedback from the expert to improve the goal model itself [2I]. On the other
hand, formal verification can be used to formalize the goal model using a math-
ematical or logical representation to analyze and ensure the correctness of the
goal model [BITI8TYI]. It provides a high level of assurance about the correctness
of goal models. However, it can be complex and time-consuming. It requires,
nevertheless, knowledge of formal methods.

3 Method

We elaborate in this section our improved method for assisting an application
designer in building a goal model for a new application by leveraging a pre-
existing domain KG. Our method takes the form of an interactive tool (user
interface is presented in Figures [1| and . The designer can define an initial
high-level goal for the development of a new application. After exploring the KG,
the tool provides one or more texts that analyze or refine the submitted goal.
These texts derived from the goal can be used or serve as inspiration to create
one or more subgoals. Our approach comprises the following steps (see Figure|3)),
which are quite similar to our previous approach [I]. Indeed, we improved the
KG exploration algorithm to emphasize both depth limitation and beam search
in the entailment exploration process. It adapts based on the entailment score,
expanding the search when entailment improves and stopping when it decreases.
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[ACHIEVE] Mitigate health and safety risks from
flooding

ANDE]
I
[ !
[ACHIEVE] Evaluate and address health and
safety risks during flooding by using hydrological
monitoring systems

AND - | AND +
[ACHIEVE] Generate alerts recommending [ACHIEVE] Deploy sensaors to detect flooding
evacuation of residents in case of flood risk EJ events that impact water quality EJ

[ACHIEVE] Ensure the evacuation of residents in
case of flood using a flood warning system

Fig.2: Screen capture from the proposed tool: Visualization of an example goal
model.

It leverages beam search to explore the most promising triples within a specified
beam width.

1. Triple inference. Inference ru1e£E| are applied to identify the significance of
triples, focusing particularly on inheritance relationships, addressing cases
where the NLI fails to link the fact expressed by the triple, despite its po-
tential contribution to the goal. Using inference rules can complete the KG.

2. Formulate an initial goal and provide parameters. Create an abstract,
non-composite goal. Divide composite goals into multiple elementary goals.
Then, provide the maximum depth to limit the depth of exploration and the
beam width for exploring only the top & triple neighbors of each triple.

3. Search for anchor triples in the KG. In this step, we identify relevant
triples in the KG based on the formulated goal and parameters. Querying the
KG can be challenging, requiring knowledge of SPARQL and understanding
of the KG’s structure. Keyword search can be also used, but it requires
exact matches to return results, necessitating refinement of search criteria.
To address this issue, our approach employs SBERT [28] to compute the
semantic textual similarity between each triple of the KG and the expressed
goal. We only consider the best results, i.e., the triples whose similarity with
the goal is above ¢ x best score, with ¢ € [0, 1] a confidence parameterﬂ If

3 An example is the rule “IF subject predicate parent AND child rdf-type parent THEN
subject predicate child”

4 Higher values of ¢ enhance the quality of the retrieved triples while reducing their
number.
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@ Triple inference
7 v )
0 %90 /
o [e) .~
High-level goal Cosine similarity Extract—>4 O o
o o
Knowledge
——Construct:
e S'j Capture best results Graph (KG) Extract 4
Application JQ:, Applying
designer e e | Triples as anchor

sentiment analysis for
identifying negatives
18 in triples

Goal model triple(s)

Applying G2T

Test the entailment
between the anchor
triple(s) and the goal

Maximum depth
1o limit the graph
exploration

Enta‘lli <ET>—NO w
ng 6
YES
contextualized E"h:::slg; ;n:hor || Extract the triple Contextualized
triple(s) g neighbor(s) triple(s)
m—.

e DECREASE b INCREASE
Stop the | T

exploration | NO
& J

Cosine similarity for
prioritizing triples

Get only the top "beam
width’ contextualized
triple(s)

Test the entailment between
the contextualized triple(s) and
the goal

E: Entailment
a: Check the Evolution of the Entailment Score

®

Beam width o

for Beam Search

High-level goal, maximum depth and beam width provided as input by the application designer

Fig. 3: Steps of our approach to facilitate goal models generation using a KG

the number of triples found is lower than an arbitrary Valueﬂ we reduce the
confidence parameter to a second threshold ¢ to capture more triples. These
triples are considered as anchor triples in the KG.

. Identify connotation in anchor triples by applying sentiment anal-
ysis. We perform sentiment analysis using a RoOBERTa modeﬂ Indeed, this

step involves determining the sentiment of anchor triples to distinguish be-
tween facts to achieve and facts to avoid.

Test entailment between anchor triples and the goal. NLI is used to
evaluate entailment between each anchor triple as premise and the submitted

goal as hypothesis. If an anchor triple entails the goal, the fact expressed by
the triple can be considered as contributing to the goal.

Add context to non-entailing anchor triples if there is no entail-
ment. In cases where there is no entailment between an anchor triple and the
goal, a possibility is that an implicit entailment might still exist depending
on a context which has not been expressed. To tackle this, each anchor triple

5 Here, we use 4 as the arbitrary parameter. However, this value can be increased or
decreased depending on whether it is more important to provide a high number of
data or only highly relevant resources.

5 Available at https://huggingface.co/cardiffnlp/twitter-roberta-base-senti
ment-latest
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is concatenated with its different neighbor triples to form a contezxtualized
triple.

Beam search for context triples. To identify potentially relevant context
triples, the semantic textual similarity between the goal and the different
versions of the contextualized triple is computed. We then select the 8 context
triples with the highest similarity to the goal, with 8 equal to beam width,
and discard the other neighbor triples as irrelevant. We choose this criterion
as computing the semantic textual similarity is less time-consuming than the
entailment detection, and allows us to perform a beam search, which is more
time-effective than an exhaustive exploration of the graph.

Test the entailment between the contextualized triples and the
goal. We retain the one with the highest entailment score. If entailment
is achieved, proceed to the next steps. If entailment does not hold, repeat
the process (Steps 6 to 8) by adding another context triple to the already
contextualized triple. Continue this iterative contextual enrichment as long
as the entailment score increases. Stop the process if entailment is reached,
if the entailment score decreases, or if the number of context triples is equal
to the max depth parameter.

Return entailing triples and create subgoals. G2T is applied to trans-
form the entailing contextualized triples into meaningful texts that help
the application designer in creating subgoal(s). The prefix “[ACHIEVE]”
is added to texts resulting from anchor triples with positive or neutral con-
notations, indicating that the information in the text contributes to the
achievement of the goal. Conversely, the prefix “{[AVOID]” is added to texts
resulting from anchor triples with negative connotations, indicating obstacle
or undesirable result to be avoid in order to achieve the goal.

Repeat the process for refining the goal model. The interaction be-
tween the application designer and the tool can be repeated several times,
giving the designer the opportunity to refine and extend the goal hierarchy if
necessary by adding new goals from other sources, or by drawing inspiration
from the relevant triples (or facts), as provided by our tool by adjusting the
two parameters. Indeed, the designer can reviews the triples, focusing on
those that contribute to the high-level goal and align with the context of the
application.

Evaluation

This section presents the evaluation process of our method. Indeed, we have
evaluated our method by applying it to the creation of a goal model for a flood
management and risks mitigation system. We have implemented our method as
a software tool available through a graphical user interface and uses a domain
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GM |max depth|beam width NET|NSET |M10/NLG|MD|T (sec) R (%)
1 1 3 9 2 1 1 1 | 10.715 |22.222
2 3 1 44 20 11 5 5 | 11.858 |45.454
3 3 2 50 18 10 4 5 | 13.283 | 36.000
4 3 3 49 19 10 4 5 | 13.735 | 38.775
5 3 5 46 19 10 4 5 | 13.290 [41.304
6 5 3 54 20 11 5 5 | 13.670 | 37.037
7 1 1 9 2 1 1 1 | 10.460 |22.222
8 99 99 75 29 14 7 5 | 16.941 | 38.666

Table 1: Goal model construction performance and relevance metrics

KG related to flood management from [1]|Z|, which we enriched by adding new
triples. This tool facilitates the generation and visualization of goal models.

The KG is composed of 90 triples (61 nodes linked by 28 different types of
edges). It provides an overview of the basic principles of flood management and
risks mitigation. It covers the possible causes of floods, techniques for detecting
them, the anticipated effects of floods on residents and infrastructure, and mea-
sures to prevent or to minimize these impacts. We use a configuration of our tool
with confidence parameters ¢ = 0.85 and co = 0.65 as the arbitrary thresholds
for semantic similarity.

To evaluate the quality and effectiveness of our tool, we used it to construct
eight goal models (GM). In this process, we adjusted two core parameters (max
depth and beam width) to control the depth of exploration within the KG
and to filter relevant triples (triple neighbors) using beam search. We performed
the experiment for multiple values of each of these two parameters, including a
baseline with the two parameters set to 99 to replicate the behavior of an uncon-
strained version of the tool. Each generated goal model progressively refined the
initial high-level goal, “Anticipate the impact of flooding on people” allowing us
to capture variations in structure and relevance across different configurations
(see Table . After constructing these goal models, we extracted the coverage of
relevant triples for each goal model, particularly focusing on the number of en-
tailing triples (i.e. triples that can contribute to the high-level goal) provided by
our tool (NET), the number of entailing triples selected by the designer for goal
refinement (NSET), the number of direct or indirect refinements of the high-
level goal (called M10 in [10]), and the number of leaf goals (NLG). Moreover,
we measured the depth of the goal hierarchy (called MD in [I1]) and also the
execution time for each refinement in a goal model. We use NET and NSET

" N.B.: After publication of our previous work [I], a bug was identified which led
the tool to behave as if the max depth parameter was set to 1, even though this
parameter had not yet been implemented. The intended behavior was for the tool to
function as if max depth was set to +oc0. This bug has since been fixed, and the tool
now correctly explores the graph. However, due to this past issue and the differences
in the graph used for knowledge extraction, results — particularly time-based metrics
— should not be compared between the two papers.
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metrics to quantify both the number of facts highlighted by the tool and, out of
these, the number of facts which are relevant to help refine high-level goals into
more specific ones. Then, we calculated the mean execution time (T). Next, we
calculated the relevance (R), which indicates how effectively the selected entail-
ing triples contributed to the refinement of the goal model (see the equation .
For this experiment, we used an Nvidia 3080 RTX GPU with 32 GB RAM.

R= (NSET> %100 (1)

NET

Regarding the performance of our approach, we noticed, as expected, an in-
crease in execution time when the parameter values are higher. The first plot
(Figure highlights how different values affect the relevance. If the value is
high (closer to 100%), it suggests that most entailing triples are useful for goal
formulation. This means that KG exploration and entailment filtering are effec-
tively identifying triples that the designer can leverage directly. If the value is
low, it signifies that only a few entailing triples are useful in formulating the
goals. This might indicate that some triples do not contribute significantly to
the high-level goal or are not relevant. The parameters could be adjusted to
focus on more relevant triples. Then, the second plot (Figure highlights how
parameter choices affect the final number of leaf goals produced.

The analysis suggests that the optimal configuration for constructing an ini-
tial goal model with a balanced execution time and high relevance is the con-
figuration #2, with a max depth of 3 and a beam width of 1. Using these
parameters, we obtain a Relevance score of 45.454 %, which is the high-
est value in our experiment, while keeping the execution time acceptable
(T ~ 11.858 seconds). However, this configuration is not able to help us produce
as many goals as the configuration with a max depth and beam width of 99,
therefore inducing an existing loss of relevant information.

The designer can complete each part of the generated goal model by either
adding goals from other sources or using our tool with parameter adjustments.
This approach ensures that the goal model remains dynamic and adaptable to
changing needs.

5 Threats to validity

Concerning the scalability of our approach, the step where we identify anchor
points using semantic textual similarity has a complexity which is linear with the
number of triples in the graph. While this problem is irrelevant in the context of
our evaluation where the KG used contains 119 triples after simple inferences, our
method clearly shows its limits in the context of an open KG such as Wikidataﬁ
or DBpediaﬂ Therefore, our method can only be applied to relatively small,
domain-specific KGs. Depending on the context, such graphs could be either

8 ~ 16 billion triples at the time of writing of this article.
9 ~ 1.2 billion triples in the English version at the time of writing of this article.
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found as open data, produced for the use case or derived from an open KG by
selecting only the triples fulfilling certain criteria (e.g., within a certain distance
from a given entity, not linked to irrelevant parts of the topic, etc.).

Additionally, while we conduce a quantitative analysis of the information
highlighted by our tool and their relevance, we do not assess the overall qual-
ity of the goal models produced. We consider that this issue should be tackled
by conducing an experimental evaluation of goal models produced by volun-
teers using our tool or a baseline alternative. The evaluation could be made
based on qualitative criteria (e.g., hierarchical consistency or completeness of
the goal model), which would help better characterize the impact of the use of
our methodology on goal model creation.

6 Related Work

The automatic or semi-automatic generation of a goal model is a challenging
task, and several approaches have been proposed to tackle this problem. Most
approaches apply NLP techniques on different text sources.

Giine et al. [15] proposed an approach to automatically generate and visualize
a goal model from user stories. Heuristics are introduced, designed to extract
and organize goals within the structure of a goal model. The evaluation process
involved expert feedback, heuristic refinement, and final experiments measuring
the similarity between manual and automated models. Case studies in a software
development company and academic experiments assessed the tool’s usefulness
for agile practitioners. The resulting goal models are typically small, focusing
on organizing pre-formulated user stories within the goal model. A tool called

(b) Impact on the number of produced goals (M10)
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ArTu [I4] was implemented for automatically generating goal models from user
stories.

Das et al. [8] proposed an end-to-end framework that uses various NLP tech-
niques to automatically transform a set of unstructured natural language require-
ment (uNLR) specifications into tGRL goal models. This framework supports
goal refinement, associations among goals, resources, and softgoals. The frame-
work follows precise steps to identify goal model artifacts and their relationships
across multiple uNLR statements. It was evaluated through case studies on a
meeting planning system and an online shopping system. However, the frame-
work may miss some goal model concepts and struggle with identifying relation-
ships between goals and goal decompositions that span multiple statements.

In both approaches, requirements are already provided by stakeholders; the
focus is on organizing them in a structured way.

Casagrande et al. [6] use NLP to extract goals from the abstracts of research
publications related to a specific system category. Sentences that contain goal-
related keywords are extracted from the abstract. The Stanford parsef’?|is used
also to generate a syntax tree from sentences. From this syntax tree, a rule-based
syntactic pattern is employed to extract a goal as a triplet. Next, the triplet
is transformed into a goal representation (structured format). Finally, a goal
taxonomy is created by considering the concept of iterative centrality re-ranking,
where goals are positioned and linked based on the statistics of their occurrence
in the text sources. The generated goal taxonomy serve as a preliminary goal
model. However, other sentences that may contain domain-specific information
pertinent to the creation of a goal are not considered. Some goals may be missed
in the resulting goal model.

Recent research has explored the use of LLMs in the field of RE, offering the
potential to drive RE processes [2] and generate goal models.

Nakagawa et al. [21] presented an approach for semi-automatically generating
a goal model based on a LLM within the MAPE-K loop mechanism, which iter-
atively refines the goal model. Indeed, MAPE-K loop activities interact with the
LLM. The LLM generates the initial goal model, validates it, provides feedback,
and integrates new goals based on expert opinions. To achieve this, the authors
used prompt engineering techniques to guide the LLM in generating and refin-
ing the goal model. The LLM, functioning as a requirements engineer, analyzes
the goal model for validation (e.g., refinement links within the goal model) and
thereafter provides some expert opinions on the goal model (i.e., feedback to the
goal model). Based on these opinions, the LLM, acting again as a requirements
engineer, integrates new goals into the goal model. However, the generated goal
models could be generic and lack domain-specific precision. This necessitating
expert intervention to effectively validate and refine the goal model.

In contrast to existing methods, we introduce an interactive tool designed to
assists application designers at each step of creating a goal model rather than
validating and adjusting an entire goal model at the end. Our tool effectively

10 Stanford Parser, a natural language parser tool: https://nlp.stanford.edu/softw
are/lex-parser.shtml
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leverages knowledge from a domain KG to suggest relevant information that
inspires goal creation. Moreover, application designers can add additional goals
from other sources to each part of the goal model, enabling a comprehensive
and flexible approach to goal modeling. Our tool offers a real-time interaction
enables the designer to make adjustments throughout the goal modeling process,
resulting in a more precise and contextually accurate goal model.

7 Conclusion

In this paper, we present a tool taking the form of an interface that uses a
domain KG to assist application designers create goals and facilitate goal mod-
eling. In comparison with our previous work [I], the approach presented in this
paper has been significantly enhanced. We have introduced semantic inference
to complement the KG and enhancing the KG exploration algorithm to empha-
size both depth limitation and beam search during the entailment exploration
process. This improvement is designed to avoid unnecessary and costly explo-
rations, thereby accelerating the overall exploration process. The proposed tool
offers flexibility to application designers, allowing them to either freely add goals
from other sources or draw inspiration from the suggested information provided
by the tool to enrich their goal models. Additionally, to validate our approach,
we constructed multiple goal models using our tool with varying parameters.
Each model was evaluated on three main criteria: the structure of the goal mod-
els, processing efficiency, and quantitative metrics for goal model quality. As
future work, we plan to perform an empirical evaluation of our tool to evaluate
the degree of facilitation for the designer and the quality of the resulting goal
model.
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