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Abstract
We present a method for retargetting dancing characters represented as articulated skeletons with possibly different morpholo-
gies and topologies. Our approach relies on the use of flexible ribbons that can bend and twist as an intermediate representation,
and that can be seen as animated lines of action. These ribbons allow us to abstract away the specific morphology of the bodies
and to well transmit the fluidity of modern dance movement from one character to another.

CCS Concepts
• Computing methodologies → Animation;

1. Introduction

Transferring an animation from one skeleton to another is a well-
known problem in computer graphics called motion retargeting. In
motion retargeting, the goal is to animate a skeleton, which we will
call the target skeleton, from motion contained in another animated
skeleton, which we will call the source skeleton. Because there is
no guarantee that the source skeleton and the target skeleton have
the same topology or morphology, the question is, how to transfer
that animation from the source skeleton to the target skeleton?

In this work, we are interested in transferring dance movement,
and more specifically, that of modern dance. Vialle et al. [VAS∗22]
recently proposed a new representation of modern dancers’ bodies
in the form of flexible ribbons joined at the solar plexus, in the
context of the visualization of the movement qualities of Isadora
Duncan (1877-1927), a pioneer of modern dance. They showed that
this abstract representation was very successful at conveying the
fluidity of movement that characterizes Duncan’s choreography.

Interestingly, the ribbons of Vialle et al. are reminiscent of the
lines of action, 2D hand-drawn curves used by cartoonists to help
draw the first shape of expressive motion. Inspired by the work by
Guay et al. [GCR13] who use lines of action to pose 3D charac-
ters, possibly through time [GRGC15, GGC15], we propose to use
Vialle’s ribbons as an intermediate representation to transfer dance
animation from one character to another. Indeed, contrary to the
articulated chains of the traditional skeletons used in animation,
ribbons have a smooth shape that blurs the position of the joints. A
same arrangement of ribbons could therefore be used for animating
bodies with different morphologies.

Ribbons extend lines of action to 3D and allow for a richer set
of deformation, including twisting. We use them in the same fash-
ion as a spline IK [Aut09] that provides the ability to manipulate
a chain of joints using a spline curve, with all the joints influenced

by the spline IK handle remaining attached to the curve. We gen-
erate ribbons from the input motion at each time frame, which can
be considered as lines of action, and then use them to animate the
target skeleton.

2. State of the art

Motion retargeting has been investigated for almost three decades.
While at first sight this may simply appear as a matter of transfer-
ring joint angles from one skeleton to another, this naive approach
rarely performs well as source and target skeletons may have dif-
ferent proportions or even different topologies.

A first attempt to solve this problem comes from [Gle98] who
introduced a space-time optimization framework with kinematic
constraints. Optimization is performed through the entire motion
sequence. A year later, [LS99] took a different approach, applying
inverse kinematics on the motion to satisfy constraints and then ap-
plying a smoothing filter to the motion through multi-level B-spline
curve fitting. [CK00] introduced an online retargeting method that
computed changes in joint angles corresponding to end-effector po-
sition adjustments, preserving high-frequency details of the origi-
nal motion. [MBBT00] introduced a new method using an interme-
diate skeleton that enables retargeting to skeletons with different
morphologies. The intermediate skeleton has the same number of
nodes and local axis systems orientation as the target skeleton, but
the bones are oriented as the input skeleton nodes. Then, they ap-
ply inverse kinematics on the obtained skeleton. In our case, we
use a similar metaphor of an intermediate/primal skeleton. How-
ever, our intermediate “skeleton” is the set of animated ribbons
and has a much higher number of “joints”, leading to the limbs’
bending to spread more evenly along the articulated chain. [TK05]
introduced a physically-based motion retargeting filter, leveraging
dynamic constraints for physically plausible motions. [FHXS12]
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Figure 1: Overview of our proposed method for dance motion retargeting.

proposed heuristics for mapping arbitrary joints to canonical ones
and outlined an algorithm to instill behaviors onto an arbitrary hu-
manoid skeleton.

Classical motion retargeting approaches, like those mentioned
above, primarily relied on optimization with hand-crafted kine-
matic constraints tailored to specific motions, often involving sim-
plifying assumptions. With the increased availability of motion
data, data-driven approaches have gained prominence. [DERC17]
described a method for transferring learned latent representations
of motions from one robot to another. [JKY∗18] employed a deep
autoencoder to optimize the latent space for desired changes in
bone lengths, albeit requiring paired training data.

Several studies have explored retargeting human motion data to
non-humanoid characters [SOL13, YAH10], where source and tar-
get skeletons may significantly differ. However, these approaches
require captured motions of a human subject emulating the tar-
get character’s style. They also involve selecting key poses from
captured motion sequences and matching them to the correspond-
ing character poses or pairing corresponding motions. [AMYB17]
proposed representing a character’s motion style through groups of
body parts (GBPs) and suggested motion style retargeting across
skeleton structures by establishing correspondence between GBPs.
This process necessitates defining GBPs and their correspondence
for each character pair. In [ALL∗20], the skeleton is simplified in
the latent space as a primal skeleton, and motion retargeting is per-
formed by decoding the motion in the latent space through the tar-
get skeleton.

When looking at retargeting dance motion specifically, re-
searchers focused on retargeting motion from one video to an-
other using machine learning methods [CGZE19,RCW∗21]. How-
ever, motion from video lacks information about the depth and dis-
placements in space, which are important features in modern dance
choreography.

3. Overview

An overview of our proposed method is described in Figure 1.
The first step of our method is to generate the star-shaped ribbon

representing the source dancer’s body as described by Vialle et
al. [VSR21, VAS∗22]. The ribbons can be generated from the raw
positions of 3D markers located on the surface of the dancer’s body
or from the positions of the joints of the animated skeleton. These
markers are attached to originally straight ribbons through springs.
As the markers move over time, they drag the ribbons along.

Then, we manually associate each ribbon with an articulated
chain of the target skeleton. An articulated chain is defined as a
set of connected bones, each bone being connected to one or two
bones. Using springs, we then link each vertex of the ribbon to a
corresponding point on the corresponding articulated chain. The
springs’ rest lengths are defined when the ribbons and the target
skeleton are in a T-Pose.

Then, we use an optimization process at each time frame to mini-
mize the summed energy of all springs connecting ribbons’ vertices
and their corresponding points on the articulated chain. This opti-
mization process yields the corresponding pose of the target skele-
ton at each time frame. The output is then the resulting animated
target skeleton. In the optimization process, the variables are the
3D positions of the skeleton’s joints.

Algorithm 1 describes an overview of the process of generating
the animated ribbons from motion-captured data (refer to [VSR21]
for a detailed description of the process). In the following, we de-
scribe the process of animating a skeleton from our animated rib-
bons.

input : Set of markers output : Animated Ribbon
Create initial ribbon using PCA on the set of markers;
Generate rest state values by projecting markers on

centerline;
for each time frame do

Find optimum centerline position;
Set centerline;
Set Bishop frames;
Find optimal material frame orientation;
Set material frames;

end
Algorithm 1: Simulation steps to generate one ribbon
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4. Animating a skeleton from a ribbon

The process of animating a skeleton from a ribbon is illustrated in
Figure 2 and starts once all the ribbons have been generated us-
ing the source motion (Figure ??). These ribbons are discretized
using discrete elastic rods [BWR∗08]. Each ribbon is defined as
a rod made of a set of vertices (xi)i∈J0,n+1K and a set of frames
Mi = {t i,mi

1,m
i
2}, adapted to the centerline of the rod, defined with

respect to Bishop frames Bi = {t i,ui,vi}.
We first manually select what part of the skeleton is affected by

each animated ribbon (Figure ??). Each articulated chain starts at
the sternum and ends at an extremity (hands, feet and head), us-
ing the shortest path in the skeleton. A change in the choice of the
articulated chain will lead to a change in the retargeted skeleton.

4.1. Preprocessing the ribbons

The animated ribbon is not guaranteed to be the same size as the
chosen articulated chain. Therefore, we uniformly resize the ribbon
to the length of the articulated chain at rest, i.e. we keep the ratios
between edge lengths unchanged.When evaluating the rest length
of the springs connecting the ribbons’ vertices to their correspond-
ing point on the articulated chain, there is also no guarantee that the
orientation and position of the ribbons are close to the desired artic-
ulated chain. To guarantee closeness, we first generate another rib-
bon, which we will call articulated chain ribbon from the selected
articulated chain during the T-pose, using the same algorithm as
the one used to generate the animated ribbon, and using the joints
of the articulated chain as marker input, as well as offsetted joints
as additional virtual markers to properly orient the ribbons.

We then evaluate the translation between the articulated chain
ribbon and the animation ribbon by evaluating the translation be-
tween their solar plexus. After the translation is performed, the rota-
tion between the ribbons is defined as the rotation of minimal angle
that aligns the animation ribbon to the articulated chain ribbon. As
the ribbons are in a rest state and are straight 3D segments, this ro-
tation can be seen as the parallel transport of the animation ribbon
to the articulated chain ribbon. We then store this initial rotation.

Scaling, translation, and initial rotation are applied to the an-
imated ribbons across all time frames. The translation vector is
evaluated at each time frame, whereas scaling and initial rotation
are evaluated during the T-pose.

4.2. Cost function

4.2.1. Shape energy

To ensure that the shape of the articulated chain will be as
close as possible to the shape of the ribbon, we associate
each vertex of the ribbon to the point on the
articulated chain with the corresponding arc
length position using springs. Let us denote
the point on the articulated chain wi (see in-
set figure). This point belongs to a bone bi
with extremities ji, ji+1. We can express wi
with respect to the joints using barycentric
coordinates:

wi = y ji +(1− y) ji+1, y ∈ [0,1]. (1)

We associate the vertex to the associated point using the vector

ri = xi−wi. (2)

In order to keep the natural angles (i.e., angles when in a T-Pose) of
the target skeleton through time, we lock the vector ri in the Bishop
frame Bi associated with the edge ei. We do so by asking the local
coordinates of ri in the Bishop frame basis to change as little as
possible via the energy

E i
springs =((ri · t i)− (ri · t i))2 +((ri ·ui)− (ri ·ui))2

+((ri · vi)− (ri · vi))2.
(3)

To obtain the total spring energy, we sum this energy over all ver-
tices of all ribbons.

4.2.2. Enforcing the bones constraint

In a rig-based animation, the length of the skeleton’s bones remains
constant throughout the animation. This inextensibility constraint
can be enforced using a stretch energy of the form:

Ek
stretch = α(|| jk− jk+1||− || jk− jk+1||)2, (4)

for each bone k connecting joints jk and jk+1, where α is a strong
penalty coefficient. The total energy to enforce the inextensibility
of the bones is then obtained by summing over all bones in the
skeleton. The final minimization problem is then:

min
ji∈skeleton

∑
ribbons

∑
i

E i
spring +∑

k
Ek

stretch (5)

We minimize this cost function at each time frame to find the 3D
position of each joint. As opposed to the generation of the ribbons,
where each ribbon is generated independently from one another, we
create one optimization problem that takes into account the total
energy over all ribbons associated with the skeleton’s articulated
chains. This optimization process enables us to find the optimal
position of the skeleton at each time frame.

5. Results

Figure 3 shows the input ribbons and two skeletons with different
topologies retargeted using our algorithm in different poses of the
Prelude dance, captured by Vialle et al. [VAS∗22]. See the accom-
panying video for the corresponding animations. This first result
shows that the proposed method is able to retarget the animation
and that the shape of the input ribbon is well transferred to the
target skeleton. However when looking at the animations, we note
some instabilities around the feet area. This is due to the fact that
the generated ribbons do not take the feet markers into consider-
ation while we used the entire target skeleton (including the feet)
when retargeting the dance.

6. Conclusion & Future work

We proposed a method for retargeting dance motion based on a
flexible ribbon as intermediate representation. Initial results show
that our approach is effective at transferring the movement to skele-
tons with different shapes while preserving the fluidity of the dance.
Since no ground truth to the problem exists, running a user study to
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Figure 2: Steps for pre-processing the ribbon: (a) Generate ribbon, (b) Manually select articulated chain (in green), (c) Scale the ribbon,
(d) Rotate the ribbon, (e) Translate the ribbon, (f) Associate each vertex of the ribbon to its corresponding point on the articulated chain.
Steps (c), (d) and (e) are run for each time frame.

Figure 3: Retargeting results. From top to bottom: input ribbon,
retargeted humanoid skeleton with the same morphology as the in-
put data, retargeted skeleton with added bones and different T-Pose
shape.

evaluate the "naturalness" of the resulting motion would be a useful
validation of this work.

As future work, we would also like to adapt our algorithm to
ribbons that have been generated with different topologies than the
star shape used in this work. This could help retarget the motion
to skeletons with more diverse topologies. We would also be inter-
ested in testing our algorithm with other types of dance to evaluate
the generality of our method. Lastly, since the ribbons capture the
motion qualities of Isadora Duncan, we could investigate if they
could be used for the problem of motion style transfer.
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