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Abstract

Machine learning has become an ubiquitous tool for neuroimaging data
analysis over the last two decades. It has opened up the possibility of as-
sessing relationships between brain characteristics - and most importantly,
brain activity - with many different behavioural covariates, both in the
field of cognitive neuroscience and for population studies. The use of ma-
chine learning requires some expertise, as there are some pitfalls to avoid,
such as biased assessments due to some form of data leakage, or reliance
on underpowered datasets leading to erroneous conclusions. The era of
larger datasets is upon us, and the field of generative AI brings a new
perspective to the field.
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Keypoints

e Machine learning has opened up new possibilities for the statistical anal-

ysis of neuroimaging, such as predictive modeling.

e Brain activity decoding can assess information content in brain maps,

but it requires large sets of observations.

e Encoding models are the reference approach to map complex feature

space to fMRI data, but are limited by the voxel-wise approach.

e Representational similarity analysis is an optimization-free alternative

to encoding, but its statistical interpretation deserves some caution.

e Brain activity decoding can now be enhanced by generative Al technol-

ogy to produce high-quality perceptual reconstructions.




1 Introduction

Over the last two decades, machine learning (ML) has become a key com-
ponent of brain imaging data analysis. Its introduction originally came
from the opportunity provided by the development of Machine learning,
but was also motivated by several needs that emerged in the early 2000s.
A prominent motivation is that while the in-sample statistics used at the
time could provide a reliable inferential framework, they were unable to
make predictions for a given observation, thus defeating the promise of
individualised predictions, whether for diagnosis, prognosis or treatment
response prediction. This need was pervasive across all brain imaging
modalities. A second concern, related to the first, was the increasingly ob-
vious limitations of traditional null hypothesis testing frameworks,
which could produce frequentist statements that were not well suited to
the discovery of novel insights into brain function and the accumulation
of knowledge. A third motivation was the realisation that an important
part of the information conveyed by brain activation images lies in the
patterns they represent [I8]. Here, a pattern should be understood as a
configuration of activity across a given set of brain locations that is infor-
mative about a particular cognitive state or task. This immediately called
for new methods to model and exploit these patterns in analytic tasks.
The fourth motivation came a little later [26]: it was that richer models
would be needed to correctly represent the content of complex stimuli and
map it to brain activity. While traditional statistical inference only con-
siders well-posed designs, where the number of observations exceeds the
number of covariates, modelling larger feature spaces entailed high-
dimensional models that can only be accommodated by relying on ML
techniques.

A historical perspective We propose a perspective based on four
key steps in the development of these machine learning approaches. Rather
than dealing with a strict chronology, these should be seen as conceptual
steps. We nevertheless provide indicative dates for the sake of concrete-
ness.

e Step 1: Pattern analysis and lightweight machine learning(2001-
2008) The whole approach started with the seminal contributions
in [I8] which mainly emphasized a novel pattern analysis approach
to functional brain imaging. Soon, a supervised learning perspec-
tive [8] emerged, introducing well-posed frameworks and really ex-
ploiting the power of the ML techniques that were available at that
time (mostly high-dimensional linear models, such as support vector
machines). This type of framework quickly achieved important suc-
cesses, such as the decoding of orientation from signal in the early
visual cortex |20} [25] However, the pattern analysis received a further
boost with the popularisation of Representational Similarity Anal-
ysis, [30, BI], a neuroimaging avatar of kernel-based data analysis
[16], which soon became popular when used in conjunction with the
so-called searchlight approach.

e Step 2: Improving expressiveness and interpretability (2008-



2018). A landmark paper [26] in 2008 introduced the use of high-
dimensional stimulus representations that could be used in encod-
ing models (see section . Fitting these models actually required
the use of high-dimensional machine learning models. In parallel,
researchers increasingly interpreted brain models [46], and realized
that ML should be regularized to provide more meaningful results.
These resulted in a series of technical developments, e.g. [17, 23] [7].

e Step 3: Critique of standard ML frameworks and sam-
ple size increase (2017-) Until then, neuroscience had worked
in the realm of low-cost ML, with relatively simple models applied
to sample-limited datasets, with risk of overfitting. The community
began to realize the difficulty of evaluating models, or setting hy-
perparameters [43]. While some part of this was due to a poor use
of machine learning tools, a prominent aspect was found to be the
small sample size used in many neuroimaging works dealing with
ML, leading to unreliable results [43]. Subsequently, some works
started to perform large-scale analyses, in particular combining data
from many datasets [32] [33].

e Step 4: The age of deep phenotyping and generative mod-
elling (2022-) The last evolution in the field has come from intense
developments in the fields of ML, now called AI, around the develop-
ment of generative AI, namely the reproduction of content (images,
video, speech, text), conditioned on some user inputs. On the neu-
roimaging side, the main trigger has been the development of large
datasets such as BOLD5000[5] and the Natural Scenes dataset [2],
which provide a large number of responses to visual stimuli in a few
individuals. This has paved the way for a large number of works on
reconstructing percepts from visual activity. See for example [38].

Outline In this chapter, we focus on supervised learning approaches,
setting aside a part a large body of work on unsupervised learning also
known as multivariate decompositions, which have proven to be useful
for many tasks, but are typically one step in a larger pipeline. Those
modeling approaches generally suffer from hard validation and model se-
lection problems. This chapter is centered on functional Magnetic Res-
onance Imaging (fMRI), because the literature in this area is quite rich,
and because it lends itself to the two perspectives outlines above: i) as
an example of a medical imaging modality, it carries the perspective of
cohort studies, individualised predictions, hence personalised medicine i)
as a temporally resolved modality informative about brain function, it
carries information on cognition, as do electrophyiological modalities, and
brain-computer interfaces.

The remainder of the chapter is organized as follows: in Section 2] we
review the main motivations and principles underlying the use of machine
learning techniques in brain imaging data analysis. Then in Section |3 we
focus on supervised classification approaches, often referred to as decoding
approaches in the context of functional brain mapping; in Section [} we
discuss pattern analysis and encoding methods that compare complex
feature spaces with brain activity.



2 Application of machine learning to brain
image analysis

The use of ML in neuroimaging usually corresponds to one of two main
frameworks:

e Intersubject settings, where one tries to make a prediction about
each individual, such as a diagnostic or prognostic task. This type of
analysis has a clear medical relevance. The samples can generally be
considered as independent (although genomic similarity can create
some dependencies), but the classification problem typically suffers
from a large variability between these samples. A special case is
fingerprinting, where brain features, such as brain connectivity are
used as markers of identity [13].

e Intra-subject settings, that discriminate between brain states
and/or assess the global similarity between these brain states. This
is used for cognitive brain mapping, and the result is an assessment
of the regions whose activity is predictive of a particular cognitive
state. The samples are not necessarily independent, because a de-
pendency structure is inherited from the runs that produced the
data. On the other hand, there is limited variability between the
samples. This framework is illustrated in Figure [T}

The motivation for these machine learning frameworks is to infer the
statistical significance of the association between brain image data and
some associated target information, such as individual features or anno-
tations of the presented stimuli. Classical tests consider univariate asso-
ciations between the signal available at a given location and the target
information; this is often called mass-univariate since a large number
of tests are performed in parallel. However these models are limited in
two ways: 1) they do not take into account that different brain locations
may be associated with different, and potentially complementary infor-
mation of the target; ii) they suffer from multiple comparison problems,
where the significance of the tests needs to be corrected for the number
of tests performed, which compromises the sensitivity in the context of
brain imaging.

In contrast, ML approaches rely on an integrated approach, where all
the features in the data are used to jointly fit a given target. More specif-
ically, a dataset consists of a number of individual observations (brain
images), mathematically represented by a vector of values (e.g. voxel sig-
nals) called features. Each observation corresponds to a specific target
value. On the basis of a certain sample of (observation, target) pairs,
one wants to predict the target from the observation. Importantly, the
inference now consists in ensuring that the prediction accuracy of the
ML is higher than chance. This can be done by comparing the accuracy
reached by the ML model with that of a dummy model that relies on a
basic heuristic (random selection, or selection of the most frequent class).
Prediction accuracy is measured in a way that is appropriate with the
learning problem: for a classification problem (with categorical targets), it
can be prediction accuracy, or the area under the receiver operating curve
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Figure 1: Use of machine learning in functional neuroimaging data
analysis. Neuroimaging experiments are designed to probe brain activity in
various contexts. At analysis time, machine learning approaches can be used
to quantify the relationship between cognitive concepts that are probed with
some classes of stimuli versus brain activity. This can be done using decoding
(predicting stimulus characteristics from brain activity) or encoding (predicting
brain activity from stimulus).



of the classification problem, or the area under the precision-recall curve
—among many other metrics. When considering a regression problem,
prediction accuracy is measured by the mean absolute or mean squared
error on the prediction, or by the proportion of the variance of the target
explained by the model (see e.g. |https://scikit-learn.org/stable/
modules/model_evaluation.html for an overview). For significance test-
ing, a distribution of accuracy values should be considered, such as that
obtained by considering multiple draws of a random dummy classifier.
This approach directly addresses the two limitations of classical infer-
ence raised above, although it should be emphasized that the inference
performed is not equivalent to that of a mass-univariate model: whereas
the latter is informative about the location of features associated with the
target, the former is simply informative about the presence of a global
association, representing a kind of global null hypothesis rejection.

Predictive validity A very important advantage of ML approaches
is that they directly assess predictive validity: that is, the accuracy of
the prediction made by the model on unseen data. This is because ML
frameworks require the use of external validation: in fact, an ML model
is typically a complex function that can combine many features to fit an
output. It is well known that when complex models are allowed, it is
always possible to perfectly fit a given target y based on high-dimensional
data x at training time, even if there is no relationship between x and y in
reality. For this reason, it is essential to take another independent dataset
containing new instances of x and y to measure accuracy. In practice, val-
idation procedures consist in dividing the available data into training and
test data, so that a model is trained on the learning data and evaluated on
independent test data to measure accuracy. However, particularly in the
context of brain imaging, it is often the case that the total amount of data
is limited, so that the data available for validation (typically 1/5 of the
data) is even smaller, making the results highly dependent of this peculiar
selection. For this reason, a cross-validation procedure must be considered
instead: several splittings of training and testing are considered, and the
results are averaged across the splittings, leading to a more reliable mea-
sure of performance. This is called cross-validation. The recommended
cross-validation schemes are 5-fold or 10-fold, where k-fold means that
the data are split into k subsamples of equal size, from which k — 1 are
used for training and 1 for testing [3| [43]. But in practice, more complex
schemes are used, either to create more folds, or to take account of some
latent grouping structure in the data or to stratify the cross-validation
scheme with respect to the target distribution of some side information.
The framework is often a bit more complex: as the learner relies on some
hyperparameters, e.g. regularization parameters or dimension selection,
which cannot be inferred upon at training time, another batch of obser-
vations has to be considered to measure the model accuracy for different
values of hyperparameters. In this case, a nested cross-validation loop
must be used; more simply, practitioners will rely on a tri-partitioning of
the data [14]. A typical framework is illustrated in Fig.

In summary, the main advantages of ML approaches to brain imaging
is their reliance on predictive validity criteria, which leads to trustworthy


https://scikit-learn.org/stable/modules/model_evaluation.html
https://scikit-learn.org/stable/modules/model_evaluation.html

:3 1 — training data model fitting
\& &)
fMRI data \ - & validation data yper-parameter
‘FP‘ \@ cross setting
T m validation

L— test data

associated labels

model evaluatio

Figure 2: Outline of the standard Machine learning analysis pipeline.

results, without making untestable assumptions about the data [44].

Pros and cons of ML frameworks for neuroimaging It is
useful to consider the advantages of ML frameworks and their limitations.

e Benefits

— ML frameworks can handle ill-posed settings: ML learners
can make a prediction, even if the number of samples n used
for training is smaller than the number of dimensions p in the
data. This is true even when relying on conceptually simple
linear models: in such cases, using a shrinkage estimator such
as Ridge or Lasso regression, makes the problem well-posed.
The only cost is the introduction of an hyperparameter that
controls the amount of shrinkage.

— ML frameworks can generalize what was learned during train-
ing to data that is out-of-distribution, but with some poten-
tial latent relationships. For example, in [2§], it was shown
that a classifier trained to discriminate between leftward versus
rightward saccades actually classify mental additions as right-
ward saccades, and mental subtractions as leftward saccades,
but only when instantiated on some regions of interest in the
brain volume.

e Limitations

— Classification accuracy is a meaningful number (e.g. if the
chance prediction accuracy is 50%, it is easy to interpret a 55%
accuracy as the evidence of weak information, whereas a 95%
classification accuracy indicates a strong effect), but the statis-
tical significance of these numbers is difficult to establish. For
example, accuracies from different folds are not statistically in-
dependent, which undermines the use of simple statistical tests
of accuracy across folds.

— Machine learning methods are costly. For a learning problem
with n samples and p features, the computational complexity
is at least mpmin(n,p). Other estimators can be much more
expensive. This makes it difficult for practitioners to use such
models. Fortunately, the development of ergonomic ML frame-



works in the years 2010 has made these approaches accessible
to many researchers [IJ.

— ML methods are data greedy [43]: Since model training in-
volves learning many parameters, a stable estimate can only be
obtained when enough samples are available. It is increasingly
recognized that most publications rely on too few samples to
make reliable inferences.

— ML frameworks are more complex than traditional statistics,
and have sometimes been misused by practitioners, leading to
data leakage [45] and hence flawed performance evaluation. Even
with the use of cross-validation, the reliance on too limited
datasets to set hyperparameters can lead to also lead to over-
fitting [43]. Many contributions have led to non-reproducible
results, e.g. [24].

In summary, machine learning frameworks have rapidly become pop-
ular as neuroscientists have realised their potential to address new ques-
tions. However, these frameworks require some technical insight and have
sometimes been misused.

3 Decoding and individual prediction

The most emblematic and impactful ML tool for brain imaging is probably
that of classification of high-dimensional data, often referred to as decoding
in the context of cognitive neuroscience.

High-dimensional classification or regression In this section
we focus on a key use case for ML for brain imaging: the decoding frame-
work, where image data is used to make a prediction, either an individual
assessment or some cognitive information related to stimulus processing
in a given trial. This type of work relies on supervised classification or
regression, which typically involves a high-dimensional learner that maps
the information in the brain images, represented by a vector x of features,
to the prediction of the target information y. Classification is used when
y is a categorical variable, while regression is used when y represents a
scalar quantity. A prominent problem is the optimal classifier f is typi-
cally sought in large family F. Since it is possible to fit the training data
almost perfectly with models in F, there is overfitting, i.e. a large gap
between the training and test errors. This gap can be reduced by using
regularisation to penalise the complexity of the model learned within F,
and such penalisation is often beneficial for prediction accuracy. Another
approach to improving prediction is not to consider the full set of features
in x, but to reduce it to an informative subset by using a feature selection
approach. The most popular approaches are univariate feature selection,
which selects the best features according to their association with y, and
recursive feature elimination [9], but the latter is much more costly, and
in general, not more powerful. Both approaches are heuristics, i.e. come
without optimality guarantees, and require the tuning of additional hyper-
parameters, such as the number of features used. Hyperparameter and



feature selection must be done on the training set. This framework is well
summarised in [21].

Intrestingly, this model has been easily reused in other areas of neu-
roscience, such as electrophysiology. There, the temporal resolution of
the data provides additional flexibility; for example, whether a classifier
trained on signal in one time window yields a prediction in another time
window is indicative of the temporal structure of brain activity [27].

Interpretability and inference Making accurate predictions is not
enough. Researchers also need to be able to make sense of the model. This
requires that models are interpretable. Since the early days of the field,
researchers have relied on linear high-dimensional models, that provide
weights per feature, since the prediction model is nothing but a weighted
sum of the inputs, e.g., f(x) = sign(w’x + b), where w € R? is a weight
vector and b a bias parameter, for a binary classification problem. Then,
for j € {1---p}, w; represents the importance of feature j. If the features
are brain voxels, they form a map, the feature map. Inspection of weights
has been done since [35] to interpret the learned model for classification.

However, several problems arose. The first one is that these weight
maps were not easy to interpret, and sometimes lead to salt-and-pepper
structure that does not make sense. The reason is simple: Learning w in
the training phase is an ill-posed problem, since the number of features
(brain voxels) is much larger than the number of observations. As a con-
sequence, there are an infinite number of possible solutions that perform
equally well. Considering a weight map means that one such solution is
considered but this may not be the most meaningful one. The solution
to this is to complement the learning problem (minimising of the train-
ing loss function ¢(f), which measures the error rate on the training set)
with a meaningful regularizer R(f), which imposes some properties on
the estimated f. In the case of a linear model, taking R(f) = ||w||3 leads
to Ridge regression R(f) = ||w||1 to a Lasso problem with few non-zero
coefficients in w, but more complex regularization schemes penalize sharp
variations of w when it is considered as an image [I7]. Similarly, total
variation penalisation has been used in this framework. In all cases, the es-
timation of f becomes much more complicated, and it involves additional
hyperparameters.

Considering that much of this computation was overkill, alternative
approaches have emerged, such as Fast Regularized Ensembles of Classi-
fiers, which parcellate (group) voxels into small regions, average the signal
within these regions, and then assign weights to the regions. To mitigate
the effects of an arbitrary choice of parcellation, the procedure was re-
peated with different parcellation schemes that were equally good at rep-
resenting the data. The resulting estimation procedure is more efficient
and more stable than estimation schemes involving complex penalisation
[23]. This is illustrated in Figure

All this is helpful for interpretation, but one may still wonder how
to make sense of the resulting weights, since they are not independent
across features. The rigorous way to interpret these weight maps was first
presented in [46]; a certain coefficient w; representing the importance of
feature j can be interpreted as a conditional association test: w; # 0
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Figure 3: Qualitative comparison of decoder weight maps: Weight maps
for different discriminative tasks on the HCP dataset, thus in an inter-subject
setting. The maps are thresholded at the 99 percentile for visualization pur-
poses. Note that this is an inter-subject setting, where the classification model
has to generalize across individuals. The weight maps obtained with TV-L1
and FReM methods with clustering display a prediction driven by the func-
tional areas of the visual mosaic, such as: primary visual areas, lateral occipital
complex, the face and place specific regions in the Fusiform Gyrus. This figure
was originally part of [23].

means that y depends on x; conditionally on other features used, i.e. that
it brings original information for prediction. This is in contrast to classical
marginal importance scores, which consider the association between x;
and y, without taking other information into account. This explains in
particular why this importance score is computationally difficult to obtain.
However, it remained unclear at that point whether reliable statistical
inference could be performed on these conditional importance coefficients.
This was successfully addressed in [7], borrowing ideas from [23].

Overall, the difficulty of correctly interpreting the model coefficients
has become increasingly apparent over the years, but rigorous interpreta-
tion has become feasible, although not at full brain resolution.

To conclude this section, let us briefly mention three extensions of
the basic decoding framework: hyperalignment, large-scale decoding and
generative decoding.

Hyperalignment It is often interesting, and sometimes necessary for
reasons of sample size, to consider data from different individuals simulta-
neously when decoding brain activity. The problem then becomes one of
intersubject differences, that reduce the ability of the classifier to gener-
alise across individuals. Hyperalignment has been developed to align data
from mutliple individuals, so that they can be pooled [19]. As there are
many different flavors of hyperalignment, using different models of brain
correspondence across individuals [42], a comparison of these techniques
in the context of brain activity decoding has been presented in [4].

Large-scale analysis Acknowledging that the main weakness of de-
coding stems from two limitations: %) the lack of data, which leads to
unreliable accuracy and coefficients i) the discrimination of limited sets
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of cognitive categories, which does not allow to build a consistent pic-
ture of the associations between brain regions and cognitive tasks, recent
efforts have been paid to perform decoding at large scale, using public
image repositories [32] [33], as long as they contain images with a range of
values consistent with those of the task-related maps, and meaningful la-
bels. This has highlighted the fact that one of the main problems is that
consistently labelling images with cognitive concepts is a difficult task,
and is likely to be the main limitation to large-scale decoding efforts [33].
Similarly, large-scale decoding has been performed by relying on the loci
reported in publications, creating a novel type of predictive meta-analytic
framework [10].

Generative decoding The impressive development of generative deep
learning in recent years [I5] has led to an unexpected development: since
linguistic content or images can be conditionally generated, given some
latent information, then decoding can simply be used to predict such la-
tent representations. In such a setting, deep learning (often referred to
as AI systems) generates hallucinations, i.e. images that could be held
in mind, but those are constrained by the latent information conveyed by
the brain data. The resulting reconstruction can reach impressive levels of
accuracy [38]: seen images or heared speech can be reproduced with high
fidelity using fMRI [41] or MEG data [12], but the whole field is moving
very fast, suggesting than other cognitive content could be decoded in a
near future. The utlimate limitation to such decoding efforts is the avail-
ability of large-scale neuroimaging data associated with stimuli, within
subject, to get a sufficiently accurate decoding of brain activity towards
latent space. The necessary data are currently available only in very few
datasets [5] 2].

4 Encoding and Representational Simi-
larity Analysis

Encoding models Since the seminal work of [26], it has become in-
creasingly popular in the cognitive neuroscience community to build com-
plex models of the stimuli and then to study how well these complex
features together fit the brain activity. This framework was conceptual-
ized in a subsequent paper [37]. The approach is to use a high-dimensional
regression model to explain the activity in each voxel from a large set of
features. Thus, it remains a mass-univariate approach, but with a high-
dimensional feature space. As the problem is most constrained by the
limited signal-to-noise ratio of each voxel time course, a simple and com-
putationally efficient Ridge regression approach is typically sufficient to
construct the encoding model. Its accuracy is measured by the prediction
error of the model on a left-out run. If the feature space consists of sev-
eral sub-spaces containing different classes of features, it may be better
for fitting and prediction purposes to adapt the Ridge penalty to each
sub-space. This is called Banded Ridge regression [11].
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Representation similarity analysis An alternative framework has
been proposed, namely representation similarity analysis (RSA) [3I]. It
consists in bypassing the optimization inherent to the fitting of brain data,
but instead taking into account the similarities between the samples (each
sample being associated with a stimulus event), measured by their mutual
distance in high-dimensional feature spaces. These similarity values are
then compared to the similarity in brain activity evoked by the response to
the stimuli. This similarity is typically measured in a small brain region.
For a given set of stimuli, we thus obtain a matrix of stimuli X stimuli
similarities —typically the correlation matrix of brain activity. The core
of the approach is then to assess how the feature space similarity and
the brain activity similarity correspond. This statistical approach can be
seen as a proxy for the mutual information between the stimuli in the
high-dimensional feature space on the one hand, and brain activity on the
other hand [30].

The advantage of this framework is that it is cost effective, since it does
not rely on any optimisation procedure. It naturally provides a region-
level mapping of the correspondence between brain activity and stimuli.
The disadvantage of this approach is that it does not make it explicit which
feature of the stimuli (within a given space) drives the correspondence. It
has no predictive validity —whereas encoding models do. When used in
a searchlight approach, i.e. the brain region is a small sphere centred on
each brain location in turn, it becomes expensive again, and it is unclear
how to declare statistical significance for the RSA values.

There have been few formal comparisons between encoding and RSA
approaches so far, but there is evidence that encoding approaches may
have more general validity [6].

Canonical Correlation Analysis and Partial Least Squares
For population studies, RSA or encoding methods are rarely used. Yet,
with the construction of richly phenotyped population cohorts, there has
been some interest in exploring the relationships between brain activity
and brain characteristics. To capture the essence of the association, there
is a relatively broad consensus that brain traits should be compared with
behavioral or genetic phenotypes, resulting in many-to-many association.
While this can be done in the regression framework, e.g. using Random
Forests or Reduced Rank Regression [39], a more popular solution so far
has been, Canonical Correlation Analysis (CCA), which aims to build
a linear combination of variables within each block that are maximally
correlated with the corresponding variables in the other block [40]. The
resulting correlation can be measured out-of-samples, thus avoiding con-
cerns about statistical circularity.

However, this type of approach usually requires a prior reduction in the
dimensionality of the data, in general done with a principal components
analysis of the variables within blocks. This makes the computation quite
efficient but blurs the identification of the correspondences measured be-
tween blocks of data. Another possibility is to use Partial Least Squares
(PLS), an approach that maximises the covariance between blocks rather
than the correlations, which makes the loadings within blocks somewhat
correlated with the principal components in that block. Recently, the low
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reproducibility of this type of association (whether CCA or PLS) when
the sample-to-feature ratio is not very high, has called into question the
reliability of this type of inference [22].

5 Conclusion: generative modeling in the
AT toolbox

ML tools have become increasingly popular for neuroimaging data analy-
sis. Decoding is certainly a major tool, that can be very powerful to issue
individualized prediction or measure the presence of task-related signal in
a given part of the brain. However, it can be hard to use properly, requires
a lots of data, and needs some effort to yield valid interpretations. RSA
and decoding, on the other hand, provide a local view of association that
bypasses the interaction between brain regions that complexify the inter-
pretation of decoding weights. However, they do not provide per-sample
predictions.

The impressive development of artificial intelligence opens huge op-
portunities for the field of machine learning for brain imaging: being able
to represent and generate visual or language content open very intriguing
possibilities, such as decoding internal thoughts, visualize percepts and
mental images, generate voice content [34], making an obvious link with
Brain Computer interfaces (BCIs). It could be further fostered when used
in association with inter-subject mapping tools, and by the development
of AT models for other type of high-level content.

Another future direction is a nearing between ML-powered cognitive
brain imaging and computational neuroscience in the framework of what
is now known as cognitive computational neuroscience [29, [36] that relies
extensively on the conceptual setting laid out by machine learning models.
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