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A frequent problem in biomedical machine learning is the issue of imbalanced classes, especially when datasets are small, 
which restricts the performance of deep learning methods. To address this issue, generative models are often used to gener-
ate additional synthetic data. Specifically, image-to-image models can transform input images to match the characteristics 
of target images. However, training such models on small datasets can affect the quality of synthetic samples. We propose a 
new method to filter generative outputs of an image-to-image Brownian Bridge Diffusion Models (BBDMs) using Uniform 
Manifold Approximation and Projection (UMAP) dimension reduction of a real data classifier’s feature space. We apply 
this methodology to filter synthetic chromosomal aberrations generated from the blue DAPI-colored channels in the con-
text of cytogenetic Fluorescence In Situ Hybridization (FISH) microscopy. Our method shows that such filtered synthetic 
data significantly enhance classification performance compared to the state of the art CycleGAN and could potentially be 
applied to a variety of other generative models.

Keywords: Biomedical imaging, Generative models, Image-to-image translation, Filtering, Classification, Chromosomal 
aberrations

1. Introduction 

Biomedical imaging involves the acquisition, processing, and visualization of structural or functional images of living 
organisms or systems. The complexity of biomedical data often necessitates experts to annotate the data, making the 
annotation process both time-consuming and expensive [1]. Consequently, most biomedical datasets are limited in size, 
which presents significant challenges for machine learning tasks [2–4].

For a classification task, the elements of interest, such as specific biological anomalies, are often rare [5, 6]. This 
rarity is particularly problematic to achieve high classification performance in unbalanced and small datasets. Several 
techniques have been developed, such as re-sampling and cost-sensitive learning [7–11]. Re-sampling [7, 10, 11] balances 
class distribution by over-sampling or under-sampling, while cost-sensitive learning [8,9] assigns different misclassification 
costs to classes, both requiring careful implementation to avoid over-fitting, under-fitting, or high false positive rates. 
These methods are often inefficient in the context of small biological datasets [2–4]. Moreover, it has been found that for 
image classification in deep learning, underrepresented classes can benefit from features learned from overrepresented 
classes. This arises from the observation that the first layers of a convolutional network encode low level, generic 
features, while deeper layers progressively encode high-level, class-specific features [12]. As such, all classes benefit from 
good low-level features. Therefore, if one seeks to detect a rare object class with deep learning, it is useful to use 
overrepresented classes.

In this study, we address the issue of binary classification, where one class is significantly underrepresented. Generating 
synthetic data provides an opportunity to balance the dataset by producing additional samples of the underrepresented 
class [5, 6]. Diffusion models [13, 14] have been shown to produce better quality samples than Generative Adversarial 
Networks [15–17] (GANs), which is particularly important for the complex biomedical data used in our classification 
task [18]. On small datasets, GANs often suffer from discriminator overfit, leading to mode collapse. Image-to-image [19–
22] diffusion models, such as Brownian Bridge Diffusion Models (BBDMs) [22, 23] hence offer an attractive alternative,



but the quality of their synthetic data is still compromised when trained on small datasets [24–26]. In this case, there is a 
need for a robust filtering mechanism to select the most realistic s amples. We propose a novel approach to filter synthetic 
samples using the feature space of a classifier [27] trained on real d ata. By applying Uniform Manifold Approximation 
and Projection (UMAP) [28] dimension reduction on the penultimate layer, we can map the feature space of real data and 
identify the region corresponding to the underrepresented class. Generated samples are then projected into this feature 
space, and only those that are closest to the real data underrepresented class are retained.

To demonstrate the efficiency of our approach, we investigated the classification of chromosomes in Fluorescence In 
Situ Hybridization (FISH) [29,30] microscopy images where the occurrence of chromosomal aberrations is rare. More pre-
cisely, the artificial chromosomal translocations generated from the blue DAPI (4’,6-diamidino-2-phenylindole) channels 
of unannotated chromosome images were filtered through the UMAP [28] feature space to provide additional translocation 
samples to the real dataset. Our results indicate that the proposed method can significantly enhance classification perfor-
mance based on diffusion models compared to other generative strategies (CycleGAN) and provide a viable solution to 
improve classification scores in small and imbalanced biomedical datasets.

2. Method 

2.1 Brownian Bridge Diffusion Model (BBDM)
The Brownian Bridge Diffusion Model (BBDM) [22] offers a novel approach to image-to-image translation by modeling 
the process as a stochastic Brownian bridge. This method differs from traditional Denoising Diffusion Probabilistic Models 
(DDPMs) [13] by directly mapping transformations between two image domains through a bidirectional diffusion process, 
rather than using a conditional generation process. This approach mitigates the gap between distinct domains and enhances 
the stability and theoretical grounding of image synthesis.

2.1.1 Forward and Backward Processes
In the forward diffusion process, the BBDM starts with clean data x0 sampled from the data distribution qdata(x0) and 
gradually adds noise to transition towards a standard Gaussian distribution. The key equations governing this process are:

qBB(xt|x0, y) = N (xt; (1−mt)x0 +mty, δtI), (1)

where x0 is the initial state, xt is the intermediate state, y is the target image, mt =
t
T is the interpolation coefficient with

T the number of diffusion steps, I as identity, and δt represents the variance schedule. The forward process in the BBDM
can thus be seen as a Markov chain with transition probabilities defined as:

qBB(xt|xt−1, y) = N (xt;
1−mt

1−mt−1
xt−1 +

(
mt −

1−mt

1−mt−1
mt−1

)
y, δt|t−1I), (2)

where δt|t−1 = δt − δt−1(1−mt)
2

(1−mt−1)2
. This process ensures a smooth transition from the initial state to the target state by

conditioning the intermediate states on both endpoints, forming a bridge.

The reverse diffusion process aims to predict the previous state xt−1 from the current state xt. Unlike traditional
diffusion models, which start from pure noise, BBDM begins from the target image y. The reverse transition probability is
defined as:

pθ(xt−1|xt, y) = N (xt−1;µθ(xt, t), δ̃tI), (3)

where µθ(xt, t) is the predicted mean and δ̃t is the fixed variance. The mean µθ(xt, t) is predicted using a neural network
parameterized by θ. This network is trained to minimize the difference between the predicted noise and the actual noise
added in the forward process.



2.1.2 Training Objective
The training objective of the BBDM is to optimize the Evidence Lower Bound (ELBO), formulated as:

ELBO = −Eq [KL(qBB(xT |x0, y)∥p(xT |y))]

+
T∑

t=2

KL(qBB(xt−1|xt, x0, y)∥pθ(xt−1|xt, y))− log pθ(x0|x1, y)

]
. (4)

Since xT = y in the Brownian Bridge process, the first term becomes a constant and can be ignored. The training focuses 
on minimizing the Kullback-Leibler (KL) divergence between the forward and reverse processes at each step, ensuring that 
the model learns to generate images that closely match the target distribution.

To improve efficiency, the BBDM employs an accelerated sampling process similar to the Denoising Diffusion Implicit 
Models (DDIM) [31]. This involves using a non-Markovian process that maintains the same marginal distributions as the 
Markovian inference process. By selecting a subset of relevant variables and optimizing the transition probabilities, the 
sampling process can be significantly sped up without compromising the quality of the generated images.

The BBDM framework thus provides a robust method for image-to-image translation, leveraging the properties of the 
Brownian Bridge to achieve high fidelity and diverse synthetic image generation.

2.2 ResNet Classifier for Feature Extraction
Residual Networks (ResNets) [27] provide a robust framework for deep learning by mitigating the vanishing gradient 
problem through the use of residual connections. These connections allow the network to learn residual functions with 
reference to the layer inputs, which simplifies the optimization of deeper networks.

The architecture of ResNet is designed to enable the training of very deep networks. The key innovation in ResNet is 
the introduction of residual learning blocks. A basic residual block can be expressed as:

y = W2σ(W1x) + x, (5)

where σ denotes the ReLU activation function, and W1 and W2 are the weights of the convolutional layers.

For deeper networks, a bottleneck design is often used to reduce the number of parameters and computational com-
plexity. A bottleneck residual block is defined as:

y = W3σ(W2σ(W1x)) + x, (6)

where W1, W2, and W3 are the weights of the 1x1, 3x3, and 1x1 convolutional layers, respectively.

The trained ResNet model provides a robust feature extractor [12] based on the penultimate layer (layer just before 
the last fully connected layer) generating high-dimensional feature vectors that are crucial for subsequent steps in our 
methodology.

2.3 Uniform Manifold Approximation and Projection (UMAP)
Uniform Manifold Approximation and Projection (UMAP) [28] is a manifold learning technique for dimension reduction 
that is highly effective for both visualization and general-purpose machine learning tasks. UMAP builds on mathematical 
foundations in Riemannian geometry and algebraic topology, creating a practical, scalable algorithm applicable to real-
world data.

The UMAP algorithm approximates the manifold on which the data lies by assuming that the data is uniformly dis-
tributed. This assumption, while simplifying, is beneficial for theoretical reasons similar to those employed in Laplacian 
Eigenmaps.

The core of UMAP’s methodology is constructing a topological representation of the data through fuzzy simplicial 
sets. The steps involved in this process are:

1. Nearest Neighbor Search: UMAP starts by finding the nearest neighbors for each data point in the high-dimensional
space. This step is crucial for constructing the local fuzzy simplicial set memberships.



2. Constructing High-dimensional Fuzzy Simplicial Sets: Local fuzzy simplicial set memberships are defined for each
data point based on the distances to its nearest neighbors. The memberships are calculated as:

vj|i = exp

(
−d(xi, xj)− ρi

σi

)
, (7)

where d(xi, xj) is the distance between data points xi and xj , ρi is the distance to the nearest neighbor of xi, and σi

is a normalization factor determined heuristically.

3. Symmetrizing the Memberships: The local memberships are symmetrized using a fuzzy set union to create a topo-
logical structure:

vij = vj|i + vi|j − vj|ivi|j . (8)

4. Optimizing the Low-dimensional Representation: The low-dimensional similarities are given by a smooth, differen-
tiable function of the Euclidean distance between points:

wij =
(
1 + a∥yi − yj∥2b

)−1
. (9)

Here, a and b are hyperparameters that control the tightness and balance of the embedding. The optimization pro-
cess aims to minimize the cross-entropy between the high-dimensional and low-dimensional fuzzy simplicial sets,
ensuring that the local structure of the data is preserved in the embedding.

2.4 Feature Space UMAP Filter
2.4.1 Feature Extraction and Visualisation
The extracted feature vectors from the ResNet classifier represent the high-dimensional feature space of the real data. These 
feature vectors serve as the input for the UMAP algorithm, which will project them into a lower-dimensional space. Using 
the low-dimensional UMAP projection, we identify the region corresponding to the underrepresented class using gaussian 
mixture density estimation. This involves examining the UMAP projection to localize the underrepresented data class in 
the feature space. A filter i s c reated b ased o n t he c onfidence el lipsoid co ntour of  th e ga ussian di stribution component 
describing the most adequately the underrepresented class, in order to retain only those synthetic samples that are close to 
the real data samples of the underrepresented class. The confidence level of the gaussian component contour was defined 
according to its weight in the mixture model.

2.4.2 Filtering Synthetic Samples
The generated synthetic samples are projected into the UMAP space. Using the filter, we select only the samples that fall 
within the identified region, ensuring that the synthetic data closely resembles the real data of the underrepresented class. 
The pipeline is shown in Figure 1.

Figure 1. The Proposed UMAP Filter Pipeline. Real data is used for the training of the classifier and the generative models. The feature
space UMAP projection is exploited to filter synthetic data.



3. Experiments
3.1 Dataset
Following exposure to ionizing radiation, it is necessary to refine the assessment of the dose received (sorting of victims, 
radiotherapy control, etc.). Among the available techniques, biological dosimetry based on cytogenetic imaging consists 
of counting chromosomal aberrations (CA) within circulating lymphocytes. These aberrations can be unstable or sta-
ble, the latter being more suitable to perform retrospective dosimetry years after exposure. The main stable aberration 
is the chromosomal translocation which persists in cells during cell division and can serve as a basis for a dosimetric 
reconstruction several years after exposure. They can be identified through color colocalizations in Fluorescence In Situ 
Hybridization (FISH) imaging [6, 29]. The CA manual scoring procedure is long and tedious, requiring trained biologists, 
and to our knowledge no automated solutions are available. The images are acquired by fluorescent staining of 3 pairs 
of chromosomes (painting of chromosome 2 in red, chromosome 4 in green and chromosome 12 in yellow). The blue 
channel contains a representation of the DAPI dye which sticks to all genetic material. The red and green channels contain 
representations of the fluorescent painting.

In this study, we define 2 chromosome classes. Class 1 (Normal), chromosomes with uniform fluorescent staining. 
They appear as red, green or yellow in the merged RGB images. Class 2 (Aberration), chromosome aberrations (underrep-
resented), specifically chromosomal translocations.

Additionally, we utilized Cellpose [1,32] to segment the chromosomes and construct the instance database for the gen-
erative model training. Cellpose is a generalist, deep learning-based segmentation method designed to precisely segment 
cells from a wide range of image types without requiring model retraining or parameter adjustments. The core of Cell-
pose’s methodology is a neural network that predicts spatial gradients based on a U-Net [33] architecture. This network 
down samples convolutional maps before up sampling them in a mirror-symmetric fashion, facilitating accurate segmenta-
tion by grouping pixels that converge to the same point. This segmentation process is crucial for focusing the analysis on 
individual chromosomes and their aberrations, thereby enhancing the accuracy of our generative models and subsequent 
classifications. Examples of segmented chromosome aberrations are shown in Figure 2.

Figure 2. Example of Segmented Translocated Chromosomes. First column is the RGB image showing typical color co-localization
present in translocations. Second, third and fourth columns are blue (DAPI), red and green channels, respectively.

Table 1 shows the distribution of annotated data used for training, validation, and testing, which highlights the imbal-
ance between normal and aberrant chromosomes, a critical aspect to address in our analysis. Table 2 describes two datasets
of unannotated metaphases and chromosomes. These unannotated datasets are used for inferring synthetic data when the
generative model is trained in order to augment the classification task.



Table 1. Real Annotated Dataset used to train the classifier and the generative models. The aberration class in bold is strongly underrep-
resented.

Train Val Test

Normal: fully colored chromosomes 10849 4095 3114

Aberration: chromosomal translocations 1021 397 263

Table 2. DAPI Chromosome Dataset used to infer the image-to-image models. Chromosomes are extracted from images of lymphocytes
frozen in the metaphase stage of cellular division.

Metaphases Chromosomes

DAPI Data 9130 31507

3.2 Classification Baseline
To establish a baseline for our classification task, we trained a Residual Network [27] model on the real dataset of Table 1. 
ResNet, known for its robustness and accuracy in image classification t asks, serves as an appropriate choice for distin-
guishing between normal chromosomes and chromosomal aberrations in our FISH images. The training process involved 
optimizing the network to minimize classification errors using the annotated dataset described in the previous section.

The impact of data augmentation on model performance was a key focus of our experiments. We aimed to compare the 
classification scores with and without the use of data augmentation to evaluate its effectiveness on future synthetic data. In 
our study, we applied simple horizontal and vertical flip as well as rotation augmentations to the training images.

The results of the baseline classification, with and without data augmentation, are summarized in Table 3 . Details on 
classification results can be found in appendix B.

Table 3. Baseline ResNet Classification Scores on Real Data for the Underrepresented Aberration Class.

Precision Recall F1-Score

Without Augmentation 0.81± 0.04 0.72± 0.03 0.76± 0.02

With Augmentation 0.83± 0.02 0.78± 0.01 0.81± 0.01

3.3 Generative Model Training and Sampling
The BBDM [22] was trained for an image-to-image task on the underrepresented class of the annotated dataset to generate 
synthetic images of chromosomal aberrations from blue DAPI channel inputs of a chromosome images. The training 
process involved configuring t he B BDM w ith p arameters a nd h yperparameters c losely a ligned w ith t hose u sed i n the 
original paper. During training, the model parameters such as the number of diffusion and sampling steps were carefully 
tuned to achieve the best possible results. The training loss was monitored to ensure that the model converged to a state 
where it could generate high-fidelity synthetic samples.

However, the quality of the generated samples varied, with some samples closely resembling real chromosomal aber-
rations while others did not. This variation in quality can be seen in Figure 3. In the first row of Figure 3, we present a 
bad sample: the first image shows the original chromosome, the second image shows the blue DAPI-colored channel, and 
the third image shows the BBDM-generated sample. The BBDM-generated sample in the first row does not adequately 
resemble a chromosomal aberration. Conversely, the second row of Figure 3 illustrates a good sample: the generated image 
closely matches the characteristics of chromosomal aberrations. This demonstrates the potential of the BBDM when the 
training conditions and parameters are optimal. More examples of generated samples can be found in the appendix A.



Figure 3. Example of BBDM Synthetic Chromosomes inference. First column is the normal chromosome, second is the blue channel
input (DAPI), third is the synthetic aberration output.

Additionally, we tested the CycleGAN [20] model for generating synthetic chromosomal aberrations. The results from
CycleGAN showed evidence of mode collapse, attributed to discriminator overfit, which is a common issue in GANs when
dealing with small datasets. This is illustrated in Figure 4 and highlights the advantage of diffusion models over GANs in
producing high-quality samples.

Figure 4. Example of CycleGAN Synthetic Chromosomes. The color colocalizations are often unsatisfactory and most chromosomes
are colored in green, indicating mode collapse.

To further evaluate the quality of the synthetic samples, we conducted an Structural Similarity Index Measure (SSIM)
analysis. The process involved calculating the SSIM matrix between training samples and synthetic samples and examining
the maximum SSIM score for each synthetic sample. We then analyzed the density estimations of these maximum SSIM
scores. This analysis shown in Figure 5 provided additional insights into the similarity and quality of the synthetic samples
compared to the real training data, and it showed that BBDM outperformed CycleGAN in generating high-quality synthetic
samples.

Figure 5. Structural Similarity Index Measure (SSIM) Analysis comparing BBDM and CycleGAN inference quality. Left is the density
estimation of the max SSIM score between synthetic and real data. Right is the associated maximum SSIM scatter plot. Both represen-
tations indicate that the BBDM’s scores are mostly greater.



3.4 Feature Space UMAP Filter
In this section, we apply the UMAP [28] methodology presented in section 2.4 to our real and synthetic datasets. The 
primary goal is to visualize and analyze the feature space of the chromosomal data to understand the quality and distribution 
of the generated synthetic samples.

We start by extracting feature vectors from the real and synthetic images using the ResNet model trained on the real 
dataset as described earlier. These feature vectors capture the essential characteristics of the chromosomes and serve as 
input for the UMAP algorithm. The UMAP algorithm is then applied to reduce the dimensionality of feature vectors of the 
real data (translocations and colored chromosomes), enabling us to visualize the real data in a lower-dimensional space. 
The feature vectors of the synthetic translocation chromosomes were then projected in this UMAP embedding space to 
visualize their proximity with the real translocations.

Figure 6 shows the UMAP projection of the real data feature space. This figure includes two plots: one showing all the 
data (both normal chromosomes and aberrations) and another showing only the chromosomal translocations. The UMAP 
visualization helps in understanding the distribution and clustering of the chromosomal aberrations within the feature space.

Next, we project the feature vectors of the synthetic data into the same UMAP feature space. Figure 6 illustrates the 
projection of the synthetic dataset generated by the BBDM. By comparing these projections with the real data, we can 
assess the quality of the synthetic samples through their proximity to the real chromosomal translocations.

All Real Data Real Translocations Synthetic Translocations

Figure 6. UMAP Space Projections and their probability density estimation. Left is all Real Data classes, middle is Real Data underrep-
resented translocation class, right is BBDM Synthetic translocation Data.

As expected, the UMAP projections reveal that the distribution of the synthetic data is different from the real aberra-
tions. While some synthetic samples were projected closely to the real chromosomal aberration subspace, others do not.
With the UMAP visualizations these disparities become evident, where the synthetic data points are more dispersed com-
pared to the tighter clustering of the real aberrations. This dispersion explains why some synthetic samples are considered
bad, as they do not adequately capture the localized patterns observed in real chromosomal aberrations.

The distribution of the UMAP coordinates of the translocated chromosomes can be captured by a two components
gaussian mixture model. The gaussian component with the highest weight adequately covers the transclocation UMAP
region. To improve the quality of the synthetic data, we filter the synthetic samples by the ellipsoide contour of this
gaussian component at a given confidence level. This filter can be tuned depending on the classification results, allowing
for dynamic adjustment of the synthetic data quality based on the model’s performance. Table 4 shows the number of
chromosomes before and after applying the UMAP filter for two datasets.

Table 4. BBDM Synthetic Data Before and After UMAP Filter.

Dataset Before Filter After Filter

BBDM Data 31507 24619

By identifying and understanding the differences in the distribution of real and synthetic data, the UMAP analysis
underscores the importance of the feature space localization for retaining high-quality synthetic samples.



3.5 Classification Evaluation
The effectiveness of our approach was evaluated by comparing the classification performance of ResNet models trained on 
the real dataset with and without the inclusion of synthetic data. The results demonstrate the impact of our synthetic data 
generation and filtering methods on improving the classification of chromosomal translocation.

As established in section 3.2, the baseline ResNet model, trained on augmented real data, achieved scores seen in 
Table 3. These results highlight the benefit of data augmentation i n enhancing t he model’s p erformance. H owever, to 
further address the class imbalance in the dataset and improve classification a ccuracy, w e i ncorporated s ynthetic data 
generated using the BBDM.

Table 5 summarizes the classification scores when the model was trained without any additional augmentation tech-
niques, using real and synthetic data. The results show that the inclusion of synthetic data generated from the DAPI data 
improved the recall rates compared to the model trained on real data alone. This indicates that the synthetic data effectively 
increased the model’s ability to identify true chromosomal aberrations, although with a slight trade-off in precision.

We also tested the inclusion of synthetic data generated by CycleGAN and compared it with BBDM-generated data. 
Table 5 includes the classification scores with CycleGAN-generated data, which further demonstrates the superiority of 
BBDM in this context. CycleGAN’s high precision and low recall provides additional insight of mode-collapse.

Table 5. Classification Scores Without conventional Data Augmentation.

Precision Recall F1-Score

Real Data 0.81± 0.04 0.72± 0.03 0.76± 0.02

Real Data + BBDM Data 0.75± 0.07 0.84± 0.02 0.79± 0.04

Real Data + CycleGAN Data 0.85± 0.03 0.14± 0.09 0.23± 0.05

Table 6 presents the classification scores when data augmentation was applied in addition to incorporating the UMAP
filtered synthetic data. The inclusion of synthetic data along with data augmentation resulted in further improvements in the
classification performance. The pooled data (real and synthetic data) achieved higher F1 scores compared to the baseline
model trained on real data with augmentation. Specifically, the model achieved an F1 score of 84%, the highest among all
configurations, with no tradeoff in precision.

Table 6. Classification Scores With conventional Data Augmentation on Real Data.

Precision Recall F1-Score

Augmented Real Data 0.83± 0.02 0.78± 0.01 0.81± 0.01

Augmented Real Data + BBDM Data 0.84± 0.02 0.83± 0.02 0.84± 0.01

These results demonstrate that our synthetic data generation and filtering methods significantly enhance the model’s 
performance in classifying chromosomal aberrations. The use of UMAP to filter and retain the most qualitative synthetic 
samples ensures that the synthetic dataset closely resembles the real data distribution, leading to more accurate and reliable 
classification results.

4. Discussion 

In this work, we tackled the challenge of classifying chromosomal aberrations in FISH [6,29] images by utilizing synthetic 
data generation and advanced filtering techniques. We began by simplifying and preprocessing our dataset, eliminating 
outliers, and segmenting chromosomes using Cellpose [1, 32] to ensure clean and reliable data for training. The baseline 
ResNet [27] model, trained on this cleaned dataset, demonstrated robust performance, which was further enhanced through 
conventional data augmentation techniques.



Given the limitations posed by the size of the dataset and the rarity of chromosomal aberrations, we employed the 
BBDM [22] to generate new synthetic images. This approach allowed us to augment the dataset significantly, addressing 
the class imbalance issue. To evaluate the effectiveness of the BBDM model, we compared the results with those obtained 
using CycleGAN [20]. The CycleGAN model showed issues with discriminator overfitting a nd m ode c ollapse, resulting 
in lower quality samples.

To refine the quality of the synthetic data, we applied UMAP [28] for feature space analysis and introduced a  filtering 
mechanism. By creating a filter b ased o n a  fi tted ga ussian mi xture di stribution of  th e 2D  re al da ta UM AP coordinates, 
we retained only the most realistic translocations. This filtering process significantly improved the quality of the synthetic 
dataset.

Our experiments demonstrated that the inclusion of synthetic data, both with and without additional conventional data 
augmentation, resulted in substantial improvements in the model’s performance. The combination of synthetic data and 
conventional data augmentation yielded the highest F1 scores, indicating a more balanced and accurate classification. In 
scenarios where acquiring sufficient r eal d ata i s c hallenging o r e xpensive, o ur m ethodology p resents a  v iable s olution to 
enhance model performance through synthetic data generation and rigorous filtering. F u ture w o rk c o uld f o cus o n  the 
application of our UMAP filtering to other generative models and extending the application of this methodology to other 
types of biomedical imaging data.

In summary, this study underscores the potential of combining generative models and advanced feature space analysis 
to address data imbalance in biomedical image classification tasks. Our integrated framework of synthetic data generation, 
UMAP filtering, and data augmentation provides a robust solution for improving classification accuracy in challenging 
scenarios.
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APPENDIX A. BBDM
In this section, we describe the experiments, model training runs, and parameters used for the Brownian Bridge Diffusion 
Model (BBDM).

A.1 Experiment Setup
We evaluated the BBDM on our dataset of FISH images containing chromosomal aberrations. The goal was to generate 
synthetic chromosomal aberrations to augment the dataset and address class imbalance.

A.2 Training Details
The BBDM was trained using the following parameters:

• Number of diffusion steps: 1000

• Learning rate: 1.0 × 10−4

• Batch size: 8
• Optimizer: Adam

• EMA start step: 30000

• EMA decay: 0.995

• EMA update interval: 16

• Max learning rate: 1.0 × 10−4

• Min learning rate: 5.0 × 10−7

• Learning rate factor: 0.5

• Learning rate patience: 3000

• Learning rate cool down: 3000

• Learning rate threshold: 1.0 × 10−4

During training, we monitored the training loss and adjusted the hyperparameters to ensure the model converged to a 
state where it could generate high-fidelity synthetic samples.

A.3 Results
Figure 7 shows examples of good BBDM samples which pass the UMAP filter while Figure 8 shows bad examples elimi-
nated by the UMAP filter.

Figure 7. Example of good BBDM Synthetic Chromosomes.

APPENDIX B. RESNET
This section details the experiments, model training runs, and parameters used for the ResNet model.



Figure 8. Example of bad BBDM Synthetic Chromosomes.

B.1 Experiment Setup
We evaluated the Residual Network (ResNet) model on our dataset of FISH images for the task of classifying chromosomal 
aberrations. All the performance metrics (precision, recall, f1) are given as mean ± std of 10 distinct random initialization 
of the training runs.

B.2 Training Details
The ResNet model was trained using the following parameters:

• Number of epochs: 50

• Learning rate: 0.001
• Batch size: 32

• Optimizer: Adam

We used data augmentation techniques, including random cropping, horizontal flipping, and normalization, to enhance 
the training dataset and prevent overfitting.

B.3 Architecture
Below is the architecture output of the classification model. The feature-space was studied before the fully connected layer.

ResNet(
(conv1): Conv2d(3, 64, kernel_size=(7, 7), stride=(2, 2), padding=(3, 3), bias=False)
(bn1): BatchNorm2d(64, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(maxpool): MaxPool2d(kernel_size=3, stride=2, padding=1, dilation=1, ceil_mode=False)
(layer1): Sequential(
(0): BasicBlock(

(conv1): Conv2d(64, 64, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn1): BatchNorm2d(64, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(conv2): Conv2d(64, 64, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn2): BatchNorm2d(64, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)

)
(1): BasicBlock(

(conv1): Conv2d(64, 64, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn1): BatchNorm2d(64, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(conv2): Conv2d(64, 64, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn2): BatchNorm2d(64, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)

)
)
(layer2): Sequential(
(0): BasicBlock(

(conv1): Conv2d(64, 128, kernel_size=(3, 3), stride=(2, 2), padding=(1, 1), bias=False)
(bn1): BatchNorm2d(128, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(conv2): Conv2d(128, 128, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn2): BatchNorm2d(128, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(downsample): Sequential(
(0): Conv2d(64, 128, kernel_size=(1, 1), stride=(2, 2), bias=False)
(1): BatchNorm2d(128, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)

)
)
(1): BasicBlock(

(conv1): Conv2d(128, 128, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn1): BatchNorm2d(128, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(conv2): Conv2d(128, 128, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn2): BatchNorm2d(128, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)

)
)
(layer3): Sequential(
(0): BasicBlock(

(conv1): Conv2d(128, 256, kernel_size=(3, 3), stride=(2, 2), padding=(1, 1), bias=False)
(bn1): BatchNorm2d(256, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(conv2): Conv2d(256, 256, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn2): BatchNorm2d(256, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)



(downsample): Sequential(
(0): Conv2d(128, 256, kernel_size=(1, 1), stride=(2, 2), bias=False)
(1): BatchNorm2d(256, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)

)
)
(1): BasicBlock(

(conv1): Conv2d(256, 256, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn1): BatchNorm2d(256, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(conv2): Conv2d(256, 256, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn2): BatchNorm2d(256, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)

)
)
(layer4): Sequential(
(0): BasicBlock(

(conv1): Conv2d(256, 512, kernel_size=(3, 3), stride=(2, 2), padding=(1, 1), bias=False)
(bn1): BatchNorm2d(512, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(conv2): Conv2d(512, 512, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn2): BatchNorm2d(512, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(downsample): Sequential(
(0): Conv2d(256, 512, kernel_size=(1, 1), stride=(2, 2), bias=False)
(1): BatchNorm2d(512, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)

)
)
(1): BasicBlock(

(conv1): Conv2d(512, 512, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn1): BatchNorm2d(512, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)
(relu): ReLU(inplace=True)
(conv2): Conv2d(512, 512, kernel_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)
(bn2): BatchNorm2d(512, eps=1e-05, momentum=0.1, affine=True, track_running_stats=True)

)
)
(avgpool): AdaptiveAvgPool2d(output_size=(1, 1))
(fc): Linear(in_features=512, out_features=2, bias=True)

APPENDIX C. CYCLEGAN
This section details the experiments, model training runs, and parameters used for the CycleGAN model.

C.1 Experiment Setup
The CycleGAN model was tested on our dataset of FISH images to perform unpaired image-to-image translation.

C.2 Training Details
The CycleGAN model was trained with the following parameters:

• Number of epochs: 200

• Initial learning rate: 2.0 × 10−4

• Batch size: 8
• Optimizer: Adam

• Beta1: 0.5

• Cycle consistency loss weight: 10

APPENDIX D. UMAP FILTERING
This section details the use of Uniform Manifold Approximation and Projection (UMAP) for filtering synthetic samples 
generated by the BBDM.

D.1 Experiment Setup
We applied UMAP filtering on synthetic samples generated from our dataset of FISH images.

D.2 UMAP Configuration
The UMAP algorithm was configured with the following 
parameters:

• Number of neighbors: 15

• Minimum distance: 0.1

• Number of components: 2
• Metric: euclidean
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