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At STOC 2021, Giakkoupis, Giv, and Woelfel [9], presented an efficient randomized implementation of Double Compare-And-

Swap (DCAS) from Compare-And-Swap (CAS) objects. DCAS is a useful and fundamental synchronization primitive for

shared memory systems, which, contrary to CAS, is not available in hardware. The DCAS algorithm has 𝑂 (log𝑛) expected
amortized step complexity against an oblivious adversary, where 𝑛 is the number of processes in the system. The bottleneck

of this algorithm is a building block, introduced in the same paper: A repeated choice (RC) object, which allows processes to

propose values, and later agree on (and “lock in”) one of the proposed values, which is roughly uniformly distributed among

the “recently” proposed ones. The object can then be unlocked, and the process be repeated.

The RC implementation introduced by Giakkoupis et al. has step complexity 𝑂 (log𝑛). In this paper, we present a more

efficient RC algorithm, with similar probabilistic guarantees, but expected step complexity 𝑂 (log log𝑛). We then show how

this improved RC object can be used to achieve an exponential improvement in the expected amortized step complexity of

DCAS.

CCS Concepts: • Theory of computation→ Concurrent algorithms.
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1 INTRODUCTION
A double compare-and-swap (DCAS) object extends the standard compare-and-swap (CAS) operation to two

memory locations. A DCAS() operation compares in one atomic step two given independent memory locations

with two given ‘old’ values, and writes to both memory locations two given ‘new’ values if and only if the

comparison yields a complete match. DCAS is an extremely useful and fundamental primitive that has numerous

applications [2, 6, 12, 19, 23]. Unfortunately, it is generally not available on hardware (except for the highly

inefficient implementation on Motorola’s 68k series microprocessor [13]).

Over the years, many deterministic DCAS implementations have been developed using only synchronization

primitives that are readily available on most common architectures, most prominently CAS [1, 4, 5, 8, 14–16, 18,

21, 24–26]. Most of these implementations are lock-free, and few are wait-free [1, 4, 8, 26]. Some implementations

are efficient in the case of low or no contention between processes attempting a DCAS on overlapping memory

locations [1, 5, 14, 21]. In the general case with no limit on contention, all implementations published prior to

2021 have a forbiddingly high (amortized or individual) step complexity of at least Ω(𝑛).
Recently, Giakkoupis, Giv, and Woelfel [9] presented an efficient randomized DCAS algorithm with expected

amortized step complexity of 𝑂 (log𝑛) from registers and CAS objects. It uses as building blocks a so-called

repeated choice (RC) object, and a bipartite double compare-and-swap (BDCAS) primitive. BDCAS is the same
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as DCAS, except that the applicable memory locations are partitioned into two parts, and if two locations are

affected by an operation, they must be from different parts.

An RC object provides the operations read(), choose&lock(), propose(𝑣) and unlock(𝑢), where 𝑣 is from
some domain 𝑉 not containing ⊥, and 𝑢 ∈ 𝑉 ∪ {⊥}. The object stores a value in 𝑉 ∪ {⊥}, and operation read()
simply returns that value. A process can propose a value 𝑣 ∈ 𝑉 by calling propose(𝑣), which does not affect the

value of the object and does not return anything. When a process calls choose&lock(), the value of the object is
set to a randomly chosen, previously proposed value, or to ⊥. After that, the value of the object cannot change
anymore until it is unlocked with an unlock(𝑢) call, where 𝑢 must match the current value of the object. The

benefit of this object comes from its probabilistic guarantees. Roughly, the value chosen in a choose&lock() call is
likely to be one of the recently proposed values (meaning it has been proposed no earlier than two choose&lock()
calls ago). Moreover, each specific value is chosen only with small probability, which, in [9], is roughly at most

inversely proportional to the number of recently proposed values.

Thus, an RC object can be used as a form of probabilistic consensus, where the value that processes agree on is

one of the proposed ones, but chosen at random instead of adversarially. The locking semantics allows processes

to execute such a consensus protocol repeatedly.

Giakkoupis et al.’s RC implementation uses two arrays, each of size Θ(log𝑛), and in a propose(𝑣) method

a process writes value 𝑣 into a random location in one of those arrays. The choice among the two arrays is

uniformly random, and the position in the array is chosen according to a geometric distribution (i.e., position 𝑖 is

chosen with probability Θ(1/2𝑖 )). A linear search for the highest written position is employed to find a value that

the processes then agree on in a choose&lock() call. This linear search, and the fact that in each unlock() call

processes have to clear one of the two arrays, requires each process to take Θ(log𝑛) steps in each successful

choose&lock() and unlock() call. This is also the bottleneck of the entire DCAS algorithm—everything else

in the entire construction needs only amortized constant RC method calls and other shared memory steps in

expectation.

In this paper, we reduce the step complexity of the RC object to expected amortized 𝑂 (log log𝑛) (without
increasing the logarithmic worst-case complexity). The probabilistic guarantees are technically slightly weaker,

but there is no practical difference for applications. The probability that a specific value is chosen at random in a

choose&lock() call is now bounded by a function that is inversely proportional to a random variable whose

expectation is linear in the number of recently proposed values. Moreover, with small poly-logarithmic probability

(in 𝑛), processes may agree on proposed values that are outdated, i.e, they were not proposed recently. This

requires a new analysis of the BDCAS algorithm, but nothing changes for the DCAS algorithm. As a corollary, we

obtain a DCAS object with expected amortized step complexity𝑂 (log log𝑛), which is an exponential improvement

over [9].

Probabilistic shared memory algorithms are analyzed under the assumption of an adversary that knows the

algorithm and schedules processes on-line, possibly using information about the current system state to decide

which process takes the next shared memory step. The adversary also decides which implemented method the

selected process calls and what arguments to use, if the process has no such pending method call. The result

of Giakkoupis et al. was stated for an oblivious adversary, which schedules processes without any information

about the system state (but internally, the analysis used a slightly stronger adversary, tailored to the proofs).

For our analysis we define the ip-aware adversary (for “instruction pointer”-aware), which is stronger than the

oblivious one in the sense that the adversary always knows the line in the program code containing the shared

memory operation that each process has most recently executed, as well as the return values of all previous

method calls invoked by the adversary. It does not know the return values of method calls made from within the

implemented methods.
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Corollary 1.1. There is a randomized linearizable DCAS implementation from registers and CAS objects, where
each read() operation has constant step complexity, and in an execution that is scheduled by an ip-aware adversary
and that comprises ℓ DCAS() and read() invocations, the expected total number of steps is in 𝑂 (ℓ · log log𝑛).

Our new RC object employs two techniques: First, in method choose&lock() we add a binary search before a

shorter linear search for the highest written position in the array. Second, in method unlock() we only clear

the parts of the array that have likely been written to, and for that we use a randomized algorithm, which

distributes the work over participating processes. For this purpose we devise a reusable and simplified version

of the certified write-all (CWA) algorithm by Martel and Subramonian [22]. The binary search and the partial

clearing of the array create technical challenges that are surprisingly difficult to deal with. For example, it is

possible that when a number of processes write their proposed values to the array, they leave “holes”, i.e., the

array positions containing proposed values are not consecutive. The binary search may then return a position

that is not the highest written one, and as a result, some high values may not get cleared from the array in the

next unlock() call. Thus, some “outdated” proposals can be left behind. As a result, our RC algorithm and its

randomized analysis become much more involved.

We remark that the resulting DCAS algorithm works under the same assumptions as the one from [9]: It

requires unbounded sequence numbers and assumes that it is possible to allocate a constant number of CAS

objects and registers with each DCAS() operation. (The total number of referenced objects is always bounded, and

there are well-known techniques that can be used for bounding sequence numbers and for memory reclamation

[3].) Finally, it is assumed that every DCAS() operation changes the value of both memory locations if there is a

match, and not just one of them.

1.1 Preliminaries
We consider the standard asynchronous shared memory model in which 𝑛 processes with unique IDs in

{0, . . . , 𝑛 − 1} communicate through atomic operations on shared objects. Our algorithms use only atomic

registers and compare-and-swap (CAS) objects.

A CAS object supports read and write operations, as well as CAS(𝑜𝑙𝑑, 𝑛𝑒𝑤), which compares the value of the

object to 𝑜𝑙𝑑 , and if it matches, writes 𝑛𝑒𝑤 to the object. The operation returns true and we say it is successful if
there was a match; otherwise it returns false and we say it is unsuccessful.

Processes can generate private coin flips to make random decisions. Each process runs its own algorithm. An

adversary generates a schedule by deciding, at each point in time, which process takes the next step, and which

method call and arguments to use if the process does not have a pending next step. We assume an ip-aware
adversary, which is described in Definition 2.24. The schedule, together with the processes’ random choices, gives

rise to an execution, which is simply the sequence of all steps taken by processes.

The standard correctness condition for shared memory objects is linearizability [17]. An object is linearizable,

if for any execution, each of the object’s complete and possibly some of its incomplete operations can be assigned

a linearization point that occurs not before the operation’s invocation and not after its response, such that the

sequential execution obtained by ordering all operations by their linearization points is consistent with the

object’s sequential specification. That sequential execution is called linearization of the original execution on the

object. An object is strongly linearizable [11], if each execution 𝐸 on the object can be mapped to a linearization

𝑙𝑖𝑛(𝐸), such that for any two executions 𝐸′ and 𝐸′′, 𝑙𝑖𝑛(𝐸′) is a prefix of 𝑙𝑖𝑛(𝐸′′) whenever 𝐸′ is a prefix of 𝐸′′.
(This definition applies also to randomized objects.)

We assume without loss of generality that all shared memory operations of an execution 𝐸 take place at integer

time units; precisely, the 𝑘-th shared memory operation takes place at point 𝑘 .
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We use subscript 𝑡 to denote the value of a shared variable at point 𝑡 . If at 𝑡 an operation is executed that

changes the value of a shared variable 𝑦 from 𝑎 to 𝑏 ≠ 𝑎 (namely, a write or CAS() operation), then we define

𝑦𝑡 = 𝑏.

1.2 DCAS and BDCAS
A double compare-and-swap (DCAS) object applies operations to an array 𝐷 [0 . . .𝑚 − 1]. It supports read
operations on elements of 𝐷 as well as the DCAS(⟨𝑎𝑑𝑑0, 𝑜𝑙𝑑0, 𝑛𝑒𝑤0⟩ , ⟨𝑎𝑑𝑑1, 𝑜𝑙𝑑1, 𝑛𝑒𝑤1⟩) operation, which writes

𝑛𝑒𝑤𝑖 to 𝐷 [𝑎𝑑𝑑𝑖 ] for both 𝑖 ∈ {0, 1}, if and only if immediately before the operation 𝐷 [𝑎𝑑𝑑 𝑗 ] = 𝑜𝑙𝑑 𝑗 for both
𝑗 ∈ {0, 1}. We also require 𝑜𝑙𝑑𝑖 ≠ 𝑛𝑒𝑤𝑖 for 𝑖 ∈ {0, 1}. Similar to CAS(), a DCAS() operation returns true if both

old values matched, and false otherwise.

A BDCAS object assumes that the set {0, . . . ,𝑚 − 1} of addresses has a predefined partition into two subsets𝑀0

and𝑀1 such that𝑀0∪𝑀1 = {0, . . . ,𝑚−1} and𝑀0∩𝑀1 = ∅. It supports the operation BDCAS(⟨𝑎𝑑𝑑0, 𝑜𝑙𝑑0, 𝑛𝑒𝑤0⟩ , ⟨𝑎𝑑𝑑1, 𝑜𝑙𝑑1, 𝑛𝑒𝑤1⟩),
which is the same as DCAS() except that it requires 𝑎𝑑𝑑𝑖 ∈ 𝑀𝑖 for both 𝑖 ∈ {0, 1} and does not return a value. It

also supports read operations.

We say that a DCAS() or BDCAS() operation is successful if the old values both match, and it is unsuccessful,
otherwise.

2 REPEATED CHOICE
In this section, we describe the repeated choice (RC) type and a randomized implementation of it.

An RC object allows processes to propose values, and then to agree on a randomly chosen agreement-value
among the proposed values. In order to allow this to happen repeatedly, an agreement-value is first locked, until
some process unlocks that agreement-value.

In the following we give a sequential specification of RC. It is trivial to implement a linearizable object with

these properties. However, our implementation also provides a non-trivial probabilistic property that is not part

of the sequential specification, and which we describe later.

Let 𝑉 be a set and ⊥ a value with ⊥ ∉ 𝑉 . An RC object 𝑅 stores an agreement-value in 𝑉 ∪ {⊥}, and it can

be in one of two locking states, locked or unlocked. Initially, 𝑅’s agreement-value is ⊥ and 𝑅 is unlocked. The

object supports the methods propose(𝑣) for 𝑣 ∈ 𝑉 , choose&lock(), unlock(𝑢) for 𝑢 ∈ 𝑉 ∪ {⊥}, and read().
We say a process proposes 𝑣 when it calls 𝑅.propose(𝑣). We require that throughout an execution, no value gets

proposed twice, i.e., if there are two method calls 𝑅.propose(𝑣) and 𝑅.propose(𝑣 ′), then 𝑣 ≠ 𝑣 ′. This can easily

be achieved by augmenting each proposed value with a pair comprising the proposer’s process ID and a local

sequence number.

Method propose(𝑣) does not change the agreement-value of 𝑅 or its locking state, and it does not return

anything; its semantics are defined through choose&lock() calls.
Method choose&lock() does not modify 𝑅 if 𝑅 is locked; in this case, we say the choose&lock() call is

unsuccessful. If 𝑅 is unlocked, then the method locks 𝑅 and replaces the old agreement-value of 𝑅 with some

𝑣 ∈ 𝑉 ∪ {⊥} such that either

(i) 𝑣 = ⊥, or
(ii) 𝑣 was previously proposed and is different from all previous agreement-values of 𝑅.

We say the choose&lock() call is successful when it locks 𝑅 and replaces the agreement-value as described above.

Method unlock(𝑣) does not modify 𝑅 if 𝑅 is unlocked or 𝑅’s agreement-value is not 𝑣 , in which case we say

the call is unsuccessful. If 𝑅 is locked and its agreement-value is 𝑣 , then unlock(𝑣) unlocks 𝑅 without changing

its agreement-value, and we say the call is successful.
Methods choose&lock() and unlock() do not return anything.

Finally, method read() just returns the agreement-value of 𝑅.
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Probabilistic Property Overview. Our RC implementation satisfies a probabilistic property which can be

informally described as follows. Suppose that 𝐶𝐿1,𝑈 𝐿1,𝐶𝐿2,𝑈 𝐿2,𝐶𝐿3 are consecutive alternating successful

choose&lock() and unlock() operations. A proposal is recent with respect to 𝐶𝐿3 if it was proposed after the

linearization point of 𝐶𝐿1, and is outdated otherwise. The probabilistic property of our RC implementation

approximates the ideal property that the agreement value chosen by 𝐶𝐿3 is uniformly random among all recent

proposals. More concretely, there is a random variable 𝑔 whose expectation is linear in the number of values

proposed between the linearization points of𝑈𝐿1 and𝑈𝐿2 (this is a subset of all recent proposals). For any recent

proposal, the probability that it is chosen is upper bounded by𝑂 (1/𝑔). There is also a non-zero probability that ⊥
is chosen, which is exponentially small in 𝑔. Finally, there is an 𝑜 (1) probability that an outdated value is chosen,

as long as a low-probability ‘bad’ event does not occur. This event depends on the last 𝑂 (𝑛 log𝑛) proposals, and
occurs with probability 1/𝑛1+Ω (1)

.

The formal description of this probabilistic property is given in Theorems 2.27 and 2.28.

The implementation has 𝑂 (log log𝑛) expected amortized step complexity, and 𝑂 (log𝑛) worst-case step com-

plexity per operation.

2.1 Implementation
In Figures 1–3, we present a randomized strongly linearizable [11] implementation of an RC object.

First, we define 𝜙 = ⌈log log𝑛⌉, and 𝜆 = 2
𝑘 (𝜙 − 1), where 𝑘 is the unique integer satisfying log𝑛 ≤ 𝜆 < 2 log𝑛.

We use a two-dimensional array 𝐶 [𝑖] [ 𝑗], where 𝑖 ∈ {0, 1} and 𝑗 ∈ {1, . . . , 𝜆}. We refer to arrays 𝐶 [0] and 𝐶 [1] as
the two sides of𝐶 . To propose a value 𝑣 in a propose(𝑣) call, a process simply writes 𝑣 to an array entry𝐶 [𝛼] [𝛽],
where 𝛼 is chosen uniformly at random and 𝛽 is (approximately) geometrically distributed.

The agreement-value and locking state of the RC object are interpreted from the contents of a CAS object 𝑆 .

This object has three components, 𝑆.𝑣𝑎𝑙 , 𝑆.𝑖 , and 𝑆.ℓ .

The first component, 𝑆.𝑣𝑎𝑙 , stores the interpreted agreement-value of 𝑅. The third component, 𝑆.ℓ , is a sequence

number that gets incremented with every successful choose&lock() or unlock() call. The interpreted locking

state of 𝑅 is unlocked if 𝑆.ℓ is even, and locked if 𝑆.ℓ is odd. Finally, 𝑆.𝑖 is a bit that describes the side of 𝐶 that

choose&lock() calls read to determine the interpreted agreement-value, and that unlock() calls erase before
unlocking the object (as described later). The value of 𝑆.𝑖 is flipped after each successful unlock() call, and

always equals the second-least significant bit of 𝑆.ℓ ; we include it as a separate component to make the code

easier to read.

The read() implementation is straightforward: A process simply returns the value of 𝑆.𝑣𝑎𝑙 .

When a process 𝑝 calls choose&lock(), it reads (𝑆.𝑣𝑎𝑙, 𝑆 .𝑖, 𝑆 .ℓ) from 𝑆 in line 3. If 𝑅 is unlocked (i.e., 𝑆.ℓ is even),

then 𝑝 performs a binary search followed by a linear scan, both in 𝑂 (log log𝑛) time, over the array 𝐶 [𝑆.𝑖]. The
search roughly tries to find the non-⊥ value in 𝐶 [𝑆.𝑖] with the largest index (lines 5–14), under the assumption

that if 𝐶 [𝑆.𝑖] [ 𝑗] = ⊥, then 𝐶 [𝑆.𝑖] [ 𝑗 ′] = ⊥ for all 𝑗 ′ > 𝑗 . While this assumption does not necessarily hold, the

two-stage search is guaranteed to find a value stored in 𝐶 [𝑆.𝑖] [ 𝑗] such that either 𝑗 = 𝜆 or 𝐶 [𝑆.𝑖] [ 𝑗 + 1] = ⊥
at some point during the choose&lock() call. If it finds no non-⊥ entry then the search returns ⊥. Also, if the
search returns ⊥, then 𝐶 [𝑆.𝑖] [ 𝑗] = ⊥ at some point during the call for all 1 ≤ 𝑗 ≤ 𝜙 . In line 15, 𝑝 tries to lock 𝑅

with the value found in the binary search, using a CAS() operation on 𝑆 .

A value proposed at point 𝑟 is recent at point 𝑡 ≥ 𝑟 if at most one successful choose&lock() operation

linearizes in the interval (𝑟, 𝑡]. Because of the geometric distribution used in propose() calls, each recent value

written to 𝐶 [𝑆.𝑖] is roughly equally likely the new interpreted agreement-value chosen by 𝑝 . Outdated values

(i.e., non-recent proposed values) are very likely overwritten before 𝑝’s choose&lock() call (as discussed next).

An unlock(𝑣𝑎𝑙) call by process 𝑝 begins by reading 𝑆 , and checking that the object is locked (i.e., 𝑆.ℓ is odd)

and that its interpreted agreement-value is equal to the parameter 𝑣𝑎𝑙 . Next, 𝑝 checks the special “pivot value”
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Shared Data and Global Constants:

• Let 𝜙 = ⌈log log𝑛⌉ and 𝜆 = 2
𝑘 (𝜙 − 1), where 𝑘 is the unique integer satisfying log𝑛 ≤ 2

𝑘 (𝜙 − 1) < 2 log𝑛

• 𝐶 [𝑖] [ 𝑗], for 𝑖 ∈ {0, 1} and 𝑗 ∈ {1, . . . , 𝜆}, is a CAS object storing a value from 𝑉 ∪ {⊥}, and is initially
⊥

• 𝑆 is a CAS object storing a triple from (𝑉 ∪ {⊥}) × {0, 1} ×N, and is initially (⊥, 0, 0)
• 𝑃 is a CAS object storing a pair from (𝑉 ∪ {⊥}) ×N, and is initially (⊥, 0)

Method propose(𝑣 ∈ 𝑉 )
// Requirement: no two calls use the same argument 𝑣

1 Choose 𝛼 ∈ {0, 1} uniformly at random, and 𝛽 ∈ {1, . . . , 𝜆} independently at random such that

Pr[𝛽 = 𝑗] = 𝜋 𝑗, where 𝜋 𝑗 = 2
− 𝑗 for 𝑗 ∈ {1, . . . , 𝜆 − 1} and 𝜋𝜆 = 2

−𝜆+1

2 𝐶 [𝛼] [𝛽] ← 𝑣

Method choose&lock()

3 (𝑣𝑎𝑙, 𝑖, ℓ) ← 𝑆

// Check if object is already locked

4 if ℓ mod 2 = 1 then return
5 (𝑙𝑜𝑤,ℎ𝑖𝑔ℎ, 𝑣) ← (1, 𝜆 + 1,⊥)
// Binary search

6 while ℎ𝑖𝑔ℎ − 𝑙𝑜𝑤 > 𝜙 − 1 do
7 𝑚𝑖𝑑 ← (𝑙𝑜𝑤 + ℎ𝑖𝑔ℎ)/2
8 𝑣 ′ ← 𝐶 [𝑖] [𝑚𝑖𝑑]
9 if 𝑣 ′ = ⊥ then ℎ𝑖𝑔ℎ ←𝑚𝑖𝑑 else (𝑙𝑜𝑤, 𝑣) ← (𝑚𝑖𝑑, 𝑣 ′)

10 𝑣 ′ ← 𝐶 [𝑖] [1]
11 if 𝐶 [𝑖] [𝜙] = ⊥ or 𝑙𝑜𝑤 = 1 then (𝑙𝑜𝑤,ℎ𝑖𝑔ℎ, 𝑣) ← (1, 𝜙, 𝑣 ′)

// Linear scan

12 for 𝑗 ← 𝑙𝑜𝑤 + 1, . . . , ℎ𝑖𝑔ℎ − 1 do
13 𝑣 ′ ← 𝐶 [𝑖] [ 𝑗]
14 if 𝑣 ′ ≠ ⊥ then 𝑣 ← 𝑣 ′

// Linearization point if successful

15 𝑆.CAS((𝑣𝑎𝑙, 𝑖, ℓ), (𝑣, 𝑖, ℓ + 1))

Fig. 1. propose() and choose&lock() methods of faster repeated choice

stored in 𝐶 [𝑆.𝑖] [𝜙], which determines whether processes should clear all of 𝐶 [𝑆.𝑖] or just 𝐶 [𝑆.𝑖] [1, . . . , 5𝜙]. The
CAS object 𝑃 , consisting of a value from 𝑉 ∪ {⊥} and a sequence number, enables the processes to agree on

the pivot value. Process 𝑝 attempts to erase the pivot value from 𝐶 in line 21, then clears all the array entries in

𝐶 [𝑆.𝑖] [ 𝑗] for 𝑗 ∈ {1, . . . , 5𝜙} \ {𝜙}, by writing ⊥ to them in lines 22–25.

If the agreed-upon pivot value is non-⊥ or 𝑆.ℓ is close to a multiple of 𝜆, all active unlock() calls collectively

erase the rest of 𝐶 [𝑆.𝑖]. This clearing uses a reusable and simplified version of the certified write-all (CWA)

algorithm by Martel and Subramonian [22]. We call this modified algorithm clear() and present it in Figure 3.

Processes executing clear(ℓ) randomly choose positions in𝐶 [𝑆.𝑖] [5𝜙, . . . , 𝜆] to clear. They keep track of progress
using a balanced binary tree containing sequence numbers. Each node in the progress tree corresponds to a

position in 𝐶 [𝑆.𝑖] [5𝜙, . . . , 𝜆], and processes update the sequence number of the node corresponding to their

chosen position with the parameter of clear(ℓ) if both children are set to at least ℓ . Once the root is set to ℓ ,
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Method unlock(𝑣𝑎𝑙)

16 (𝑣𝑎𝑙 ′, 𝑖, ℓ) ← 𝑆

// Check if object already unlocked or wrong 𝑣𝑎𝑙

17 if ℓ mod 2 = 0 or 𝑣𝑎𝑙 ≠ 𝑣𝑎𝑙 ′ then return
18 𝑝𝑣𝑎𝑙 ← 𝐶 [𝑖] [𝜙]

// Pivot-lock point if successful

19 𝑃.CAS((⊥, ℓ − 1), (𝑝𝑣𝑎𝑙, ℓ))
20 (𝑝𝑣𝑎𝑙, · ) ← 𝑃

// Clear pivot

21 𝐶 [𝑖] [𝜙].CAS(𝑝𝑣𝑎𝑙,⊥)
// Clear remaining values up to 𝐶 [𝑖] [5𝜙]

22 for 𝑗 ← 1, . . . , 𝜙 − 1, 𝜙 + 1, . . . , 5𝜙 do
23 𝑣 ← 𝐶 [𝑖] [ 𝑗]
24 if 𝑆 ≠ (𝑣𝑎𝑙, 𝑖, ℓ) then return
25 𝐶 [𝑖] [ 𝑗].CAS(𝑣,⊥)

// Clear values above 𝐶 [𝑖] [5𝜙]
26 if 𝑝𝑣𝑎𝑙 ≠ ⊥ or ℓ mod 𝜆 ≥ 𝜆 − 4 then clear(ℓ)

27 𝑃.CAS((𝑝𝑣𝑎𝑙, ℓ), (⊥, ℓ + 1))
// Linearization point if successful

28 𝑆.CAS((𝑣𝑎𝑙, 𝑖, ℓ), (𝑣𝑎𝑙, 1 − 𝑖, ℓ + 1))

Method read()

29 (𝑣𝑎𝑙, · , · ) ← 𝑆

30 return 𝑣𝑎𝑙

Fig. 2. unlock() and read() methods of faster repeated choice

all processes running clear(ℓ) can return, and the progress tree can be re-used to track future invocations of

clear() with larger parameters.

Both unlock() and clear() ensure that no value in 𝐶 [𝑆.𝑖] gets erased if it is proposed after the value of 𝑆

changes, i.e., once the object gets unlocked by some other process. Over two consecutive successful unlock()
calls, both sides of 𝐶 get erased up to 𝐶 [𝑆.𝑖] [5𝜙] at least once, and so no outdated values in 𝐶 [𝑆.𝑖] [1, . . . , 5𝜙] can
be chosen anymore. Outdated values with positions above 5𝜙 can only be chosen with a small probability since

they require 𝐶 [𝑆.𝑖] [𝜙] to stay at ⊥.
Note that if a process proposes a value, it is possible that the value gets erased immediately by an ongoing

unlock() call. However, if the proposing process chooses side 1 − 𝑆.𝑖 to write to, then this won’t happen. Since

processes choose their side at random, they have at least a 1/2 probability of choosing a side that does not get

erased before the process has a chance of being chosen.

2.2 Detailed Algorithm Description
2.2.1 Propose Method. In line 1 of a propose(𝑣) call, the calling process 𝑝 chooses 𝛼 ∈ {0, 1} uniformly at

random, and 𝛽 ∈ {1, . . . , 𝜆} from an approximately geometric distribution. Then, 𝑝 writes the proposed value 𝑣 to

𝐶 [𝛼] [𝛽] in line 2.

Because the unlock() method, described in more detail below, erases values in 𝐶 before unlocking the object,

it is possible for the proposed value to be erased immediately after it is written to𝐶 . The adversary could use this
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Shared Data and Global Constants:
• Let ℎ = 𝜆 − 5𝜙 (this is the size of the sub-array 𝐶 [𝑖] [5𝜙 + 1, . . . , 𝜆] to be cleared)
• 𝑇 [ 𝑗], for 𝑗 ∈ {1, . . . , ℎ + 1}, is an array of CAS objects which keeps track of progress in clearing 𝐶 [𝑖]

in a balanced binary tree structure (except for merging all leaves into a single common leaf). 𝑇 [ 𝑗]
is initialized to 0 for 𝑗 ∈ {1, . . . , ℎ} and to ∞ for 𝑗 = ℎ + 1.

We require the following:

If clear(ℓ1) and clear(ℓ2) are both invoked in an execution with ℓ1 < ℓ2, then the first invocation of clear(ℓ2)
occurs after the first response of any clear(ℓ1) operation.

(1)

Method clear(ℓ)

// Infer the side of 𝐶 from ℓ

31 𝑖 ← ⌊ℓ/2⌋ mod 2

// Efficiently clear 𝐶 [𝑖] [ 𝑗] for 𝑗 ∈ {5𝜙 + 1, . . . , 𝜆}
32 while 𝑇 [1] < ℓ do
33 Choose 𝑗 ∈ {1, ℎ} uniformly at random

34 𝑛𝑜𝑑𝑒 ← 𝑇 [ 𝑗]
35 𝑙𝑒 𝑓 𝑡 ← 𝑇 [min {2 𝑗, ℎ + 1}]
36 𝑟𝑖𝑔ℎ𝑡 ← 𝑇 [min {2 𝑗 + 1, ℎ + 1}]
37 𝑣 ← 𝐶 [𝑖] [ 𝑗 + 5𝜙]
38 if 𝑇 [1] ≥ ℓ then return
39 𝐶 [𝑖] [ 𝑗 + 5𝜙].CAS(𝑣,⊥)

// Propagate ℓ up the tree

40 𝑇 [ 𝑗].CAS(𝑛𝑜𝑑𝑒,min {ℓ, 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡})

Fig. 3. Efficient clearing method for faster repeated choice

to prevent a proposal from being selected, or boost the probability of choosing a different proposal. This motivates

the two sides of 𝐶 and the uniformly random choice of 𝛼 ∈ {0, 1}: with probability 1/2, the proposed value

survives until the next choose&lock() operation can (possibly) choose it as the next interpreted agreement-value.

The approximately geometric distribution of 𝛽 reduces the advantage of later proposals to be chosen, since they

can overwrite earlier proposals. This limits the degree to which the adversary can increase the probability of any

given proposal to be selected as an interpreted agreement-value.

2.2.2 Choose&Lock Method. A process 𝑝 executing the method choose&lock() first reads the three fields of 𝑆

in line 3. If 𝑆.ℓ is odd, then the interpreted locking state of 𝑅 is locked, and so 𝑝 immediately returns in line 4.

Since the propose()method chooses indices 𝑗 of𝐶 [𝑖] [ 𝑗] according to an approximately geometric distribution,

it is likely that if 𝐶 [𝑖] [ 𝑗] = ⊥, then 𝐶 [𝑖] [ 𝑗 + 1] = ⊥. Therefore, the choose&lock() method uses a binary search

followed by a linear scan to approximately determine the non-⊥ value in 𝐶 [𝑖] with the largest index 𝑗 . Note that

this does not guarantee that it will find the actual non-⊥ value with the largest index 𝑗 . Instead, the method

guarantees that it finds some non-⊥ value in 𝐶 [𝑖] [ 𝑗] such that either 𝑗 = 𝜆 or 𝐶 [𝑖] [ 𝑗 + 1] = ⊥ at some point

during the method call. (The analysis only requires this weaker guarantee.) In line 5, 𝑝 initializes the parameters

for the binary search. The 𝑙𝑜𝑤 and ℎ𝑖𝑔ℎ variables store the smallest (inclusive) and largest (exclusive) indices for

the binary search, initialized to 1 and 𝜆 + 1, respectively, to cover the full range of indices [1, 𝜆] for 𝐶 [𝑖]. Variable



10 • Dante Bencivenga, George Giakkoupis, and Philipp Woelfel

𝑣 is initialized to ⊥, and is subsequently used to store the non-⊥ value with the highest index 𝑗 found so far in

the binary search.

The while-loop in lines 6–9 performs the binary search. The while-condition of the binary search in line 6

continues the binary search as long as the range has size more than 𝜙 − 1. Since 𝜆 = 2
𝑘 (𝜙 − 1) for an integer 𝑘 ,

this ensures that it ends with a range of size exactly 𝜙 − 1. Line 7 chooses the middle index𝑚𝑖𝑑 halfway between

𝑙𝑜𝑤 and ℎ𝑖𝑔ℎ, and our choice of 𝜆 ensures that𝑚𝑖𝑑 is always an integer. In line 8, 𝑝 reads the value in 𝐶 [𝑖] [𝑚𝑖𝑑]
to determine which half of the remaining range to search next. In line 9, 𝑝 updates ℎ𝑖𝑔ℎ or 𝑙𝑜𝑤 accordingly, and

in the case of 𝑣 ′ ≠ ⊥ it updates 𝑣 to 𝑣 ′, since 𝑣 ′ is the non-⊥ value with the largest index 𝑗 found so far.

After the binary search, the interval [𝑙𝑜𝑤,ℎ𝑖𝑔ℎ) has size 𝜙 − 1 ∈ Θ(log log𝑛), so 𝑝 can perform a linear scan

to find the highest non-⊥ value in the range and keep the step complexity at 𝑂 (log log𝑛). In line 11, 𝑝 checks

the special pivot value 𝐶 [𝑖] [𝜙]; the unlock() method later clears the larger indices of 𝐶 [𝑖] if 𝐶 [𝑖] [𝜙] ≠ ⊥. If 𝑝
reads ⊥ from 𝐶 [𝑖] [𝜙], then 𝑝 changes the linear scan interval to [1, 𝜙) and sets 𝑣 to the value in 𝐶 [𝑖] [1] that
it reads in line 10. This ensures that the eventual interpreted agreement-value is erased by the next successful

unlock() operation, as required by the specification. (This is the primary motivation for having a linear scan

after the binary search, as it allows 𝑝 to only check lower indices within 𝐶 [𝑖] without revealing anything about

the eventual index to the ip-aware adversary.) In all cases, immediately after line 11, 𝑣 stores a value that 𝑝 reads

from𝐶 [𝑖] [𝑙𝑜𝑤]. The linear scan occurs during the for-loop in lines 12–14, in which 𝑝 updates 𝑣 to the last non-⊥
value it reads in𝐶 [𝑖] [𝑙𝑜𝑤 + 1, . . . , ℎ𝑖𝑔ℎ − 1] (or keeps 𝑣 at the value from𝐶 [𝑖] [𝑙𝑜𝑤] if it only reads ⊥ in the linear

scan).

The method then concludes by attempting a CAS() on 𝑆 in line 15. If successful, the CAS() changes the

interpreted agreement-value to the final value of 𝑣 , leaves the side of 𝐶 the same (since unlock() then needs to

clear it), and increments the sequence number.

2.2.3 Unlock Method. A process 𝑝 executing unlock() begins similarly to a process executing choose&lock(),
by reading 𝑆 in line 16. If the sequence number 𝑆.ℓ is even, then the interpreted locking state is unlocked,

so the method immediately returns in line 17. Similarly, if the argument 𝑣𝑎𝑙 does not match the interpreted

agreement-value 𝑆.𝑣𝑎𝑙 , the method immediately returns in line 17.

In the next part of unlock(), processes agree on whether to clear all of 𝐶 [𝑖] or just the smallest indices, i.e.,

𝐶 [𝑖] [1, . . . , 5𝜙]. They make the decision by reading the pivot value 𝑝𝑣𝑎𝑙 = 𝐶 [𝑖] [𝜙] in line 18, then attempting a

CAS() on the object 𝑃 in line 19 from (⊥, ℓ−1) to (𝑝𝑣𝑎𝑙, ℓ). Since 𝑃 comprises both a value and a sequence number,

which follows the sequence number 𝑆.ℓ of 𝑆 , unlock() operations that fully take place while 𝑆.ℓ = ℓ∗ use the
same agreed-upon pivot value 𝑝𝑣𝑎𝑙 . Specifically, they agree on the unique value 𝑣 such that 𝑃 = (𝑣, ℓ∗) at some

point in the execution. The CAS() on 𝐶 [𝑖] [𝜙] in line 21 attempts to clear 𝐶 [𝑖] [𝜙] by replacing the agreed-upon

pivot value with ⊥. Since each lock/unlock cycle has a single agreed-upon pivot value and no two proposals

write the same value, 𝐶 [𝑖] [𝜙] is only cleared (i.e., replaced with ⊥) at most once per lock/unlock cycle.

The next phase of unlock() clears the remaining small indices 𝑗 of𝐶 [𝑖], i.e., 𝑗 ∈ {1, . . . , 5𝜙} \ {𝜙}. This consists
of three steps within a for loop: first, process 𝑝 reads the value of 𝐶 [𝑖] [ 𝑗] in line 23, then it checks in line 24

if 𝑆 matches the value that 𝑝 read in line 16. If the value of 𝑆 is different in the two lines, then 𝑝 immediately

returns, to prevent clearing values proposed after another process successfully unlocks the RC object. Otherwise,

𝑝 attempts a CAS() in line 25 on𝐶 [𝑖] [ 𝑗] from the value it reads in line 23 to ⊥. This ensures that all values stored
in 𝐶 [𝑖] [1, . . . , 5𝜙] when 𝑅 was last locked are erased or overwritten once the unlock() call returns.

In line 26, if ℓ mod 𝜆 ∈ {𝜆 − 4, . . . , 𝜆 − 1} or 𝑃 .𝑝𝑣𝑎𝑙 ≠ ⊥, then 𝑝 invokes the clear(ℓ) method, which clears

values in 𝐶 [𝑖] [5𝜙 + 1, . . . , 𝜆]. Since overlapping unlock() operations which run while 𝑆.ℓ stays at one value

read the value of 𝑃 .𝑝𝑣𝑎𝑙 in line 20, they all make the same decision in line 26 and use the same argument ℓ . (If

𝑝 reads 𝑃 .𝑝𝑣𝑎𝑙 after another process executes line 27 during the same period when 𝑅 is locked, it will either

not run clear(ℓ) or run it and immediately exit the while-loop, since clearing already finished.) If the pivot
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value is not ⊥, then it is more likely that larger indices are also not ⊥ and hence should be cleared. The check of

ℓ mod 𝜆 ≥ 𝜆 − 4 ensures that both sides of 𝐶 are fully cleared periodically, regardless of the pivot value. As we

elaborate on below, all values present in 𝐶 [𝑖] [ 𝑗] for 𝑗 ∈ {5𝜙 + 1, . . . , 𝜆} at the beginning of the first clear(ℓ)
invocation are no longer present in 𝐶 [𝑖] by the first response of a clear(ℓ) operation for the same argument ℓ .

Finally, the CAS() on 𝑃 in line 27 increments the sequence number of 𝑃 and replaces the pivot value with ⊥ if

successful, to indicate that clear(ℓ) is complete and does not need additional invocations. Line 28 then updates

𝑆 by incrementing the sequence number and switching the side of𝐶 for the next lock/unlock cycle, while keeping

the interpreted agreement-value unchanged.

2.2.4 Clear Method. A process 𝑝 running clear(ℓ) first sets 𝑖 to ⌊𝑆.ℓ/2⌋ mod 2 in line 31, since it is always the

case that 𝑆.𝑖 = ⌊𝑆.ℓ/2⌋ mod 2. Next, in line 32, 𝑝 checks that the value stored in𝑇 [1], the root of the progress tree,
is less than ℓ , and returns otherwise. (If the value in 𝑇 [1] is at least ℓ , this indicates that all clear(ℓ) operations

can return.) In line 33, 𝑝 chooses a random position to clear, among the ℎ = 𝜆 − 5𝜙 positions to clear. In line 34, 𝑝

reads the value 𝑇 [ℎ] of the progress tree corresponding to ℎ, and in lines 35 and 36, 𝑝 reads the values in the two

children of 𝑇 [ℎ], defined as 𝑇 [min {2 𝑗, ℎ + 1}] and 𝑇 [min {2 𝑗 + 1, ℎ + 1}], respectively. (This makes 𝑇 almost a

balanced binary tree, except that all its children are merged into a single node 𝑇 [ℎ + 1].) Lines 37–39 of clear()
have a similar role to lines 23–25 of unlock(), respectively. Line 37 sets variable 𝑣 to the value in 𝐶 [𝑖] [ 𝑗 + 5𝜙],
line 38 stops 𝑝 from clearing values proposed after clear(ℓ) completes, and the CAS() in line 39 ensures that 𝑣

is no longer present in 𝐶 .

The final line, line 40, updates 𝑇 [ 𝑗] to ℓ if both its children store values of at least ℓ . This has two purposes:

first, it indicates that index 𝑗 has been processed, and in particular that 𝑝 attempted a CAS() on𝐶 [𝑖] [ 𝑗 + 5𝜙] to ⊥.
Second, because of the requirement of both children’s values being set to at least ℓ first,𝑇 [ 𝑗] = ℓ indicates that all
nodes associated with the subtree rooted at 𝑇 [ 𝑗] have been processed as well. Since the leaf node 𝑇 [ℎ + 1] is set
to∞ and never changes, this propagation of ℓ up the tree towards the root ensures that all indices 𝑗 ∈ {1, . . . , ℎ}
are chosen in while-loop iterations before 𝑇 [1] is updated to ℓ . Hence, by the time the first clear(ℓ) operation

returns, all values in 𝐶 [𝑖] [5𝜙 + 1, . . . , 𝜆] have changed since the first invocation of clear(ℓ).
The expected total work by 𝑘 processes to execute clear(ℓ) for a given value of ℓ is at most𝑂 ((𝜆 +𝑘) log 𝜆) =

𝑂 ((log𝑛 + 𝑘) log log𝑛). If there are 𝑘 < 2
𝜙 ∈ Θ(log𝑛) recently proposed values, then the pivot value is non-⊥

with probability at most 𝑘/2𝜙 = 𝑂 (𝑘/log𝑛). Also, the periodically forced clearing when 𝑆.ℓ is near a multiple

of 𝜆 occurs twice every approximately log𝑛 lock/unlock cycles. Together, these make the expected amortized

complexity of clear() in 𝑂 (log log𝑛). To achieve 𝑂 (log𝑛) worst-case complexity, the while-loop can alternate

with iterations of lines 37–39 for 𝑗 ∈ {1, . . . , ℎ} (ℎ = 𝜆 − 5𝜙), but we do not include this in the code as it would

distract from the main results.

2.3 Correctness
Let 𝑅 be an RC object and 𝐸 an execution on 𝑅. (An execution consists of a sequence of all steps taken by

processes, together with all coin flips and local and shared variables.) We assume without loss of generality

that all shared memory operations of an execution 𝐸 take place at integer time units; precisely, the 𝑛-th shared

memory operation takes place at point 𝑛. In particular, operations are invoked at the point of their first shared

memory operation and respond at the point of their last shared memory operation.

We use the standard point operator ‘.’ to access the fields of an object and the methods it supports, e.g., 𝑜.𝑥 is

field 𝑥 of object 𝑜 , and 𝑜.𝑓 () is 𝑜’s method 𝑓 (). We will also consider references to objects, and use operator ‘.’ to

access the fields and methods of the referenced object, as well. E.g., if 𝑟 is a reference to the object 𝑜 above, then

𝑟 .𝑥 is the same variable as 𝑜.𝑥 .
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We use subscript 𝑡 to denote the value of a shared variable at point 𝑡 . If at 𝑡 an operation is executed that

changes the value of a shared variable 𝑦 from 𝑎 to 𝑏 ≠ 𝑎 (namely, a write or CAS() operation), then we define

𝑦𝑡 = 𝑏.

Two operations 𝑜𝑝0 and 𝑜𝑝1, where 𝑜𝑝0’s invocation is before 𝑜𝑝1’s invocation, overlap if and only if either 𝑜𝑝0

does not respond or 𝑜𝑝0’s response is after 𝑜𝑝1’s invocation.

As with Section 2.1, we denote the three components of 𝑆 by 𝑆.𝑣𝑎𝑙 , 𝑆.𝑖 , and 𝑆.ℓ , respectively. The interpreted
agreement-value of 𝑅 is the value stored in 𝑆.𝑣𝑎𝑙 . 𝑆.𝑖 indicates the side of 𝐶 that unlock() and choose&lock()
operations use. 𝑆.ℓ serves as a sequence number for successful unlock() and choose&lock() operations; if 𝑆.ℓ
is even, the interpreted locking state of 𝑅 is unlocked, and otherwise, it is locked. We also denote the two values

stored 𝑃 by 𝑃 .𝑝𝑣𝑎𝑙 and 𝑃 .ℓ , respectively. 𝑃 .𝑝𝑣𝑎𝑙 records a special pivot value used by the unlock() method, and

𝑃 .ℓ is a sequence number which we later prove stays within a difference of one from 𝑆.ℓ .

2.3.1 Linearization Points. Let 𝑜𝑝 be one of the operations propose(), choose&lock(), unlock(), or read(),
and let 𝑝 be the process executing 𝑜𝑝 . For each such operation we define a function 𝑙𝑖𝑛(𝑜𝑝) during the execution

𝐸, where 𝑙𝑖𝑛(𝑜𝑝) is either a point in the execution or is∞. We will prove in Theorem 2.23 that 𝑙𝑖𝑛(𝑜𝑝) is a strong
linearization point when it is not∞, and otherwise 𝑜𝑝 does not linearize.

If 𝑜𝑝 is a propose() operation, then 𝑙𝑖𝑛(𝑜𝑝) is the point when 𝑜𝑝 executes line 2. If 𝑜𝑝 is a read() operation,

then 𝑙𝑖𝑛(𝑜𝑝) is the point when 𝑜𝑝 executes line 29. Note that both methods consist of a single shared memory

operation, and therefore their invocations and responses are this single point.

Next, consider the case where 𝑜𝑝 is a choose&lock() [or unlock()] operation. If 𝑜𝑝 reads a value from 𝑆 at

its invocation in line 3 [or line 16] that would cause it to return in line 4 [or line 17], then 𝑙𝑖𝑛(𝑜𝑝) occurs at the
point of 𝑜𝑝’s invocation. If 𝑜𝑝’s final CAS() on 𝑆 in line line 15 [or line 28] is successful, then 𝑙𝑖𝑛(𝑜𝑝) occurs at
the point of this CAS(). Otherwise, 𝑙𝑖𝑛(𝑜𝑝) occurs a small 𝜖 (0 < 𝜖 < 1) after the first point after 𝑜𝑝’s read of 𝑆 in

line 3 [or line 16] in which the value of 𝑆 changes; if no such point exists, then 𝑙𝑖𝑛(𝑜𝑝) = ∞.

Observation 2.1. A choose&lock() or unlock() operation 𝑜𝑝 is successful if and only if its final CAS() on 𝑆
in line 15 or 28, respectively, succeeds at point 𝑡 , in which case 𝑙𝑖𝑛(𝑜𝑝) = 𝑡 .

Proof. Suppose that a choose&lock() [or unlock()] operation 𝑜𝑝 has a successful CAS() on 𝑆 in line 15 [or

28] at point 𝑡 . Therefore, 𝑜𝑝 does not return early in line 4 [or 17 or 24]. It follows that 𝑆.ℓ is even [or odd] in 𝑜𝑝’s

execution of lines 3 and 15 [or lines 16 and 28], and so the interpreted locking state of 𝑅 is unlocked [or locked,

with the interpreted agreement-value 𝑆.𝑣𝑎𝑙 equal to the argument of unlock()] at point 𝑡 . From the sequential

specification in Section 2, 𝑜𝑝 is successful at point 𝑡 . The first argument of 𝑜𝑝’s CAS() operation is the value that

𝑜𝑝 read from 𝑆 in line 3 [or 16], and every successful CAS() on 𝑆 increments 𝑆.ℓ by one. Therefore, 𝑡 is also the

point of the first shared memory operation that changes 𝑆 after 𝑜𝑝’s read of 𝑆 , so 𝑙𝑖𝑛(𝑜𝑝) = 𝑡 by definition.

It remains to show that if a choose&lock() [or unlock()] operation does not have a successful CAS() on

𝑆 in line 15 [or line 28], then it is not successful. If a choose&lock() operation 𝑜𝑝 returns in line 4, then 𝑅’s

interpreted locking state is locked at 𝑙𝑖𝑛(𝑜𝑝) in line 3, and therefore 𝑜𝑝 is unsuccessful at point 𝑡 (note that it

does not modify 𝑆 in this case). Similarly, if an unlock(𝑣𝑎𝑙) operation 𝑜𝑝 returns in line 17 [or line 24], then

either the interpreted agreement-value is not 𝑣𝑎𝑙 or 𝑅’s interpreted locking state is unlocked at 𝑙𝑖𝑛(𝑜𝑝) in line 16

[or line 24], and 𝑜𝑝 does not modify 𝑆 . The remaining case is that 𝑜𝑝’s CAS() on 𝑆 in its final line fails. Again,

since the first argument of 𝑜𝑝’s CAS() on 𝑆 in line 15 [or 28] equals the value that 𝑜𝑝 reads from 𝑆 in line 3 [or

16] at 𝑜𝑝’s invocation, 𝑆 changes in between 𝑜𝑝’s invocation and response. Since only a successful CAS() in

line 15 or line 28 can modify 𝑆 , by the above paragraph and the definition of 𝑙𝑖𝑛, 𝑙𝑖𝑛(𝑜𝑝) = 𝑙𝑖𝑛(𝑜𝑝′) + 𝜖 for some

successful choose&lock() or unlock() operation 𝑜𝑝′. Since the interpreted locking state of 𝑅 alternates with

each successful CAS() on 𝑆 , 𝑅 is locked [or unlocked] at 𝑙𝑖𝑛(𝑜𝑝). Therefore, 𝑜𝑝 is unsuccessful. □

Observation 2.2. If 𝑙𝑖𝑛(𝑜𝑝) = ∞, then 𝑜𝑝 does not respond.
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Proof. Let 𝑝 be the process executing 𝑜𝑝 . Then 𝑜𝑝 is not a propose() or read() operation, as otherwise

𝑙𝑖𝑛(𝑜𝑝) < ∞ by definition.

Now suppose 𝑜𝑝 is a choose&lock() operation. For the purpose of proving a contradiction, assume that 𝑜𝑝

responds. By definition of 𝑙𝑖𝑛, 𝑆 is unlocked when 𝑝 reads 𝑆 in line 3, and so 𝑝 responds by executing line 15 at

the end of 𝑜𝑝 . The value of 𝑆 changes either with the CAS() operation that 𝑝 executes in line 15, or in between

𝑝’s read of 𝑆 in line 3 and before 𝑝’s response in line 15. Since 𝑙𝑖𝑛(𝑜𝑝) is at or immediately after the first such

change of 𝑆 , this leads to a contradiction.

Finally, suppose that 𝑜𝑝 is an unlock(𝑣𝑎𝑙) operation. As above, we assume that 𝑜𝑝 responds, and will arrive at

a contradiction. If 𝑜𝑝 responds in line 17, then 𝑙𝑖𝑛(𝑜𝑝) is the point of 𝑜𝑝’s invocation. If 𝑜𝑝 responds in line 24 due

to 𝑆 having changed, then 𝑙𝑖𝑛(𝑜𝑝) is immediately after the first such change. Therefore, 𝑜𝑝 responds in line 28.

As in the choose&lock() method, either the final CAS() succeeds and 𝑙𝑖𝑛(𝑜𝑝) is the point of 𝑜𝑝’s response or 𝑆
changes before the CAS() attempt and 𝑙𝑖𝑛(𝑜𝑝) is immediately after the first such change. Thus, all cases imply

that 𝑙𝑖𝑛(𝑜𝑝) < ∞, which is a contradiction. □

2.3.2 Correctness of choose&lock() and unlock().

Observation 2.3. If the interpreted agreement-value changes at point 𝑡 , then a successful choose&lock()
operation responds at point 𝑡 .

Proof. Recall that the interpreted agreement-value is defined as the first component of 𝑆 , 𝑆.𝑣𝑎𝑙 . Only a

successful CAS() in line 15 can change 𝑆.𝑣𝑎𝑙 . By Observation 2.1, a successful choose&lock() operation responds

at point 𝑡 . □

Lemma 2.4. Let𝑤 ∈ 𝑉 and 𝑡 > 0. If 𝑆𝑡 .𝑣𝑎𝑙 = 𝑤 , then there is a propose(𝑤) operation 𝑜𝑝 such that 𝑙𝑖𝑛(𝑜𝑝) < 𝑡 .
Proof. Initially, 𝑆0.𝑣𝑎𝑙 = ⊥. From Observation 2.3, some process 𝑝’s successful choose&lock() operation 𝑜𝑝′

executes line 15 at some point 𝑙𝑖𝑛(𝑜𝑝′) ≤ 𝑡 , which sets 𝑆𝑡 ′ .𝑣𝑎𝑙 to𝑤 . Therefore, 𝑝 previously reads𝑤 in line 8, 10

or 13 from some entry 𝐶 [𝑖] [ 𝑗] before 𝑡 ′. Since𝑤 ∈ 𝑉 and so𝑤 ≠ ⊥, some process 𝑞 writes𝑤 to 𝐶 [𝑖] [ 𝑗] in line 2

before the point of 𝑝’s read. Since only the propose() method can write non-⊥ values to 𝐶 , for 𝑞’s propose(𝑤)
operation 𝑜𝑝 , 𝑙𝑖𝑛(𝑜𝑝) < 𝑡 ′ < 𝑡 . □

Lemma 2.5. Between the responses of any two successful choose&lock() operations, a successful unlock() oper-
ation responds, and between the responses of any two successful unlock() operations, a successful choose&lock()
operation responds.

Also, the response of the first successful choose&lock() operation happens before the response of the first successful
unlock() operation.

Proof. According to the conditional in line 4 and the parameters of the CAS() operation in line 15, choose&lock()
can have a successful CAS() only if immediately before its CAS() 𝑆.ℓ is even. Similarly, in the unlock() method,

the CAS() at line 28 succeeds only if 𝑆.ℓ is odd immediately before the CAS() operation due to the conditional in

line 17.

The claim follows from the fact that initially 𝑆.ℓ is even (zero), and that each successful choose&lock() and
unlock() operation increments 𝑆.ℓ at its response by Observation 2.1. □

Observation 2.6. Let each of 𝑜𝑝0 and 𝑜𝑝1 be a choose&lock() or unlock() operation such that both 𝑜𝑝0 and
𝑜𝑝1 are successful. Then 𝑜𝑝0 and 𝑜𝑝1 do not overlap.

Proof. Suppose for the purpose of proving a contradiction that 𝑜𝑝0 and 𝑜𝑝1 do overlap. Also suppose without

loss of generality that 𝑜𝑝0’s first shared memory operation (a read of 𝑆 in line 3 or 16) occurs before 𝑜𝑝1’s first

shared memory operation (another read of 𝑆). By definition of overlapping operations, 𝑜𝑝0’s last shared memory

operation (a successful CAS() on 𝑆) occurs after 𝑜𝑝1’s first shared memory operation.
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Let 𝑜𝑝𝑖 be the operation with the later successful CAS() among 𝑜𝑝0 and 𝑜𝑝1. 𝑆 changes at least once after 𝑜𝑝𝑖 ’s

read of 𝑆 in its first step and before its successful CAS() in its last step, at the time of 𝑜𝑝1−𝑖 ’s successful CAS()
operation. The first argument of 𝑜𝑝𝑖 ’s CAS() on 𝑆 equals the values read from 𝑆 in 𝑜𝑝𝑖 ’s read from 𝑆 in line 15 or

28, and 𝑆 exhibits no ABAs due to 𝑆.ℓ strictly increasing with each successful CAS() operation. Therefore, 𝑜𝑝𝑖 ’s

final CAS() fails, contradicting that it is a successful choose&lock() or unlock() operation. □

2.3.3 Pivot Properties.

Observation 2.7. If 𝑃 .ℓ is even, then 𝑃 .𝑝𝑣𝑎𝑙 = ⊥.

Proof. Initially, 𝑃 = (⊥, 0). Only a successful CAS() operation on 𝑃 in line 19 or 27 may change 𝑃 , and both

lines increment 𝑃 .ℓ by one. Since any process executing unlock() has an odd local value of ℓ in order to progress

past line 17, and since line 19 sets 𝑃 .ℓ to ℓ and line 27 sets 𝑃 .ℓ to ℓ + 1, only line 27 can set 𝑃 .ℓ to an even number.

Since line 27 also sets 𝑃 .𝑝𝑣𝑎𝑙 to ⊥, the claim follows for all 𝑃 .ℓ . □

Recall from Observation 2.1 that a successful choose&lock() or unlock() operation is one whose final CAS()
on 𝑆 , in line 15 or 28 respectively, succeeds. Also, from Observation 2.1, a successful choose&lock() or unlock()
operation 𝑜𝑝 has 𝑙𝑖𝑛(𝑜𝑝) exactly when its final CAS() on 𝑆 succeeds, and no other operation can update 𝑆 .

Definition 2.8 (Lock/unlock timeline points). Let 𝑂𝑃𝑥>𝑡 indicate the set of all operations that execute line 𝑥
after point 𝑡 . We uniquely define the following points in an execution for all positive integers 𝑠 . If the point does

not exist, then we define it as∞.
• Point 𝑡𝐶𝐿𝑠 occurs at the response of the 𝑠-th successful choose&lock() operation.

• Point 𝑡𝑃𝐿𝑠 occurs at the first execution of the CAS() in line 19 from an unlock() operation in 𝑂𝑃
16>𝑡𝐶𝐿

𝑠
.

• Point 𝑡𝑃𝐶𝑠 occurs at the first execution of the CAS() in line 21 from an unlock() operation in 𝑂𝑃
20>𝑡𝑃𝐿𝑠

such that the operation reads 𝑆𝑡𝐶𝐿
𝑠
.𝑖 from 𝑆 in line 16.

• Point 𝑡𝑃𝑈𝑠 occurs at the first execution of the CAS() in line 27 from an unlock() operation in 𝑂𝑃
16>𝑡𝐶𝐿

𝑠
.

• Point 𝑡𝑈𝐿
𝑠 occurs at the first execution of the CAS() in line 28 from an unlock() operation in 𝑂𝑃

16>𝑡𝐶𝐿
𝑠
.

For convenience in the analysis, we also fix 𝑡𝐶𝐿
0

= 𝑡𝑃𝐿
0

= 𝑡𝑃𝐶
0

= 𝑡𝑃𝑈
0

= 𝑡𝑈𝐿
0

= 0.

Lemma 2.9 (Lock/unlock timeline). Let 𝑠 be a positive integer. Then the following properties hold:
(1) If 𝑡𝐶𝐿𝑠 < ∞, then 𝑡𝐶𝐿𝑠 is the point of the (2𝑠 − 1)-th successful CAS() on 𝑆 , which increments 𝑆.ℓ from 2𝑠 − 2

to 2𝑠 − 1. Also, 𝑃𝑡𝐶𝐿
𝑠
.ℓ = 2𝑠 − 2.

(2) If 𝑡𝑃𝐿𝑠 < ∞, then the CAS() on 𝑃 at point 𝑡𝑃𝐿𝑠 is successful, and increments 𝑃 .ℓ from 2𝑠 − 2 to 2𝑠 − 1. We will
later refer to this point as a pivot-lock point.

(3) If 𝑡𝑃𝐶𝑠 < ∞ and 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 ≠ ⊥, then 𝐶 does not contain 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 at any point at or after 𝑡𝑃𝐶𝑠 .
(4) If 𝑡𝑃𝑈𝑠 < ∞, then the CAS() on 𝑃 at point 𝑡𝑃𝑈𝑠 is successful, and increments 𝑃 .ℓ from 2𝑠 − 1 to 2𝑠 .
(5) If 𝑡𝑈𝐿

𝑠 < ∞, then point 𝑡𝑈𝐿
𝑠 is the response of the 𝑠-th successful unlock() operation in line 28, which

increments 𝑆.ℓ from 2𝑠 − 1 to 2𝑠 .
(6) If 𝑡𝐶𝐿𝑠+1 < ∞, then point 𝑡𝐶𝐿𝑠+2 occurs at the first execution of the CAS() in line 15 from a choose&lock()

operation in 𝑂𝑃
3>𝑡𝑈𝐿

𝑠
. This CAS() on 𝑆 is successful, and increments 𝑆.ℓ from 2𝑠 to 2𝑠 + 1, while 𝑃𝑡𝐶𝐿

𝑠+2
.ℓ = 2𝑠 .

In particular, 𝑡𝐶𝐿𝑠 ≤ 𝑡𝑃𝐿𝑠 ≤ 𝑡𝑃𝐶𝑠 ≤ 𝑡𝑃𝑈𝑠 ≤ 𝑡𝑈𝐿
𝑠 ≤ 𝑡𝐶𝐿𝑠+1, using the convention that∞ ≤ ∞.

Proof. First, observe that 𝑆.ℓ begins at zero and is incremented by one with each successful CAS() on 𝑆 in
line 15 or 28, and that no other line modifies 𝑆 . By Observation 2.1, 𝑆.ℓ is incremented exactly when a successful

choose&lock() or unlock() operation responds, and it is initialized to zero. Therefore, at the 𝑠-th successful

CAS() on 𝑆 , 𝑆.ℓ = 𝑠 . Moreover, from Lemma 2.5, every other update of 𝑆 beginning with the first is the response of

a choose&lock() operation. Together, this proves (1) other than the claim that 𝑃𝑡𝐶𝐿
𝑠
.ℓ = 2𝑠 − 2. From Lemma 2.5
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and that 𝑆 and 𝑃 increment by one with each successful CAS(), it follows that property (6) for 𝑠 ≥ 1 implies

property (1) for 𝑠 + 1.

We now prove 𝑃𝑡𝐶𝐿
𝑠
.ℓ = 2𝑠 − 2 and (2) through (6) using induction on 𝑠 .

Consider the point 𝑡𝐶𝐿𝑠 for the base case of 𝑠 = 1, i.e., the response of the first successful choose&lock()
operation. We want to show that 𝑃𝑡𝐶𝐿

0

.ℓ = 0. Observe that only an unlock() operation can affect 𝑃 , in line 19 or

27. Also, every unlock() operation returns in line 17 while 𝑆.ℓ = 0, which is its initial value. Therefore, 𝑃 does

not change before 𝑡𝐶𝐿
1

, so 𝑃 .ℓ remains at its initial value of zero, which proves that 𝑃𝑡𝐶𝐿
1

.ℓ = 0.

Now we prove the inductive case. Given a positive integer 𝑠 , suppose that (1) holds. We want to show that (2)

through (6) hold for the given value of 𝑠 .

To prove (5) and (6) other than the claim that 𝑃𝑡𝐶𝐿
𝑠+1
.ℓ = 2𝑠 , we observe that after a successful CAS() on 𝑆 , the

next process to read the updated value of 𝑆 and then perform a CAS() on 𝑆 using this updated value succeeds.

From Lemma 2.5, point 𝑡𝑈𝐿
𝑠 is the response of the 𝑠-th successful unlock() operation.

Observe that it follows immediately from Definition 2.8 that 𝑡𝐶𝐿𝑠 ≤ 𝑡𝑃𝐿𝑠 ≤ 𝑡𝑃𝑈𝑠 ≤ 𝑡𝑈𝐿
𝑠 ≤ 𝑡𝐶𝐿𝑠+1 and 𝑡

𝑃𝐿
𝑠 ≤ 𝑡𝑃𝐶𝑠 . To

show that 𝑡𝑃𝐶𝑠 ≤ 𝑡𝑃𝑈𝑠 , first suppose that 𝑡𝑃𝑈𝑠 < ∞ and let 𝑜𝑝𝑢𝑝 be the first unlock() operation in 𝑂𝑃
16>𝑡𝐶𝐿

𝑠
to

execute line 27. Since 𝑆.ℓ = 2𝑠 − 1 throughout the interval

[
𝑡𝐶𝐿𝑠 , 𝑡𝑈𝐿

𝑠

)
and 𝑆.ℓ only increments with each CAS(), it

follows that 𝑆 does not change in the interval and so 𝑜𝑝𝑢𝑝 reads 𝑆𝑡𝐶𝐿
𝑠
.𝑖 from 𝑆.𝑖 in line 16. Because 𝑜𝑝𝑢𝑝 ∈ 𝑂𝑃16>𝑡𝐶𝐿

𝑠

it executes line 20 after 𝑡𝑃𝐿𝑠 , which makes 𝑜𝑝𝑢𝑝 ∈ 𝑂𝑃20>𝑡𝑃𝐿𝑠
. Therefore, 𝑜𝑝𝑢𝑝 ’s execution of line 21 is no earlier

than 𝑡𝑃𝐶𝑠 , so 𝑡𝑃𝐶𝑠 ≤ 𝑡𝑃𝑈𝑠 .

Next we show (2). Consider the first unlock() operation in 𝑂𝑃
16>𝑡𝐶𝐿

𝑠
to execute line 19, which we denote by

𝑜𝑝𝑙𝑝 , if it exists. The point when 𝑜𝑝𝑙𝑝 executes line 19 is 𝑡𝑃𝐿𝑠 < ∞ by definition. Since 𝑆.ℓ cannot decrease, and

since 𝑡𝑃𝐿𝑠 < 𝑡𝑈𝐿
𝑠 by Definition 2.8, by (5) 𝑆.ℓ = 2𝑠 − 1 in the interval

[
𝑡𝐶𝐿𝑠 , 𝑡𝑃𝐿𝑠

]
. Therefore, 𝑜𝑝𝑙𝑝 is the first operation

to execute line 19 with a local value of ℓ = 2𝑠 − 1. Recall that unlock() operations read an odd value of 𝑆.ℓ in

line 16 if they progress past line 17. Thus, the only line that can change 𝑃 when 𝑃 .ℓ is even is line 19, which

changes 𝑃 .ℓ from a local value of ℓ − 1 to ℓ . From (1), 𝑃𝑡𝐶𝐿
𝑠
.ℓ = 2𝑠 − 2, which is even, so 𝑜𝑝𝑙𝑝 is the first process

that attempts a CAS() on 𝑃 with an old value for 𝑃 .ℓ of 2𝑠 − 2. Therefore, 𝑃 .ℓ = 2𝑠 − 2 throughout the interval[
𝑡𝐶𝐿𝑠 , 𝑡𝑃𝐿𝑠

)
. It follows that 𝑜𝑝𝑙𝑝 ’s CAS() succeeds and increments 𝑃 .ℓ from 2𝑠 − 2 to 2𝑠 − 1, proving (2).

Next we show (4). Recall that we denote the first unlock() operation in 𝑂𝑃
16>𝑡𝐶𝐿

𝑠
to execute line 27 as 𝑜𝑝𝑢𝑝 .

The point when 𝑜𝑝𝑢𝑝 executes line 27 is 𝑡
𝑃𝑈
𝑠 . Only line 27 can update 𝑃 when 𝑃 .ℓ is odd, by the same argument that

only line 19 can update 𝑃 when 𝑃 .ℓ is even. Since 𝑜𝑝𝑢𝑝 is invoked after 𝑡𝐶𝐿𝑠 , and since 𝑡𝑃𝑈𝑠 < 𝑡𝑈𝐿
𝑠 by Definition 2.8

when 𝑡𝑃𝑈𝑠 < ∞, 𝑜𝑝𝑢𝑝 is the first operation to attempt a CAS() on 𝑃 with the expected value of 𝑃 .ℓ equal to 2𝑠 − 1.

This CAS() is after 𝑡𝑃𝐿𝑠 , which updates 𝑃 .ℓ to 2𝑠 − 1 as proven above, and 𝑜𝑝𝑢𝑝 also executes line 20 after 𝑡𝑃𝐿𝑠 by

definition of 𝑜𝑝𝑢𝑝 and of line 20. Therefore, 𝑜𝑝𝑢𝑝 ’s local value of 𝑝𝑣𝑎𝑙 matches 𝑃 .𝑝𝑣𝑎𝑙 , so its CAS() succeeds and

increments the value of 𝑃 .ℓ from 2𝑠 − 1 to 2𝑠 , proving (4).

We now show (3). Consider the first unlock() operation in 𝑂𝑃
20>𝑡𝑃𝐿𝑠

with a local value of 𝑖 matching 𝑆𝑡𝐶𝐿
𝑠
.𝑖 to

execute line 21; we denote this operation by 𝑜𝑝𝑐𝑝 . The point when 𝑜𝑝𝑐𝑝 executes line 21 is 𝑡𝑃𝐶𝑠 . Since 𝑡𝑃𝐶𝑠 ≤ 𝑡𝑃𝑈𝑠 , 𝑃

does not change since in the interval

[
𝑡𝑃𝐿𝑠 , 𝑡𝑃𝐶𝑠

]
. In particular, 𝑜𝑝𝑐𝑝 reads the same value from 𝑃 .𝑝𝑣𝑎𝑙 in line 20 that

𝑜𝑝𝑙𝑝 reads from𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [𝜙] in line 18. If𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [𝜙] does not change in between 𝑜𝑝𝑙𝑝 ’s read of it in line 18 and

𝑜𝑝𝑐𝑝 ’s attempted CAS() on 𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [𝜙] in line 21, then 𝑜𝑝𝑐𝑝 ’s CAS() in 𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [𝜙] to ⊥ succeeds; otherwise,

𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [𝜙] changes to some other value than 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 . Because only propose() can write non-⊥ values to 𝐶 ,

and no two proposals use the same value, it follows that if 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 ≠ ⊥ then 𝐶 does not contain 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 at or

after 𝑡𝑃𝐶𝑠 , which proves (3).

To complete the proof of (6), it remains to show that 𝑃𝑡𝐶𝐿
𝑠+1
.ℓ = 2𝑠 : since 𝑃 .ℓ increments by one with each update,

it suffices to show that 𝑃 does not change in the interval

[
𝑡𝑃𝑈𝑠 , 𝑡𝐶𝐿𝑠+1

]
. Recall that only unlock() can change 𝑃 , that
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every unlock() operation that progresses past line 17 has an odd local value of ℓ , and that the CAS() attempts

on 𝑃 in lines 19 and 27 use an old value of 𝑃 .ℓ that is at most ℓ . Thus, in order for a CAS() on 𝑃 to successfully

increment 𝑃 .ℓ from 2𝑠 to 2𝑠 + 1 in

[
𝑡𝑃𝑈𝑠 , 𝑡𝐶𝐿𝑠+1

]
, the unlock() operation has a local value of ℓ of at least 2𝑠 + 1, since

ℓ is even. This is not possible until after 𝑡𝐶𝐿𝑠+1, which proves that 𝑃𝑡𝐶𝐿
𝑠+1
.ℓ = 2𝑠 .

Property (6) for 𝑠 implies (1) for 𝑠 + 1, so the induction follows. □

Corollary 2.10. If 𝑃𝑡1
= (𝑝𝑣𝑎𝑙1, ℓ1) and 𝑃𝑡2

= (𝑝𝑣𝑎𝑙2, ℓ2) such that ℓ1 ≠ ℓ2 and neither 𝑝𝑣𝑎𝑙1 nor 𝑝𝑣𝑎𝑙2 are ⊥,
then 𝑝𝑣𝑎𝑙1 ≠ 𝑝𝑣𝑎𝑙2.

Proof. Assumewithout loss of generality that 𝑡1 < 𝑡2. Since 𝑃 .ℓ can only increase, ℓ1 < ℓ2. UsingObservation 2.7

and Lemma 2.9, 𝑆𝑡1
.ℓ = ℓ1 and 𝑆𝑡2

.ℓ = ℓ2, and they are both odd. From (3) of Lemma 2.9,𝐶 does not contain 𝑃𝑡1
.𝑝𝑣𝑎𝑙

after 𝑡𝑃𝐶(ℓ1+1)/2. Consider the operation 𝑜𝑝 that first sets 𝑃 to (𝑝𝑣𝑎𝑙2, ℓ2). From Lemma 2.9 and that 𝑃 .ℓ increments

with each successful CAS() on it, 𝑜𝑝 makes this change at point 𝑡𝑃𝐿(ℓ2+1)/2. By definition of 𝑡𝑃𝐿(ℓ2+1)/2, 𝑜𝑝 reads 𝑆 in

line 16 after 𝑡𝐶𝐿(ℓ2+1)/2, and from Lemma 2.9 𝑡𝐶𝐿(ℓ2+1)/2 > 𝑡𝑃𝐶(ℓ1+1)/2. Therefore, 𝑜𝑝 reads some value different from 𝑝𝑣𝑎𝑙1

from 𝐶 [𝑖] [𝜙] in line 18, and sets 𝑃 .𝑝𝑣𝑎𝑙 to this different value 𝑝𝑣𝑎𝑙2 ≠ 𝑝𝑣𝑎𝑙1 at 𝑡
𝑃𝐿
(ℓ2+1)/2. □

Claim 2.11. Let 𝑖∗ ∈ {0, 1}. If a CAS() on𝐶 [𝑖∗] [𝜙] from a non-⊥ value 𝑣 to ⊥ in
[
𝑡𝐶𝐿𝑠 , 𝑡𝐶𝐿𝑠+2

)
is successful for some

positive integer 𝑠 such that 𝑆𝑡𝐶𝐿
𝑠
.𝑖 = 𝑖∗, then it occurs at point 𝑡𝑃𝐶𝑠 , and 𝑣 = 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 .

Proof. From Lemma 2.9 and that 𝑃 .ℓ increments by 1 with each successful CAS() on 𝑃 , if 𝑡𝐶𝐿
𝑠′+1 < ∞ then 𝑃

changes exactly twice in the interval

[
𝑡𝐶𝐿
𝑠′ , 𝑡

𝐶𝐿
𝑠′+1

)
for any positive integer 𝑠′, at points 𝑡𝑃𝐿

𝑠′ and 𝑡𝑃𝑈
𝑠′ . (If 𝑡𝐶𝐿

𝑠′+1 = ∞,
then 𝑃 changes at most twice in the interval.) From Observation 2.7, 𝑃 .𝑝𝑣𝑎𝑙 can only be different from ⊥ in the

sub-interval

[
𝑡𝑃𝐿
𝑠′ , 𝑡

𝑃𝑈
𝑠′

)
. Therefore, 𝑃 .𝑝𝑣𝑎𝑙 takes on at most one non-⊥ value in the interval

[
𝑡𝐶𝐿
𝑠′ , 𝑡

𝐶𝐿
𝑠′+1

)
, namely

𝑃𝑡𝑃𝐿
𝑠′
.𝑝𝑣𝑎𝑙 . From Lemma 2.9, 𝐶 [𝑖∗] [𝜙] does not contain 𝑃𝑡𝑃𝐿

𝑠′
.𝑝𝑣𝑎𝑙 at or after point 𝑡𝑃𝐶

𝑠′ ∈
[
𝑡𝑃𝐿
𝑠′ , 𝑡

𝑃𝑈
𝑠′

]
.

Consider a successful CAS() on 𝐶 [𝑖∗] [𝜙] from some value 𝑣 ≠ ⊥ to ⊥ at point 𝑡 ∈
[
𝑡𝐶𝐿𝑠 , 𝑡𝐶𝐿𝑠+2

)
. Because only

line 21 can replace 𝐶 [𝑖∗] [𝜙] with ⊥, it follows that some unlock() operation 𝑜𝑝 executes a successful CAS() in

line 21 at point 𝑡 . The first argument of the CAS() is 𝑜𝑝’s local value of 𝑝𝑣𝑎𝑙 , which by the above paragraph is

𝑣 = 𝑃𝑡𝑃𝐿
𝑠′
.𝑝𝑣𝑎𝑙 for some 𝑠′. Therefore, 𝑜𝑝 reads 𝑃𝑡𝑃𝐿

𝑠′
.𝑝𝑣𝑎𝑙 from 𝑃 .𝑝𝑣𝑎𝑙 in line 20 at point 𝑡 ′ such that 𝑡𝑃𝐿

𝑠′ < 𝑡 ′ < 𝑡 .

From (3) of Lemma 2.9, 𝐶 does not contain 𝑃𝑡𝑃𝐿
𝑠′
.𝑝𝑣𝑎𝑙 at or after 𝑡𝑃𝐶

𝑠′ , and so 𝑡 ≤ 𝑡𝑃𝐶
𝑠′ . If 𝑠

′ < 𝑠 , then 𝑡𝑃𝐶
𝑠′ < 𝑡𝐶𝐿𝑠 ,

which contradicts that 𝑡 ≥ 𝑡𝐶𝐿𝑠 ; therefore, 𝑠′ ≥ 𝑠 .
Now suppose, for the purpose of proving a contradiction, that 𝑡 ≠ 𝑡𝑃𝐶𝑠 . Consider first the case where 𝑡 < 𝑡𝑃𝐶𝑠 .

Since 𝑠′ ≥ 𝑠 and 𝑡𝑃𝐿
𝑠′ < 𝑡 < 𝑡𝑃𝐶𝑠 < 𝑡𝑃𝐿𝑠+1, it follows that 𝑠

′ < 𝑠 + 1 and so 𝑠′ = 𝑠 . Using Corollary 2.10, 𝑡𝑃𝐿𝑠 is the first

point when 𝑃 .𝑝𝑣𝑎𝑙 = 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 , and it is the point of a successful CAS(), which sets 𝑃 .𝑝𝑣𝑎𝑙 to 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 . We thus

have 𝑡𝑃𝐿𝑠 < 𝑡 ′ < 𝑡 < 𝑡𝑃𝐶𝑠 , and since 𝑜𝑝’s operations are on side 𝑖∗, it reads 𝑖∗ = 𝑆𝑡𝐶𝐿
𝑠

from 𝑆 in line 16. By definition

of 𝑡𝑃𝐶𝑠 in Definition 2.8, 𝑜𝑝’s execution of line 21 is 𝑡𝑃𝐶𝑠 , (the point when the first unlock() operation in𝑂𝑃
20>𝑡𝑃𝐿𝑠

whose local value of 𝑖 matches 𝑆𝑡𝐶𝐿
𝑠
.𝑖 executes line 21). This contradicts that 𝑡 < 𝑡𝑃𝐶𝑠 .

The remaining case is if 𝑡 > 𝑡𝑃𝐶𝑠 . Since 𝐶 does not contain 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 after 𝑡𝑃𝐶𝑠 , it follows that 𝑠′ > 𝑠 . Also, since

𝑡 < 𝑡𝐶𝐿𝑠+2 < 𝑡𝑃𝐿𝑠+2, 𝑠
′ < 𝑠 + 2, so 𝑠′ = 𝑠 + 1. Since 𝑖∗ = 𝑆𝑡𝐶𝐿

𝑠
.𝑖 and 𝑆.𝑖 alternates between zero and one at each successful

unlock() operation’s response, and using Lemma 2.5, 𝑆𝑡𝐶𝐿
𝑠+1
.𝑖 = 1 − 𝑖∗. From Lemma 2.9, if 𝑃𝑡𝑃𝐿

𝑠+1
.𝑝𝑣𝑎𝑙 ≠ ⊥, then

it is the value of some proposal written to 𝐶 [1 − 𝑖∗] [𝜙]. Since proposals are unique, 𝐶 [𝑖∗] [𝜙] never contains
𝑃𝑡𝑃𝐿

𝑠+1
.𝑝𝑣𝑎𝑙 , so 𝑜𝑝’s CAS() from 𝑃𝑡𝑃𝐿

𝑠′
.𝑝𝑣𝑎𝑙 = 𝑃𝑡𝑃𝐿

𝑠+1
.𝑝𝑣𝑎𝑙 to ⊥ is not successful, which contradicts our assumptions.

We have now proven that 𝑡 = 𝑡𝑃𝐶𝑠 . From Definition 2.8, 𝑜𝑝 reads value 𝑣 from 𝑃 .𝑝𝑣𝑎𝑙 in line 20 in the interval(
𝑡𝑃𝐿𝑠 , 𝑡𝑃𝐶𝑠

)
, and therefore 𝑣 = 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 . □
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Lemma 2.12. Let 𝑠 be a positive integer such that 𝑡𝑃𝐿𝑠 < ∞. If 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 = ⊥ and 2𝑠 − 1 mod 𝜆 < 𝜆 − 4, then no

process invokes clear(2𝑠 − 1). If 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 ≠ ⊥ or 2𝑠 − 1 mod 𝜆 ≥ 𝜆 − 4, then at least one process responds from a

clear(2𝑠 − 1) operation before 𝑡𝑃𝑈𝑠 < 𝑡𝑈𝐿
𝑠 if 𝑡𝑃𝑈𝑠 < ∞.

Proof. A process can run clear(2𝑠 − 1) only if it is executing an unlock() operation that reads 2𝑠 − 1 from

𝑆.ℓ in line 16 (the first line of unlock()). From Lemma 2.9, we only need to consider unlock() operations that
are invoked in the interval

(
𝑡𝐶𝐿𝑠 , 𝑡𝑈𝐿

𝑠

)
, since 𝑆.ℓ = 2𝑠 − 1 exactly in the interval

[
𝐶𝐿𝑠, 𝑡𝑈𝐿

𝑠

)
.

From Lemma 2.9, 𝑃 .ℓ = 2𝑠 − 1 in and only in the interval

[
𝑡𝑃𝐿𝑠 , 𝑡𝑃𝑈𝑠

)
.

Consider the case where 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 ≠ ⊥ or 2𝑠 − 1 mod 𝜆 ≥ 𝜆 − 4, and 𝑡𝑃𝑈𝑠 < ∞. From Definition 2.8, 𝑡𝑃𝐿𝑠 is

the first point when an unlock() operation executes line 19 with a local value of ℓ matching 2𝑠 − 1. Thus, the

unlock() operation 𝑜𝑝𝑢𝑝 that executes line 27 (incrementing 𝑃 .ℓ to 2𝑠) at 𝑡𝑃𝑈𝑠 previously executes line 20 in(
𝑡𝑃𝐿𝑠 , 𝑡𝑃𝑈𝑠

)
, so it reads a non-⊥ value from 𝑃 .𝑝𝑣𝑎𝑙 . Hence, the conditional in 𝑜𝑝𝑢𝑝 ’s execution of line 26 evaluates

to true so 𝑜𝑝𝑢𝑝 responds from a clear(2𝑠 − 1) operation in line 26 before 𝑡𝑃𝑈𝑠 , proving the last part of the lemma.

Now consider the case where 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 = ⊥ and 2𝑠−1 mod 𝜆 < 𝜆−4. For the purpose of showing a contradiction,

suppose that an unlock() operation 𝑜𝑝′ invokes clear(2𝑠 − 1) in line 26. Let 𝑡 ′ be the point when 𝑜𝑝′ reads 𝑃
in line 20; by Definition 2.8 and because 𝑜𝑝′ reads 𝑆.ℓ = 2𝑠 − 1 after 𝑡𝐶𝐿𝑠 , 𝑡 ′ > 𝑡𝑃𝐿𝑠 . Suppose first that 𝑡 ′ < 𝑡𝑃𝑈𝑠 , so

that 𝑃 .ℓ = 2𝑠 − 1 at point 𝑡 ′. Then 𝑜𝑝′ reads ⊥ from 𝑃 .𝑝𝑣𝑎𝑙 . It therefore does not run clear() in line 26. Suppose

instead that 𝑡 ′ > 𝑡𝑃𝑈𝑠 , so 𝑃 .ℓ ≥ 2𝑠 at the point of 𝑜𝑝′’s read of 𝑃 . If 𝑃 .ℓ is even at 𝑡 ′, by Observation 2.7 𝑃 .𝑝𝑣𝑎𝑙 = ⊥.
In this case, 𝑜𝑝′ sets its local 𝑝𝑣𝑎𝑙 variable to ⊥ and therefore does not execute clear() in line 26. Otherwise,

if 𝑃 .ℓ is odd at 𝑡 ′, its last change is from a successful CAS() in line 19. By Lemma 2.9, this can only happen if

𝑆.ℓ also changed since 𝑡𝑃𝑈𝑠 and before 𝑡 ′. Therefore, 𝑜𝑝′ returns in line 24, and does not reach line 26 to run the

clear() method. Since both cases lead to a contradiction, the first part of the lemma follows. □

Corollary 2.13. If some process invokes clear(2𝑠 − 1) and 𝑡𝑃𝑈𝑠 < ∞, then at least one process responds from a
clear(2𝑠 − 1) operation before 𝑡𝑃𝑈𝑠 < 𝑡𝑈𝐿

𝑠 .

Proof. Suppose that some process invokes clear(2𝑠 − 1). From Lemma 2.9, 𝑡𝑃𝐿𝑠 occurs before any unlock()
operation that reads 2𝑠−1 from 𝑆.ℓ reaches line 26, so 𝑡𝑃𝐿𝑠 < ∞. By the first part of Lemma 2.12, either 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 ≠ ⊥
or 2𝑠 − 1 mod 𝜆 ≥ 𝜆 − 4. The corollary then follows using the second part of Lemma 2.12. □

Claim 2.14. When used in the context of the RC object, invocations of the clear() method satisfy (1).

Proof. Suppose that clear(ℓ1) and clear(ℓ2) are both invoked in an execution with ℓ1 < ℓ2. Since any

unlock() operation that reads an even value of 𝑆.ℓ in line 16 returns in line 17 and processes can only invoke

clear() from line 26 of the unlock() method, ℓ1 and ℓ2 are odd. Thus, ℓ1 = 2𝑠1 − 1 and ℓ2 = 2𝑠2 − 1 for integers

𝑠1 < 𝑠2. Consider the first invocation of clear(ℓ2), by some process 𝑝2 at point 𝑡2. As 𝑝2 invokes clear(ℓ2)
from an unlock() operation, ℓ2 equals the value of 𝑆.ℓ that 𝑝2 reads in line 16 at point 𝑡1 < 𝑡2. By Lemma 2.9,

𝑡𝑃𝑈𝑠1

< 𝑡𝐶𝐿𝑠2

< 𝑡1. By Corollary 2.13, some clear(2𝑠1 − 1) operation responds before 𝑡𝑃𝑈𝑠1

, and hence before 𝑡2. □

2.3.4 Clear Method Properties. In this section, we prove several statements about the clear() method. Recall

from Figure 3 that ℎ = 𝜆 − 5𝜙 , which is the size of sub-array 𝐶 [𝑖] [5𝜙 + 1, . . . , 𝜆].

Claim 2.15. If 𝑇 [ 𝑗] = ℓ > 0 at point 𝑡 , where 1 ≤ 𝑗 ≤ ℎ, then a clear(ℓ) operation is invoked before 𝑡 .

Proof. First, consider the case where ℎ/2 < 𝑗 ≤ ℎ. Both of 𝑇 [ 𝑗]’s children, defined as in lines 35 and 36 as

𝑇 [min {2 𝑗, ℎ + 1}] and 𝑇 [min {2 𝑗 + 1, ℎ + 1}], are 𝑇 [ℎ + 1] in this case. Since no line modifies 𝑇 [ℎ + 1], and it

is initialized to∞, 𝑇 [ℎ + 1] = ∞ at all points of an execution. Since 𝑇 [ 𝑗] is initialized to 0, it changes to ℓ in a

successful CAS() operation in line 40 of some clear(ℓ ′) operation. Since 𝑙𝑒 𝑓 𝑡 and 𝑟𝑖𝑔ℎ𝑡 both equal ∞ in this

case, min {ℓ ′, 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡} = min {ℓ ′,∞,∞} = ℓ ′, which implies that ℓ ′ = ℓ and proves the claim for this case.
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Otherwise, suppose that 1 ≤ 𝑗 ≤ ℎ/2, i.e., 𝑇 [ 𝑗] has at least one non-leaf child. Again, 𝑇 [ 𝑗] changes in line 40

of some clear(ℓ ′) operation. This time, ℓ = min {ℓ ′, 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡}, which is one of ℓ ′, 𝑙𝑒 𝑓 𝑡 , or 𝑟𝑖𝑔ℎ𝑡 . If ℓ = ℓ ′, the
claim is immediately satisfied. Otherwise, ℓ equals either 𝑙𝑒 𝑓 𝑡 or 𝑟𝑖𝑔ℎ𝑡 , so one of the non-leaf children of 𝑇 [ 𝑗],
𝑇 [2 𝑗] or 𝑇 [2 𝑗 + 1], respectively, is set to ℓ at the time of the read in line 35 or 36, which occurs before point 𝑡 . In

this case, we repeat the argument for this larger value of 𝑗 , which eventually leads to some 𝑗 > ℎ/2 and proves

the claim. □

Lemma 2.16. For each node 𝑇 [ 𝑗] where 1 ≤ 𝑗 ≤ ℎ + 1, the value of 𝑇 [ 𝑗] is non-decreasing over time. Also, the
value in 𝑇 [ 𝑗] is not larger than the value of its children 𝑇 [min {2 𝑗, ℎ + 1}] and 𝑇 [min {2 𝑗 + 1, ℎ + 1}] at any point.
(In other words, 𝑇 satisfies the min-heap property, although we are not using traditional heap operations.)

Proof. We will prove the following two claims by induction over points in time 𝑡 , using the fact that only

line 40 can change𝑇 [ 𝑗] for 1 ≤ 𝑗 ≤ ℎ and that𝑇 [ℎ +1] is always set to its initial value of∞. (Recall that we define
points so that at most one shared memory operation takes place at each point, and that each shared memory

operation takes place at a positive integer point in time.)

For all 1 ≤ 𝑗 ≤ ℎ + 1,

𝑇 [ 𝑗] never decreases at any point in [0, . . . , 𝑡], and (2)

𝑇 [ 𝑗] ≤ min {𝑇 [min {2 𝑗, ℎ + 1}],𝑇 [min {2 𝑗 + 1, ℎ + 1}]} at all points in [0, . . . , 𝑡]. (3)

At point 𝑡 = 0, (2) holds trivially and (3) follows from the initialization of 𝑇 . Also, both claims hold for all 𝑡 for

𝑗 = ℎ + 1, since 𝑇 [ℎ + 1] always equals∞ and using the convention that∞ ≤ ∞.
Now, suppose that (2) and (3) hold for point 𝑡 = 𝑠 − 1. If point 𝑠 is not the point of a successful CAS() operation

in line 40, then (2) and (3) also hold for point 𝑡 = 𝑠 because only a successful CAS() in line 40 can modify 𝑇 .

Suppose then that some process 𝑝 executes a successful CAS() in line 40 at point 𝑠 as part of a clear(ℓ) operation
for some ℓ > 0 and some 𝑗 in {1, . . . , ℎ}. This CAS() successfully changes 𝑇 [ 𝑗] from 𝑛𝑜𝑑𝑒 to min {ℓ, 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡},
where 𝑛𝑜𝑑𝑒 , ℓ , 𝑙𝑒 𝑓 𝑡 , and 𝑟𝑖𝑔ℎ𝑡 refer to 𝑝’s local variables. Process 𝑝 executes lines 34–36 at points 𝑡1 < 𝑡2 < 𝑡3 < 𝑠 ,

respectively, i.e., (𝑛𝑜𝑑𝑒, 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡) =
(
𝑇𝑡1
[ 𝑗],𝑇𝑡2

[min {2 𝑗, ℎ + 1}],𝑇𝑡3
[min {2 𝑗 + 1, ℎ + 1}]

)
. Using the inductive

hypothesis for 𝑡 = 𝑠 − 1,

𝑛𝑜𝑑𝑒 = 𝑇𝑡1
[ 𝑗]

≤ min

{
𝑇𝑡1
[min {2 𝑗, ℎ + 1}],𝑇𝑡1

[min {2 𝑗 + 1, ℎ + 1}]
}

≤ min

{
𝑇𝑡2
[min {2 𝑗, ℎ + 1}],𝑇𝑡3

[min {2 𝑗 + 1, ℎ + 1}]
}

= min {𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡},

where the first inequality follows from (3) and the second inequality follows from (2). Therefore, 𝑝 can only

decrease 𝑇 [ 𝑗] at point 𝑠 in line 40 if ℓ < 𝑛𝑜𝑑𝑒 .

Suppose for the purpose of proving a contradiction that ℓ < 𝑛𝑜𝑑𝑒 : using Claim 2.15, a clear(𝑛𝑜𝑑𝑒) operation

is invoked before 𝑡1. From (1), some clear(ℓ) operation responds before the first invocation of clear(𝑛𝑜𝑑𝑒),
which in turn is before 𝑡1. From the conditionals in lines 32 and 38, we have that𝑇 [1] ≥ ℓ before the first response
of clear(ℓ), which again is before 𝑡1. Finally, applying (2) for the point before 𝑠 when 𝑝 executes line 38 implies

that 𝑇 [1] is still at least ℓ at that point, so 𝑝 returns and does not execute line 40 at point 𝑠 . This contradicts that

ℓ < 𝑛𝑜𝑑𝑒 and therefore proves (2) for point 𝑡 = 𝑠 .
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To show that (3) also holds for point 𝑡 = 𝑠 , observe that

𝑇𝑠 [ 𝑗] ≤ min {𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡}
= min

{
𝑇𝑡2
[min {2 𝑗, ℎ + 1}],𝑇𝑡3

[min {2 𝑗 + 1, ℎ + 1}]
}

≤ min {𝑇𝑠 [min {2 𝑗, ℎ + 1}],𝑇𝑠 [min {2 𝑗 + 1, ℎ + 1}]},
where the last inequality follows from applying (2) for 𝑡 = 𝑠 to 𝑇 [min {2 𝑗, ℎ + 1}] and 𝑇 [min {2 𝑗 + 1, ℎ + 1}]. □

Corollary 2.17. At the time 𝑡 of the first response of any clear(ℓ) operation, for a given ℓ , all𝑇 [ 𝑗] for 1 ≤ 𝑗 ≤ ℎ
are set to exactly ℓ .

Proof. First, using the min-heap property of 𝑇 as proven in Lemma 2.16 and that clear(ℓ) can only respond

when 𝑇 [1] ≥ ℓ (in line 32 or 38), it immediately follows that 𝑇 [ 𝑗] ≥ ℓ for all 1 ≤ 𝑗 ≤ ℎ at point 𝑡 .

Next, suppose for the purpose of proving a contradiction that, for some 𝑇 [ 𝑗] with 1 ≤ 𝑗 ≤ ℎ, 𝑇 [ 𝑗] = ℓ2 > ℓ

at point 𝑡 . Using Claim 2.15, some clear(ℓ2) operation is invoked before 𝑡 . However, this contradicts (1), since

ℓ2 > ℓ and clear(ℓ2) is invoked before the first response of clear(ℓ). □

Lemma 2.18. Suppose that 𝐶 [𝑖] [ 𝑗 + 5𝜙] = 𝑣 ≠ ⊥ at the time 𝑡 of the first invocation of clear(ℓ) for a given
integer ℓ such that 𝑖 = ⌊ℓ/2⌋ mod 2 and 𝑗 ∈ {1, . . . , ℎ}. If a clear(ℓ) operation responds at point 𝑡2 > 𝑡 , then
𝐶 [𝑖] [ 𝑗 + 5𝜙] ≠ 𝑣 at all points at and after 𝑡2.

Proof. Let 𝑡1 ∈ (𝑡, 𝑡2] be the point of the first response of any clear(ℓ) operation. From Corollary 2.17, at

point 𝑡1, 𝑇 [ 𝑗] = ℓ . From Claim 2.15, 𝑇 [ 𝑗] may only be set to ℓ after point 𝑡 . Therefore, 𝑇 [ 𝑗] changes its value to ℓ
at some point in the interval (𝑡, 𝑡1).

Consider the process 𝑝 that first changes 𝑇 [ 𝑗] to ℓ in the interval (𝑡, 𝑡1) and call this point 𝑡 𝑗 . Only line 40 can

change 𝑇 [ 𝑗], so 𝑝 executes that line as part of a clear(ℓ𝑝) operation. In line 40, 𝑝 performs a successful CAS()

on𝑇 [ 𝑗] to min

{
ℓ𝑝 , 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡

}
= ℓ ≤ ℓ𝑝 . From (1) and that 𝑡 𝑗 < 𝑡1 (i.e.,𝑇 [ 𝑗] changes to ℓ before the first response

of any clear(ℓ) operation), ℓ𝑝 ≤ ℓ ; therefore, ℓ𝑝 = ℓ . By definition of 𝑡 , 𝑝 invokes clear(ℓ) at or after point 𝑡 .

It thus follows that at some point in

(
𝑡, 𝑡 𝑗

)
, 𝑝 executes line 39 of its clear(ℓ) operation, i.e., it attempts a

CAS() operation to ⊥ on the corresponding array element 𝐶 [𝑖] [ 𝑗 + 5𝜙] where 𝑖 = ⌊ℓ/2⌋ mod 2. The CAS() on
𝐶 [𝑖] [ 𝑗 + 5𝜙] either succeeds, in which case𝐶 [𝑖] [ 𝑗 + 5𝜙]’s value changes to ⊥, or fails, in which case𝐶 [𝑖] [ 𝑗 + 5𝜙]
changes in between 𝑝’s execution of lines 37 and 39, both of which occur after point 𝑡 . Therefore, 𝐶 [𝑖] [ 𝑗 + 5𝜙]
changes at some point in

(
𝑡, 𝑡 𝑗

)
⊂ (𝑡, 𝑡2). Because only propose() operations can write non-⊥ values to 𝐶 , and

because no two propose() operations can propose the same value, the lemma follows. □

Claim 2.19. If an unlock(𝑣) operation modifies 𝑆 , 𝑃 , or 𝑇 at point 𝑡 , then 𝑆𝑡 .𝑣𝑎𝑙 = 𝑣 .

Proof. Suppose that an unlock(𝑣) operation 𝑜𝑝 modifies 𝑆 , 𝑃 , or𝑇 at point 𝑡 . Then, 𝑜𝑝 executes either 19, 27,

28, or 40 at point 𝑡 . Each of these lines consists of a CAS() operation for which the new value includes a sequence

number no larger than 𝑜𝑝’s local value of ℓ + 1, which it reads in line 16 at point 𝑡 ′ < 𝑡 .
Now suppose for the purpose of proving a contradiction that 𝑆𝑡 .𝑣𝑎𝑙 ≠ 𝑣 . Since 𝑆.𝑣𝑎𝑙 = 𝑣 and 𝑆.ℓ is odd at point

𝑡 ′, and since only a successful CAS() on 𝑆 in line 15 can change 𝑆.𝑣𝑎𝑙 , which also increments 𝑆.ℓ from an even

to an odd number, it follows that 𝑆𝑡 .ℓ ≥ 𝑆𝑡 ′ .ℓ + 2. This immediately contradicts the case in which 𝑜𝑝 executes a

successful CAS() in line 28, since this CAS() would change 𝑆.ℓ to ℓ + 1 = 𝑆𝑡 ′ .ℓ + 1.

From Lemma 2.9, 𝑃 .ℓ is incremented to 𝑆𝑡 ′ .ℓ + 1 before the point when 𝑆.ℓ is incremented to 𝑆𝑡 ′ .ℓ + 2, which in

turn is no later than point 𝑡 . This contradicts the case in which 𝑜𝑝 executes a successful CAS() in line 19 or 27,

since such a CAS() increments 𝑃 .ℓ to a value at most 𝑆𝑡 ′ .ℓ + 1.

Finally, from Corollary 2.13 and Lemma 2.9, some clear(ℓ) operation responds before 𝑡 . Using Lemma 2.16

and Corollary 2.17, all values in 𝑇 are at least ℓ at and after point 𝑡 , and which contradicts the case where 𝑜𝑝

changes 𝑇 to a value at most ℓ at point 𝑡 .



20 • Dante Bencivenga, George Giakkoupis, and Philipp Woelfel

Since all cases lead to a contradiction, the claim follows. □

2.3.5 ABA-Freedom. In this section we will prove that the sequence of non-⊥ values stored in 𝑆.𝑣𝑎𝑙 exhibits no

ABAs, i.e., each successful choose&lock() either changes the interpreted agreement-value to a new non-⊥ value

in 𝑉 or sets or leaves it at ⊥.

Claim 2.20. At all points in an execution, 𝑆.𝑖 = ⌊𝑆.ℓ/2⌋ mod 2.

Proof. First, recall that 𝑆.𝑖 and 𝑆.ℓ are both initialized to zero. Second, note that ⌊𝑆.ℓ/2⌋ mod 2 is the second-

least significant bit of 𝑆.ℓ . Third, note that each update of 𝑆 , in line 15 or 28, increments 𝑆.ℓ by one. Fourth,

using Observation 2.1 and Lemma 2.5, every second update of 𝑆 occurs at the response of a successful unlock()
operation, which also flips the value of 𝑆.𝑖 to 1−𝑆.𝑖 , and no other operation can change 𝑆.𝑖 . The claim follows from

the fact that the second-least significant bit of an integer flips with every second increment of that integer. □

Claim 2.21. Let 𝑠 be a positive integer such that 𝑡𝑈𝐿
𝑠 < ∞. If 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 ≠ ⊥ or 2𝑠 − 1 mod 𝜆 ≥ 𝜆 − 4, then let
𝜆𝑠 = 𝜆; otherwise, let 𝜆𝑠 = 5𝜙 .

If 𝑣 ≠ ⊥ is written to entry 𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [ 𝑗] before 𝑡𝑃𝐶𝑠 , where 𝑗 ∈ {1, . . . , 𝜆𝑠 } \ {𝜙}, then 𝑣 is not stored in array 𝐶 at

any point after 𝑡𝑈𝐿
𝑠 . If 𝑣 ≠ ⊥ is written to entry 𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [𝜙] before 𝑡𝐶𝐿𝑠 , then 𝑣 is not stored in array 𝐶 at any point

after 𝑡𝑈𝐿
𝑠 .

Proof. Recall that 𝑣 is only written to 𝐶 when it gets proposed in line 2, and only to one entry in 𝐶 , and no

value can be proposed twice. It thus suffices to show that either

• 𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [ 𝑗] changes at some point in

(
𝑡𝑃𝐶𝑠 , 𝑡𝑈𝐿

𝑠

)
, or

(
𝑡𝐶𝐿𝑠 , 𝑡𝑈𝐿

𝑠

)
in the case of 𝑗 = 𝜙 , or

• 𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [ 𝑗] = ⊥ throughout that same interval.

Only unlock(), clear() and propose() canmodify𝐶 . Line 2 of a propose() operation can change𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [ 𝑗] if

(𝛼, 𝛽) = (𝑆𝑡𝐶𝐿
𝑠 .𝑖 , 𝑗). Lines 21, 25 and 39 can also change𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [ 𝑗], by executing a successful𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [ 𝑗].CAS(𝑣,⊥).

First, consider the case where 𝑗 ∈ {1, . . . , 5𝜙} \ {𝜙}, and let 𝑜𝑝 be the successful unlock() operation that

responds at 𝑡𝑈𝐿
𝑠 . Since the unlock() operation is successful, 𝑜𝑝 completes the entire for-loop in lines 22–25. If

𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [ 𝑗] = 𝑣 when 𝑜𝑝 reads𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [ 𝑗] in line 23 and𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [ 𝑗] = 𝑣 when 𝑜𝑝 executes its CAS() in line 25,

then 𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [ 𝑗] changes to ⊥. By Lemma 2.9, 𝑜𝑝 starts the for-loop after 𝑡𝑃𝐶𝑠 and (since 𝑜𝑝’s response is 𝑡𝑈𝐿

𝑠 )

finishes the loop before 𝑡𝑈𝐿
𝑠 . Hence, if𝐶𝑡𝑃𝐶𝑠

[𝑆𝑡𝐶𝐿
𝑠
.𝑖] [ 𝑗] = 𝑣 ≠ ⊥, then at some point in

(
𝑡𝑃𝐶𝑠 , 𝑡𝑈𝐿

𝑠

)
the value 𝑣 stored

in 𝐶 gets erased or overwritten.

Next, consider the case where 𝜆𝑠 = 𝜆 and 𝑗 > 5𝜙 . By definition of 𝜆𝑠 , either 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 ≠ ⊥ or 2𝑠−1 mod 𝜆 ≥ 𝜆−4.

From Lemma 2.12, a clear(2𝑠 − 1) operation responds before 𝑡𝑈𝐿
𝑠 . FromDefinition 2.8 and that clear(2𝑠 − 1) can

only be invoked in line 26 from an unlock() operation that reads 2𝑠 − 1 from 𝑆 in line 16, the first clear(2𝑠 − 1)
operation is invoked after 𝑡𝑃𝐶𝑠 . Therefore, using Claim 2.20 and Lemma 2.18, either 𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [ 𝑗] changes in(

𝑡𝑃𝐶𝑠 , 𝑡𝑈𝐿
𝑠

)
or 𝐶𝑡𝐶𝐿

𝑠
[𝑆𝑡𝐶𝐿

𝑠
.𝑖] [ 𝑗] = ⊥.

Finally, consider the case where 𝑗 = 𝜙 . From Lemma 2.9, the first unlock() operation invoked after 𝑡𝐶𝐿𝑠 to

execute line 19 has a successful CAS() on 𝑃 at point 𝑡𝑃𝐿𝑠 (operation 𝑜𝑝𝑙𝑝 in that lemma’s proof), and so 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙

is the value that 𝑜𝑝𝑙𝑝 reads from 𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [𝜙] in line 18. From property (3) of Lemma 2.9, if 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 ≠ ⊥ then

𝐶 does not contain 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 after 𝑡𝑃𝐶𝑠 . Since the value of 𝐶 [𝑆𝑡𝐶𝐿

𝑠
.𝑖] [𝜙] was 𝑃𝑡𝑃𝐿𝑠

.𝑝𝑣𝑎𝑙 at some point after 𝑡𝐶𝐿𝑠 , it

follows that either 𝐶 [𝑆𝑡𝐶𝐿
𝑠
.𝑖] [ 𝑗] changes in

(
𝑡𝐶𝐿𝑠 , 𝑡𝑈𝐿

𝑠

)
or 𝐶𝑡𝐶𝐿

𝑠
[𝑆𝑡𝐶𝐿

𝑠
.𝑖] [ 𝑗] = ⊥. □

Lemma 2.22. Let 𝑡1 < 𝑡2 be two points in time such that 𝑆𝑡1
.𝑣𝑎𝑙 = 𝑆𝑡2

.𝑣𝑎𝑙 = 𝑣𝑎𝑙 ≠ ⊥. Then
(a) no successful choose&lock() operation responds in (𝑡1, 𝑡2], and
(b) 𝑆𝑡 .𝑣𝑎𝑙 = 𝑣𝑎𝑙 for all 𝑡 ∈ (𝑡1, 𝑡2].
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Proof. Part (b) follows from (a), because according to Observation 2.3 𝑆𝑡 .𝑣𝑎𝑙 may only change at the response

of a successful choose&lock() operation. Hence, it suffices to prove (a).

For the purpose of proving a contradiction, assume that a successful choose&lock() operation responds in

(𝑡1, 𝑡2], and let 𝑡 ′ ∈ (𝑡1, 𝑡2] be the response of the last such choose&lock() operation 𝑑 . The process executing
𝑑 reads 𝑣𝑎𝑙 from 𝐶 [𝑖] [ 𝑗] for some 𝑖 ∈ {0, 1} and 𝑗 ∈ {1, . . . , 𝜆} and at point 𝑡 ′ it writes it into 𝑆.𝑣𝑎𝑙 (in line 15).

Hence, 𝐶 contains 𝑣𝑎𝑙 at a point after the first shared memory operation of 𝑑 executes.

Since 𝑆.𝑣𝑎𝑙 begins as ⊥, a successful choose&lock() operation 𝑑 ′ prior to 𝑑 sets the interpreted agreement-

value to 𝑣𝑎𝑙 , at point 𝑡𝐶𝐿
𝑠′ for some 𝑠′. Since no value is proposed twice, 𝑑 ′ also reads 𝑣𝑎𝑙 from 𝐶 [𝑖] [ 𝑗]. From

Lemma 2.5, a successful unlock() operation responds in between the responses of 𝑑 and 𝑑 ′. Let 𝑢 denote the

first such successful unlock operation, which responds at point 𝑡𝑈𝐿
𝑠′ from Lemma 2.9. From Observation 2.6, 𝑢 is

invoked after 𝑑 ′ responds and responds before 𝑑 is invoked, so the interpreted agreement-value at the invocation

of 𝑢 is 𝑣𝑎𝑙 .

If 𝑗 ≤ 5𝜙 , then from Claim 2.21, 𝑣𝑎𝑙 is not stored in 𝐶 by the response of 𝑢, which contradicts that 𝐶 contains

𝑣𝑎𝑙 at the point of 𝑑’s invocation. If 𝑗 > 5𝜙 , then 𝑑 ′’s local value of 𝑙𝑜𝑤 is higher than 1 after line 11, so 𝑑 ′ reads
𝐶 [𝑖] [𝜙] ≠ ⊥ in that same line. From Claim 2.11, 𝐶 [𝑖] [𝜙] ≠ ⊥ until at least 𝑡𝑃𝐶

𝑠′ > 𝑡𝐶𝐿
𝑠′ . Thus, by Definition 2.8

and Lemma 2.9, 𝑃𝑡𝑃𝐿
𝑠′
.𝑝𝑣𝑎𝑙 ≠ ⊥, and so by Claim 2.21 𝐶 does not contain 𝑣𝑎𝑙 after 𝑡𝑈𝐿

𝑠′ , again contradicting that 𝐶

contains 𝑣𝑎𝑙 at the point of 𝑑’s invocation. □

2.3.6 Linearizability.

Theorem 2.23. The algorithm in Figures 1–3 is a strongly linearizable implementation of an RC object.

Proof. Recall that the sequential specification of RC is specified in Section 2.

A read() operation 𝑜𝑝𝑅 returns 𝑆𝑡 .𝑣𝑎𝑙 at 𝑙𝑖𝑛(𝑜𝑝𝑅), and does not change the status or interpreted agreement-

value of 𝑅. Similarly, a propose() 𝑜𝑝𝑃 does not change the status or interpreted agreement-value at 𝑙𝑖𝑛(𝑜𝑝𝑃 ),
and it also does not return anything.

Now consider a choose&lock() operation 𝑜𝑝𝐶 . It follows immediately from Section 2.3.1, the CAS() in line 15,

and if-condition in line 4 that a choose&lock() is successful if and only if the interpreted locking state of 𝑅 is

unlocked at point 𝑙𝑖𝑛(𝑜𝑝𝐶 ). (Recall that, for unsuccessful choose&lock() and unlock() operations 𝑜𝑝𝑇 , 𝑙𝑖𝑛(𝑜𝑝𝑇 )
is immediately after 𝑙𝑖𝑛(𝑜𝑝𝑆 ) when 𝑜𝑝𝑆 is the operation which first changes 𝑆 after 𝑜𝑝𝑈 ’s invocation.) Since by

Lemma 2.5 a successful choose&lock() operation changes 𝑆.ℓ from an even to an odd value, and by Section 2.1 𝑅

is locked exactly when 𝑆.ℓ is odd, a successful choose&lock() operation changes 𝑅’s status to locked. If successful,
then by Lemma 2.4 the new interpreted agreement-value was previously proposed, and by Lemma 2.22 it is either

⊥ or different from all previous interpreted agreement-values. If unsuccessful, then it does not change the status

of 𝑅, and by Observation 2.3 also not the interpreted agreement-value.

Next consider an unlock() operation. If an unlock(𝑣𝑎𝑙) operation 𝑜𝑝𝑈 is successful, then from line 17 the

status of 𝑅 is locked and the interpreted agreement-value is 𝑣𝑎𝑙 at 𝑜𝑝𝑢 (in line 28 by Observation 2.1) and the

operation unlocks 𝑅 at 𝑜𝑝𝑈 .

If an unlock(𝑣𝑎𝑙) operation 𝑜𝑝′
𝑈
is unsuccessful, 𝑙𝑖𝑛(𝑜𝑝′

𝑈
) could be in 𝑜𝑝′

𝑈
’s execution of line 16 when 𝑅 is

unlocked or has an interpreted agreement-value different from 𝑣𝑎𝑙 . Otherwise, 𝑙𝑖𝑛(𝑜𝑝′
𝑈
) is immediately after the

first shared memory operation which changes 𝑆 after line 16, at which point 𝑅 becomes unlocked. In either case,

𝑅 is unlocked or has an interpreted agreement-value different from 𝑣𝑎𝑙 at point 𝑙𝑖𝑛(𝑜𝑝′
𝑈
). Thus, an unlock(𝑣𝑎𝑙)

operation is successful and unlocks 𝑅 if and only if the status of 𝑅 is locked and with interpreted agreement-value

equal to 𝑣𝑎𝑙 at point 𝑙𝑖𝑛(𝑜𝑝′
𝑈
).

From all the above we conclude that if we order all operations 𝑜𝑝 with 𝑙𝑖𝑛(𝑜𝑝) < ∞ by 𝑙𝑖𝑛(𝑜𝑝), then we obtain

a valid sequential history. By the definition of 𝑙𝑖𝑛 and by Observation 2.2, 𝑙𝑖𝑛(𝑜𝑝) is between the invocation and

response of 𝑜𝑝 . This proves linearizability.
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𝑙𝑖𝑛 also defines strong linearization points: consider a prefix 𝐸′ of an execution 𝐸 that ends at point 𝑡 = 𝑙𝑖𝑛(𝑜𝑝).
From the definition of 𝑙𝑖𝑛, 𝑜𝑝 also linearizes at point 𝑡 in 𝐸′. Hence, each operation in 𝐸′ linearizes at the same

point in 𝐸′ as in 𝐸. Since this is true for all prefixes 𝐸′ of 𝐸, strong linearizability follows. □

2.4 Distribution of Agreement-Value
In this section, we analyze the distribution of the interpreted agreement-value of an RC object after a successful

choose&lock() call. Since Theorem 2.23 shows that 𝑙𝑖𝑛 defines strong linearization points, we can refer to 𝑙𝑖𝑛(𝑜𝑝)
as the linearization point of 𝑜𝑝 .

We consider an execution 𝐸 on an RC object 𝑅 scheduled by the instruction pointer-aware, or ip-aware, adversary
as follows.

Definition 2.24 (ip-aware adversary). We define a step of an execution as a single shared memory operation

(i.e., a single read, write, or CAS()) and all preceding local operations by the same process. At each step in the

execution, the adversary gets to choose the process 𝑝 to take the next step based on the adversary’s available

information. (The adversary’s choices can be probabilistic.) If 𝑝 has no pending next line, then the adversary

chooses also a method for 𝑝 to invoke, including the arguments of that operation. For each process that has

taken at least one step, the adversary can see the process’s most recently executed line number in the program

code, and whether it is the response point of an implemented method. If a process responds from a method call

invoked by the adversary, then the adversary can also see the return value. The adversary cannot directly see the

value of shared memory variables, processes’ local variables including the outcomes of their random coin flips, or

the return value of helper methods. (We relax some of these restrictions in the analysis.)

Our definition helps overcome a shortcoming of other adversary definitions: Usually such definitions limit

what information about the past execution an adversary is allowed to take into account when deciding which

process gets scheduled to take the next step. But if a randomized algorithm uses atomic objects, then the adversary

has less information available than if the algorithm uses (e.g., linearizable) implemented objects. This means the

analysis of a randomized algorithm must, in general, take into account the exact implementation of any object

that is used by the algorithm. It is very difficult to specify types in such a way that any object satisfying the

specification behaves the same way under a given adversary model. Strong linearizability fixes this problem for

the strong adaptive adversary model, in the sense that all strongly linearizable objects can be assumed to be

atomic for the purpose of analyzing a randomized algorithm using them. But no similar correctness condition

is known for any other adversary model. Even worse, e.g., for the oblivious adversary, any such correctness

condition would be infeasible to obtain [7]. To overcome this impasse, our ip-aware adversary definition explicitly

states what information the adversary can learn from implemented method calls. This carefully chosen definition

allows us to analyze the BDCAS algorithm, even though it uses an implemented RC object.

For RC, the propose(), choose&lock(), unlock(), and read() methods are directly invocable by the RC

adversary, whereas the clear() method is a helper method, and can only be invoked by an unlock() operation

in line 26. For the BDCAS adversary we use in Section 3.5, the BDCAS() and read() methods of BDCAS are

directly invokable by the BDCAS adversary, and the finish()method and all the RC methods are helper methods

that can only be invoked within other methods.

In the analysis, we assume that the adversary has some extra information on the past execution. We define the

trace for an execution with respect to an RC object, and in Definition 3.28 with respect to a BDCAS object.

Definition 2.25 (RC Trace). For an execution 𝐸 on an RC object 𝑅, we define the trace T𝑅 (𝐸) to be a sequence

that indicates for each step 𝜎 ≥ 1 of 𝐸:

(i) the process 𝑝 that executes step 𝜎 ;



Faster Randomized Repeated Choice and DCAS • 23

(ii) if step 𝜎 is the first step (i.e., the invocation) of an implemented method call of 𝑅𝐶 , the name and arguments

(if any) of that call;

(iii) the line number corresponding to step 𝜎 , including information on whether 𝜎 is the final step (i.e., the

response) of its method call;

(iv) the value of 𝑅.𝑆 .𝑣𝑎𝑙 at step 𝜎 − 1;

(v) the values of 𝑅.𝑆 .ℓ , 𝑅.𝑆 .𝑖 , 𝑅.𝑃 , and 𝑅.𝑇 [1] at 𝜎 ; and
(vi) if step 𝜎 is the response of a propose(𝑣) operation, the value chosen for 𝛼 .

Because the analysis for RC always involves a single execution 𝐸 on a single RC object 𝑅 at a time, we use the

notation T (𝑡) as shorthand for T𝑅 (𝐸𝑡 ), where 𝐸𝑡 is the 𝑡-step prefix of 𝐸. We also define T () without arguments

as shorthand for T𝑅 (𝐸).

Definition 2.25 does not explicitly specify the return values of methods invoked by the adversary. However,

because only the read() method returns a value, which is the value of 𝑆.𝑣𝑎𝑙 , and at most one shared memory

operation takes place per point in time, the adversary can deduce the return value of read() from (iv).

Recall from Definition 2.8 and Lemma 2.9 that, for each 𝑠 ≥ 1, 𝑡𝐶𝐿𝑠 is the 𝑠-th linearization point of a successful

choose&lock() operation and 𝑡𝑈𝐿
𝑠 is the 𝑠-th linearization point of a successful unlock() operation. For both

points, they are ∞ if they do not exist, and we additionally defined that 𝑡𝐶𝐿
0

= 𝑡𝑈𝐿
0

= 0. If 𝑣 ∈ 𝑉 is proposed in

execution 𝐸, then we let 𝑟𝑣 denote the point when 𝑣 is proposed; otherwise, 𝑟𝑣 = ∞. Finally, for 𝑠 ≥ 1, 𝑝𝑠 denotes

the number of proposals 𝑣 such that 𝑡𝑈𝐿
𝑠 < 𝑟𝑣 < 𝑡

𝑈𝐿
𝑠+1.

Definition 2.26 (Outdated/recent values). Value 𝑣 ∈ 𝑉 is outdated in execution 𝐸 if 𝑟𝑣 < 𝑡
𝐶𝐿
𝑠 and 𝑡𝑈𝐿

𝑠+1 < ∞ for

some 𝑠 ≥ 1. If 𝑣 is not outdated and 𝑟𝑣 < ∞ then 𝑣 is recent.

Main Theorem Statement. The main result we prove in this section is the following theorem, which gives an

upper bound for the probability of selecting any given recent proposal as the interpreted agreement-value and an

upper bound for selecting ⊥. Recall that 𝑆.𝑣𝑎𝑙 is the first component of 𝑅.𝑆 , and 𝑆.𝑣𝑎𝑙 ∈ 𝑉 ∪ {⊥}.

choose&lock()

𝑡𝑠∗+2
𝐶𝐿

choose&lock()

𝑡𝑠∗
𝐶𝐿

choose&lock()

𝑡𝑠∗+1
𝐶𝐿

unlock(𝑢1)

𝑡𝑠∗
𝑈𝐿

unlock(𝑢2)

𝑡𝑠∗+1
𝑈𝐿

𝑝𝑠∗  = Number of proposals in this interval

Set of recent proposals in 𝐸𝑡𝑠∗+2
𝐶𝐿

𝑆 = 𝑢0, 𝑖∗, 2𝑠∗ − 1 𝑆 = 𝑢0, 1 − 𝑖∗, 2𝑠∗ 𝑆 = 𝑢1, 1 − 𝑖∗, 2𝑠∗ + 1 𝑆 = 𝑢1, 𝑖∗, 2𝑠∗ + 2

𝑆 = 𝑆𝑡𝑠∗+2
𝐶𝐿 . 𝑣𝑎𝑙, 𝑖∗, 2𝑠∗ + 3

Fig. 4. Setup of Theorem 2.27

Theorem 2.27 (Selection of Recent Proposals). Let 𝐸 be an infinite random execution in which the ip-aware
adversary as described above schedules calls to the methods of an RC object 𝑅, and let 𝐸𝑡 be the prefix of the first 𝑡
steps of 𝐸. We additionally impose the following restriction on the adversary:

(R) For every 𝑠 ≥ 0, a bounded number of method calls of the RC object are invoked between points 𝑡𝑈𝐿
𝑠 and 𝑡𝑈𝐿

𝑠+1.
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Let 𝑠∗ ≥ 0. There exists an integer random variable 𝑔𝑠∗ = 𝑔𝑠∗
(
T

(
𝑡𝑈𝐿
𝑠∗+1

) )
satisfying

0 ≤ 𝑔𝑠∗ ≤ 𝑝𝑠∗ and E
[
𝑔𝑠∗

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
= (1/2) · E

[
𝑝𝑠∗

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
, (4)

such that the following hold. If 𝑣 is a recent proposal of execution 𝐸𝑡𝐶𝐿
𝑠∗+2

, then

Pr

[
𝑆𝑡𝐶𝐿

𝑠∗+2
.𝑣𝑎𝑙 = 𝑣

��� T (
𝑡𝐶𝐿𝑠∗+2

)]
<

11

max {𝑔∗𝑠 , 11} +
3

𝑛
(5)

and
Pr

[
𝑆𝑡𝐶𝐿

𝑠∗+2
.𝑣𝑎𝑙 = ⊥

��� T (
𝑡𝐶𝐿𝑠∗+2

)]
≤ (1/log𝑛)𝑔𝑠∗ . (6)

The next result bounds the probability of selecting an outdated value as the interpreted agreement-value.

Theorem 2.28 (Selection of Outdated Proposals). Let 𝐸 be an execution under the same assumptions as
Theorem 2.27. Let 𝑐 = ⌊2𝑠/𝜆⌋. There is a rare ‘bad’ event B𝑠∗ = B𝑠∗

(
𝐸𝑡𝑈𝐿

𝑠∗

)
satisfying

Pr

[
B𝑠∗

��� 𝐸𝑡𝐶𝐿
𝑐𝜆/2+1

]
≤ 1/𝑛2,

such that if 𝐷 is the set of outdated proposals in 𝐸𝑡𝐶𝐿
𝑠∗+2

, then

Pr

[(
𝑆𝑡𝐶𝐿

𝑠∗+2
.𝑣𝑎𝑙 ∈ 𝐷

)
∧ B𝑠∗

��� T (
𝑡𝐶𝐿𝑠∗+2

)]
≤ 6/log

2 𝑛.

2.4.1 Proof of Theorem 2.27. In the following we omit the prefix 𝑅 when we refer to variables of 𝑅, e.g., we write

𝑆 instead of 𝑅.𝑆 . From Lemma 2.9 and that 𝑆.𝑖 alternates between 0 and 1 at each successful unlock() operation’s
linearization point, there exist values 𝑢0, 𝑢1, 𝑢2 ∈ 𝑉 ∪ {⊥} and an integer 𝑖∗ = (𝑠∗ + 1) mod 2, such that:

𝑆𝑡 =



(𝑢0, 𝑖
∗, 2𝑠∗ − 1), if 𝑡 ∈

[
𝑡𝐶𝐿
𝑠∗ , 𝑡

𝑈𝐿
𝑠∗

)
(𝑢0, 1 − 𝑖∗, 2𝑠∗), if 𝑡 ∈

[
𝑡𝑈𝐿
𝑠∗ , 𝑡

𝐶𝐿
𝑠∗+1

)
(𝑢1, 1 − 𝑖∗, 2𝑠∗ + 1), if 𝑡 ∈

[
𝑡𝐶𝐿
𝑠∗+1, 𝑡

𝑈𝐿
𝑠∗+1

)
(𝑢1, 𝑖

∗, 2𝑠∗ + 2), if 𝑡 ∈
[
𝑡𝑈𝐿
𝑠∗+1, 𝑡

𝐶𝐿
𝑠∗+2

)
(𝑢2, 𝑖

∗, 2𝑠∗ + 3), if 𝑡 = 𝑡𝐶𝐿
𝑠∗+2.

(7)

(7) follows from observing when each component of 𝑆 can change. 𝑆.𝑣𝑎𝑙 may change only at the linearization

point of a successful choose&lock() call. 𝑆.𝑖 changes precisely at the linearization point of a successful unlock()
call. Lastly, 𝑆.ℓ increments by one at the linearization point of each successful choose&lock() and unlock() call.

Values 𝑢0 and 𝑢1 can be inferred from T
(
𝑡𝐶𝐿
𝑠∗+2

)
, but, in general, this is not the case for 𝑢2, as T

(
𝑡𝐶𝐿
𝑠∗+2

)
does not

indicate 𝑢2.

Recall that each value 𝑢 ∈ 𝑉 is proposed at most once, and let𝑊 ⊆ 𝑉 be the set of all values proposed in 𝐸𝑡𝐶𝐿
𝑠∗+2

.

For each 𝑢 ∈𝑊 , let 𝐶 [𝛼𝑢] [𝛽𝑢] be the array entry that 𝑢 in written to at point 𝑟𝑢 , in line 2. Note that 𝑟𝑢 and 𝛼𝑢
can be inferred from T

(
𝑡𝐶𝐿
𝑠∗+2

)
for any 𝑢 ∈𝑊 , but, in general, 𝛽𝑢 cannot. We define sets of proposals 𝐿 and 𝑄 as

𝐿 =

{
𝑢 ∈𝑊 : 𝛼𝑢 = 𝑖∗, 𝑟𝑢 ∈

(
𝑡𝐶𝐿𝑠∗ , 𝑡

𝐶𝐿
𝑠∗+2

)}
,

𝑄 =

{
𝑢 ∈𝑊 : 𝛼𝑢 = 𝑖∗, 𝑟𝑢 ∈

(
𝑡𝑈𝐿
𝑠∗ , 𝑡

𝑈𝐿
𝑠∗+1

)}
.

(8)

𝑄 consists of the proposals to 𝐶 [𝑖∗] in the green interval in Figure 4, and 𝐿 consists of the union of 𝑄 with

the proposals to 𝐶 [𝑖∗] in the yellow intervals of Figure 4. 𝐿 is also the set of recent proposals to side 𝐶 [𝑖∗] in
execution 𝐸𝑡𝐶𝐿

𝑠∗+2
.
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We now prove (5). Recall from Definition 2.8 and Lemma 2.9 that 𝑡𝑃𝐿𝑠 is the unique point in (𝑡𝐶𝐿𝑠 , 𝑡𝑈𝐿
𝑠 ) in which

a process executes a successful CAS() on 𝑃 in line 19, which we refer to as a pivot-lock point.

Lemma 2.29. Let 𝑎 ∈ {0, 1} and 𝑏 ∈ {1, . . . , 𝜆}. Suppose a propose() operation writes some value 𝑢 ≠ ⊥ to
𝐶 [𝑎] [𝑏] at point 𝑟𝑢 , and let 𝑡𝑃𝐿𝑠∗ be the first pivot-lock point after 𝑟𝑢 such that 𝑆𝑡𝑃𝐿

𝑠∗
.𝑖 = 𝑎. If at most one successful

unlock() operation linearizes in the interval
[
𝑟𝑢, 𝑡

𝑃𝐿
𝑠∗

]
, then 𝐶𝑡 [𝑎] [𝑏] ≠ ⊥ for all 𝑡 ∈

[
𝑟𝑢, 𝑡

𝑃𝐿
𝑠∗

]
.

Proof. For the purpose of proving a contradiction, suppose there is a point in

(
𝑟𝑢, 𝑡

𝑃𝐿
𝑠∗

]
at which 𝐶 [𝑎] [𝑏] = ⊥.

The value of 𝐶 [𝑎] [𝑏] can change to ⊥ only as a result of a successful CAS() operation in line 25, 39, or (when

𝑏 = 𝜙) 21.

Consider the case where the successful CAS() occurs in line 25 [or 39]. There is a point 𝑡𝑝@25 ∈
(
𝑟𝑢, 𝑡

𝑃𝐿
𝑠∗

]
at

which some process 𝑝 executes a successful𝐶 [𝑎] [𝑏].CAS(𝑢′,⊥) operation in line 25 [or 39] for some value 𝑢′ ≠ ⊥
(possibly 𝑢′ = 𝑢). Let 𝑟𝑢′ < 𝑡𝑝@25 be the point when 𝑢

′
is written to 𝐶 [𝑎] [𝑏] for the first time. Then 𝑟𝑢′ is the

linearization point of a propose(𝑢′) operation. Since the type’s specification requires that each value is proposed

at most once, we have

𝐶𝑡 [𝑎] [𝑏] = 𝑢′ if and only if 𝑡 ∈
[
𝑟𝑢′ , 𝑡𝑝@25

)
. (9)

In particular, since 𝑢 is written to 𝐶 [𝑎] [𝑏] at point 𝑟𝑢 and 𝑡𝑝@25 is a point in

(
𝑟𝑢, 𝑡

𝑃𝐿
𝑠∗

)
at which 𝐶 [𝑎] [𝑏] changes

from 𝑢′ to ⊥, we have
𝑟𝑢 ≤ 𝑟𝑢′ < 𝑡𝑝@25 < 𝑡𝑃𝐿𝑠∗ . (10)

Prior to 𝑡𝑝@25, process 𝑝 reads 𝑆 in line 16 at point 𝑡𝑝@16 and reads 𝑆 again in line 24 at point 𝑡𝑝@24 [or reads

𝑇 [1] at point 𝑡𝑝@38]. Due to the if-condition in line 24 and that 𝑆 does not experience ABAs, the value of 𝑆 does

not change in

[
𝑡𝑝@16, 𝑡𝑝@24

]
. [In the case of line 38 within the clear() method, by Lemma 2.16 𝑇 [1] becomes

permanently at least 𝑠 before any clear(𝑠) operation responds, which by Corollary 2.13 occurs before any

unlock() operation can increment 𝑆.ℓ past 𝑠 . Therefore, the value of 𝑆 does not change in

[
𝑡𝑝@16, 𝑡𝑝@38

]
.] Since

𝑡𝑝@23, the point when 𝑝 reads 𝑢′ from 𝐶 [𝑎] [𝑏] in line 23 [or 37], is in that interval, and from the if-condition in

line 17 it follows that

𝑅𝑡𝑝@23
is locked, and 𝑆𝑡𝑝@23

.𝑖 = 𝑎. (11)

By (9) and (10), 𝑡𝑝@23 ∈
[
𝑟𝑢′ , 𝑡𝑝@25

]
⊆

[
𝑟𝑢, 𝑡

𝑃𝐿
𝑠∗

)
. Since an unlock() operation performs a successful CAS() on 𝑃

in line 19 at point 𝑡𝑃𝐿
𝑠∗ , and using Lemma 2.9, 𝑅 is locked at 𝑡𝑃𝐿

𝑠∗ ; by the lemma’s definition of 𝑡𝑃𝐿
𝑠∗ , 𝑆𝑡𝑃𝐿

𝑠∗
.𝑖 = 𝑎. Recall

that

• at most one successful unlock() operation linearizes in the interval

[
𝑟𝑢, 𝑡

𝑃𝐿
𝑠∗

]
⊇

[
𝑡𝑝@23, 𝑡

𝑃𝐿
𝑠∗

]
,

• 𝑆 does not change in the interval

[
𝑡𝑝@16, 𝑡𝑝@24

]
[or in the interval

[
𝑡𝑝@16, 𝑡𝑝@38

]
],

• 𝑆.𝑖 = 𝑎 at both 𝑡𝑝@24 [or 𝑡𝑝@38] and 𝑡
𝑃𝐿
𝑠∗ ,

• and 𝑆.𝑖 changes when and only when a successful unlock() operation linearizes.

Therefore, no successful unlock() operation linearizes in the interval

[
𝑡𝑝@16, 𝑡

𝑃𝐿
𝑠∗

]
.

Recall that 𝑡𝑃𝐿
𝑠∗ is the point of a successful CAS() on 𝑃 in line 19. From Observation 2.7 and Lemma 2.9, since

𝑆 does not change in

[
𝑡𝑝@16, 𝑡𝑝@24

]
(or

[
𝑡𝑝@16, 𝑡𝑝@38

]
), and 𝑡𝑝@19 is in that interval, it follows that 𝑃 .ℓ ≥ 𝑆.ℓ

immediately after 𝑡𝑝@19. Since the CAS() on 𝑃 at 𝑡𝑃𝐿
𝑠∗ succeeds, it follows from Lemma 2.9 that 𝑆 becomes unlocked

and locked again in between 𝑡𝑝@19 and 𝑡𝑃𝐿
𝑠∗ in order for 𝑃 .ℓ to become less than 𝑆.ℓ immediately before the

pivot-lock point. This contradicts that no unlock() operation linearizes in

[
𝑡𝑝@16, 𝑡

𝑃𝐿
𝑠∗

]
and rules out that𝐶 [𝑎] [𝑏]

changed to ⊥ as a result of a successful CAS() in line 25 or 39.

The successful CAS() operation therefore occurs at an execution of line 21 from some process 𝑝 at point

𝑡𝑝@21, which implies that 𝑏 = 𝜙 . From Lemma 2.9 and Claim 2.11, the successful CAS() occurs at point 𝑡𝑃𝐶
𝑠′ in the

lock/unlock cycle for some 𝑠′, while 𝑆.𝑖 = 𝑎. Since point 𝑡𝑃𝐶
𝑠′ is after 𝑡𝑃𝐿

𝑠′ , the next pivot-lock point at 𝑡𝑃𝐿
𝑠∗ > 𝑡𝑝@21
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occurs after two successful unlock() operations linearize, at which point 𝑆.𝑖 = 𝑎 again. This contradicts the

assumption that at most one successful unlock() operation linearizes in

[
𝑟𝑢, 𝑡

𝑃𝐿
𝑠∗

]
⊇

[
𝑡𝑝@21, 𝑡

𝑃𝐿
𝑠∗

]
. □

We next show that for any 𝑣 ∈ 𝐿, it is possible that 𝑢2 = 𝑣 only if, for all proposals 𝑢 ∈ 𝑄 , 𝛽𝑣 + 1 ≠ 𝛽𝑢 .

Lemma 2.30. If 𝑣 ∈ 𝐿 and 𝑢2 = 𝑣 , then 𝛽𝑣 + 1 ≠ 𝛽𝑢 for all 𝑢 ∈ 𝑄 .

Proof. If 𝛽𝑣 = 𝜆, the lemma follows trivially from the non-existence of 𝐶 [𝑖∗] [𝜆 + 1]. Suppose that 𝑣 ∈ 𝐿 and

𝑢2 = 𝑣 , and assume, for contradiction, that there exists some 𝑢 ∈ 𝑄 such that 𝛽𝑣 + 1 = 𝛽𝑢 .

Let 𝜆∗ be the successful choose&lock() call that linearizes at 𝑡𝐶𝐿
𝑠∗+2, and 𝑝 the process that executes 𝜆∗. From

(7), 𝑆𝑡𝐶𝐿
𝑠∗+2

.𝑖 = 𝑖∗, so 𝑝 reads value 𝑣 from 𝐶 [𝑖∗] [ 𝑗], for some 1 ≤ 𝑗 ≤ 𝜆. Since value 𝑣 is written to 𝐶 only once, at

point 𝑟𝑣 , it follows that 𝛼𝑣 = 𝑖
∗
and 𝛽𝑣 = 𝑗 .

Then, since 𝑢 ∈ 𝑄 , value 𝑢 is written to 𝐶 [𝑖∗] [𝛽𝑢] at point 𝑟𝑢 ∈
(
𝑡𝑈𝐿
𝑠∗ , 𝑡

𝑈𝐿
𝑠∗+1

)
. We can then apply Lemma 2.29 to

obtain that 𝐶𝑡 [𝑖∗] [𝛽𝑢] ≠ ⊥ for all 𝑡 ∈
[
𝑟𝑢, 𝑡

𝐶𝐿
𝑠∗+2

]
. From Observation 2.6, 𝜆∗ is invoked after 𝑡𝑈𝐿

𝑠∗+1. Thus, if 𝑝 reads

the value of 𝐶 [𝑖∗] [𝛽𝑢] while executing 𝜆∗, then it reads a non-⊥ value.

The binary search in the choose&lock() method in lines 5–9 begins with a range of length 𝜆, which equals a

power of two times 𝜙 − 1, and stops when the range length becomes at most 𝜙 − 1. Since the range is divided by

two with each iteration, the range [𝑙𝑜𝑤,ℎ𝑖𝑔ℎ) has length exactly 𝜙 − 1 by line 10, and ℎ𝑖𝑔ℎ is one more than a

multiple of 𝜙 − 1. If 𝛽𝑣 is neither a multiple of 𝜙 − 1 nor one plus a multiple of 𝜙 − 1, then 𝑝 reads 𝑣 from𝐶 [𝑖∗] [𝛽𝑣]
in line 13 and then reads 𝐶 [𝑖∗] [𝛽𝑣 + 1] = 𝐶 [𝑖∗] [𝛽𝑢] in the next for-loop iteration in line 13. If 𝛽𝑣 is one plus a

multiple of 𝜙 − 1, then either 𝑝 reads 𝑣 in line 8 and the if-condition in line 11 evaluates to false, or 𝑝 reads 𝑣

in line 10 and the if-condition in line 11 evaluates to true. In both cases, 𝑝 reads 𝐶 [𝑖∗] [𝛽𝑣 + 1] = 𝐶 [𝑖∗] [𝛽𝑢] in
its first execution of line 13. In all cases discussed so far, by the previous paragraph 𝐶 [𝑖∗] [𝛽𝑢] contains a non-⊥
value when 𝑝 reads it, and by line 14 𝑝 does not choose 𝑣 as the new interpreted agreement-value, which is a

contradiction.

Finally, if 𝛽𝑣 is exactly a multiple of 𝜙 − 1, then 𝛽𝑣 + 1 = ℎ𝑖𝑔ℎ = 𝛽𝑢 immediately after line 11. Since ℎ𝑖𝑔ℎ is

initialized to 𝜆 + 1, and 𝛽𝑢 ≤ 𝜆, ℎ𝑖𝑔ℎ first changes to 𝛽𝑢 in either line 9 or line 11. In both cases, 𝑝 reads ⊥ from

𝐶 [𝑖∗] [𝛽𝑢] before setting ℎ𝑖𝑔ℎ to 𝛽𝑢 . This once again contradicts that 𝑝 reads a non-⊥ value from 𝐶 [𝑖∗] [𝛽𝑢]. □

The next key lemma states that the conditional probability that a proposal 𝑣 with 𝑟𝑣 > 𝑡
𝑃𝐿
𝑠∗ is written to entry

𝐶 [𝑖∗] [ 𝑗], given T
(
𝑡𝐶𝐿
𝑠∗+2

)
, the entries where all the other proposed values were written, and that 𝛼𝑣 = 𝑖

∗
, is exactly

𝜋 𝑗 .

Lemma 2.31. If 𝑡𝑃𝐿
𝑠∗ < 𝑟𝑣 < 𝑡

𝐶𝐿
𝑠∗+2 and 𝛼𝑣 = 𝑖

∗, then for any 1 ≤ 𝑗 ≤ 𝜆,

Pr

[
𝛽𝑣 = 𝑗

��� T (
𝑡𝐶𝐿𝑠∗+2

)
,
{
(𝑢, 𝛽𝑢) : 𝑢 ∈ 𝑉 \ {𝑣} and 𝑟𝑢 < 𝑡𝐶𝐿𝑠∗+2

}]
= 𝜋 𝑗 . (12)

Proof. Recall that T
(
𝑡𝐶𝐿
𝑠∗+2

)
includes neither the outcome of process’s coin flips nor the contents of 𝐶 , but it

does include the values 𝛼𝑣 for all proposals 𝑣 such that 𝑟𝑣 < 𝑡
𝐶𝐿
𝑠∗+2. Therefore, the probability that a propose(𝑣)

operation selects 𝛽𝑣 = 𝑗 , given T (𝑟𝑣), is 𝜋 𝑗 . It thus suffices to show that the adversary does not learn anything

about 𝛽𝑣 in the interval

[
𝑟𝑣, 𝑡

𝐶𝐿
𝑠∗+2

]
for all 𝑣 such that 𝑡𝑃𝐿

𝑠∗ < 𝑟𝑣 < 𝑡
𝐶𝐿
𝑠∗+2 and 𝛼𝑣 = 𝑖

∗
.

The only information included in the trace that can be directly affected by the choice of 𝛽𝑣 consists of the

values of 𝑆.𝑣𝑎𝑙 and 𝑃 .𝑝𝑣𝑎𝑙 . From Lemma 2.9 and Definition 2.25, the only points in

[
𝑟𝑣, 𝑡

𝐶𝐿
𝑠∗+2

]
in which 𝑆.𝑣𝑎𝑙 and

𝑃 .𝑝𝑣𝑎𝑙 can change and be visible to the adversary by 𝑡𝐶𝐿
𝑠∗+2 are 𝑡

𝑃𝐶
𝑠∗ , 𝑡

𝐶𝐿
𝑠∗+1, 𝑡

𝑃𝐿
𝑠∗+1, and 𝑡

𝑃𝐶
𝑠∗+1. From Observation 2.7,

𝑃 .𝑝𝑣𝑎𝑙 = ⊥ at 𝑡𝑃𝐶
𝑠∗ and 𝑡𝑃𝐶

𝑠∗+1, so it does not reveal anything about any proposals. Using Lemma 2.9, the values of

𝑢1 and 𝑃𝑡𝑃𝐿
𝑠∗+1

.𝑝𝑣𝑎𝑙 are read from 𝐶 [1 − 𝑖∗]. Therefore, any proposal written to 𝐶 [𝑖∗] in
(
𝑡𝑃𝐿
𝑠∗ , 𝑡

𝐶𝐿
𝑠∗+2

)
does not affect

the selection of 𝑢1 and 𝑃𝑡𝑃𝐿
𝑠∗+1

.𝑝𝑣𝑎𝑙 . The adversary thus does not learn anything about the value 𝛽𝑣 of proposals to

𝐶 [𝑖∗] written in the interval

(
𝑡𝑃𝐿
𝑠∗ , 𝑡

𝐶𝐿
𝑠∗+2

)
, and so the lemma follows. □
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Recall from line 1 that 𝜋 𝑗 = 2
− 𝑗
, for 𝑗 ∈ {1, . . . , 𝜆 − 1}, and 𝜋𝜆 = 2

−𝜆+1
.

Lemma 2.32. Let 𝑋1, . . . , 𝑋𝑘 be random variables that take values in the set {1, 2, . . . , 𝜆}. Suppose that for each
1 ≤ 𝑖 ≤ 𝑘 − 1 and 1 ≤ 𝑗 ≤ 𝜆, Pr [𝑋𝑖 = 𝑗 | 𝑋1, . . . , 𝑋𝑖−1] = 𝜋 𝑗 . Then, Pr[𝑋𝑘 + 1 ≠ 𝑋𝑖 for all 𝑖 ∈ {1, . . . , 𝑘 − 1}] <
7/max {7, 𝑘} + 2

−𝜆+1.

Proof. Suppose that 𝑘 ≥ 8 and 𝜆 ≥ 2, otherwise the claim holds trivially. Let 𝜋𝜆+1 = 0 for convenience.

Pr[𝑋𝑘 + 1 ≠ 𝑋𝑖 for all 𝑖 ∈ {1, . . . , 𝑘 − 1}]

=

𝜆∑︁
𝑗=1

Pr[𝑋𝑘 = 𝑗 and 𝑋𝑖 ≠ 𝑗 + 1 for all 𝑖 ∈ {1, . . . , 𝑘 − 1}]

=

𝜆∑︁
𝑗=1

𝜋 𝑗 ·
(
1 − 𝜋 𝑗+1

)𝑘−1

=

𝜆−2∑︁
𝑗=1

2
− 𝑗 (

1 − 2
− 𝑗−1

)𝑘−1 + 2
−𝜆+1

(
1 − 2

−𝜆+1
)𝑘−1

+ 2
−𝜆+1 · 1

<

∞∑︁
𝑗=1

2
− 𝑗 (

1 − 2
− 𝑗−1

)𝑘−1 + 2
−𝜆+1

<

∞∑︁
𝑗=1

2
− 𝑗𝑒−2

− 𝑗−1 (𝑘−1) + 2
−𝜆+1

=

∞∑︁
𝑗 ′=−⌊log (𝑘−1) ⌋

2
− 𝑗 ′−⌊log (𝑘−1) ⌋−1𝑒−2

− 𝑗 ′−⌊log (𝑘−1)⌋−2 (𝑘−1) + 2
−𝜆+1

<
∑︁
𝑗 ′∈Z

2
− 𝑗 ′−log (𝑘−1)𝑒−2

− 𝑗 ′−log (𝑘−1)−2 (𝑘−1) + 2
−𝜆+1

=
1

𝑘 − 1

∑︁
𝑗 ′∈Z

2
− 𝑗 ′𝑒−2

− 𝑗 ′−2 + 2
−𝜆+1

<
6

𝑘 − 1

+ 2
−𝜆+1

< 7/𝑘 + 2
−𝜆+1

where for the last inequality we used that 𝑘 ≥ 8. □

Lemma 2.33.

Pr

[
𝑢2 = 𝑣

��� T (
𝑡𝐶𝐿𝑠∗+2

)]
<

11

max {11, |𝑄 |} +
3

𝑛
.

Proof. From Lemma 2.31, conditionally on T
(
𝑡𝐶𝐿
𝑠∗+2

)
and that 𝑟𝑣 > 𝑡𝑃𝐿

𝑠∗ , the collection of random variables

𝛽𝑢, 𝑢 ∈ 𝑄 ∪ {𝑣}, satisfy the conditions of Lemma 2.32, which gives

Pr[𝛽𝑣 + 1 ≠ 𝛽𝑢 for all 𝑢 ∈ 𝑄] < 7/|𝑄 ∪ {𝑣}| + 2
−𝜆+1 .

The analysis for the case where 𝑡𝐶𝐿
𝑠∗ < 𝑟𝑣 < 𝑡

𝑃𝐿
𝑠∗ is slightly different, because at point 𝑡𝑃𝐿

𝑠∗ the adversary learns

the value of 𝑃 .𝑝𝑣𝑎𝑙 , which can be influenced by previous proposals written to 𝐶 [𝑖∗] [𝜙]. If 𝑃𝑡𝑃𝐿
𝑠∗
.𝑝𝑣𝑎𝑙 ≠ ⊥, then by

Claim 2.21 𝑣 is not present in 𝐶 by point 𝑡𝑈𝐿
𝑠∗ , and so by Observation 2.6 𝑢2 ≠ 𝑣 with probability 1 given T

(
𝑡𝐶𝐿
𝑠∗+2

)
.
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Otherwise, if 𝑃𝑡𝑃𝐿
𝑠∗
.𝑝𝑣𝑎𝑙 = ⊥, then by Claim 2.11 the adversary knows that no proposal in

(
𝑡𝐶𝐿
𝑠∗ , 𝑡

𝑃𝐿
𝑠∗

)
writes to

𝐶 [𝑖∗] [𝜙], and in particular that 𝑣 is not written to 𝐶 [𝑖∗] [𝜙]. Since the adversary does not know anything else

about 𝛽𝑣 , using a slightly modified argument from Lemma 2.31 it follows that

Pr

[
𝛽𝑣 = 𝑗

��� T (
𝑡𝐶𝐿𝑠∗+2

)
,
{
(𝑢, 𝛽𝑢) : 𝑢 ∈ 𝑉 \ {𝑣} and 𝑟𝑢 < 𝑡𝐶𝐿𝑠∗+2

}
, 𝑃𝑡𝑃𝐿

𝑠∗
.𝑝𝑣𝑎𝑙 = ⊥

]
=

𝜋 𝑗

1 − 𝜋𝜙
.

Since the distribution for proposals in𝑄 are unaffected, we can modify the result from Lemma 2.32 by multiplying

the upper bound by 1/(1 − 𝜋𝜙 ). From

𝜋𝜙 = 2
−⌈log log𝑛⌉

≤ 2
− log log𝑛

= 1/log𝑛,

1/(1 − 𝜋𝜙 ) ≤ 1/(1 − 1/log𝑛).

Therefore, the upper bound of the probability that 𝛽𝑣 + 1 ≠ 𝛽𝑢 for all 𝑢 ∈ 𝑄 for the case where 𝑡𝐶𝐿
𝑠∗ < 𝑟𝑣 < 𝑡

𝑃𝐿
𝑠∗

and 𝑃𝑡𝑃𝐿
𝑠∗
.𝑝𝑣𝑎𝑙 = ⊥ is

7/max {7, |𝑄 ∪ {𝑣}|} + 2
−𝜆+1

1 − 1/log𝑛
≤ 7/max {7, |𝑄 ∪ {𝑣}|} + 2

− log𝑛+1

1 − 1/log𝑛

=
7/max {7, |𝑄 ∪ {𝑣}|} + 2/𝑛

1 − 1/log𝑛
.

Since the result is trivial when |𝑄 ∪ {𝑣}| ≤ 7, we can use that log𝑛 ≥ 3 and |𝑄 ∪ {𝑣}| ≥ |𝑄 | to simplify the upper

bound to

7/max {7, |𝑄 ∪ {𝑣}|} + 2/𝑛
1 − 1/log𝑛

≤ 11

max {11, |𝑄 |} +
3

𝑛
.

Combining these cases with Lemma 2.30 proves the lemma. □

To complete the proof of (5), we show that |𝑄 | satisfies the given requirements for the random variable 𝑔𝑖∗ in

(4).

Claim 2.34.

0 ≤ |𝑄 | ≤ 𝑝𝑠∗ and E
[
|𝑄 |

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
= (1/2) · E

[
𝑝𝑠∗

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
.

Proof. Since 𝑄 is a subset of the set of proposals in

(
𝑡𝑈𝐿
𝑠∗ , 𝑡

𝑈𝐿
𝑠∗+1

)
, it follows that 0 ≤ |𝑄 | ≤ 𝑝𝑠∗ .

Next, consider the random variable Δ𝑡 for 𝑡 ∈ (𝑡𝑈𝐿
𝑠∗ , 𝑡

𝑈𝐿
𝑠∗+1], where we define Δ𝑡 as the number of proposals to

𝐶 [𝑖∗] in
(
𝑡𝑈𝐿
𝑠∗ , 𝑡

]
minus the number of proposals to 𝐶 [1 − 𝑖∗] in

(
𝑡𝑈𝐿
𝑠∗ , 𝑡

]
, i.e., Δ𝑡𝑈𝐿

𝑠∗+1
= |𝑄 | − (𝑝𝑠∗ − |𝑄 |). For any

proposal𝑢 ∈𝑊 , the value of 𝛼𝑢 is chosen uniformly at random between 0 and 1 in line 1 at point 𝑟𝑢 , independently

of all events prior to 𝑟𝑢 . Since we define a step as consisting of a shared memory operation and all preceding local

operations by the same process, lines 1 and 2 of the propose() operation take place in a single step. Thus, the

execution does not contain any information about the chosen value of 𝛼𝑢 until the point 𝑟𝑢 when 𝑢 is written to

𝐶 [𝛼𝑢] in line 2, so it follows that E [Δ𝑡 | 𝐸𝑡−1] = Δ𝑡−1, making Δ𝑡 a martingale. Since executions of line 2 change

the absolute value of Δ𝑡 by 1 and all other lines do not change Δ𝑡 , we also have that |Δ𝑡 − Δ𝑡−1 | ≤ 1. Recall from

(R) that the adversary schedules a bounded number of method calls in between 𝑡𝑈𝐿
𝑠∗ and 𝑡𝑈𝐿

𝑠∗+1. We can therefore
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use the Optional Stopping Theorem, which tells us that E
[
Δ𝑡𝑈𝐿

𝑠∗+1

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
= 0. Therefore,

E
[
|𝑄 |

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
− E

[
𝑝𝑠∗ − |𝑄 |

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
= 0

2 · E
[
|𝑄 |

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
= E

[
𝑝𝑠∗

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
E

[
|𝑄 |

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
= (1/2) · E

[
𝑝𝑠∗

��� 𝐸𝑡𝑈𝐿
𝑠∗

]
. □

It remains to show (6). Suppose that |𝑄 | > 0, otherwise (6) is immediate.

Lemma 2.35. If 𝑢2 = ⊥, then for every proposal 𝑢 ∈ 𝑄 , 𝛽𝑢 > 𝜙 .

Proof. For the purpose of proving a contradiction, suppose that 𝑢2 = ⊥ and that, for some proposal 𝑢′ to
𝐶 [𝑖∗] in

(
𝑡𝑈𝐿
𝑠∗ , 𝑡

𝑈𝐿
𝑠∗+1

)
, 1 ≤ 𝛽𝑢′ ≤ 𝜙 . Using Lemma 2.29, no value proposed to𝐶 [𝑖∗] after 𝑡𝑈𝐿

𝑠∗ can be replaced with ⊥
in the interval

(
𝑡𝑈𝐿
𝑠∗ , 𝑡

𝐶𝐿
𝑠∗+2

]
. Thus, if 𝜆∗ reads 𝐶 [𝑖∗] [𝛽𝑢′ ], it reads a non-⊥ value in that position.

We first show that 𝑙𝑜𝑤 = 1 after 𝜆∗ executes line 11. Suppose for the purpose of proving a contradiction that

𝜆∗’s local value of 𝑙𝑜𝑤 is greater than 1 by the end of line 11. Then, 𝜆∗ reads a non-⊥ value from 𝐶 [𝑖∗] [𝑚𝑖𝑑] in
line 8 and sets 𝑙𝑜𝑤 to𝑚𝑖𝑑 in line 9, for some 1 < 𝑚𝑖𝑑 < 𝜆. Thus, 𝜆∗ sets 𝑣 to a non-⊥ value in line 9 and does

not overwrite 𝑙𝑜𝑤 and 𝑣 in line 11. The conditional in line 14 guarantees that 𝑣 does not change to ⊥ again, so

𝑢2 ≠ ⊥; by contradiction, 𝑙𝑜𝑤 = 1 by the end of line 11.

Since 𝑙𝑜𝑤 = 1 by the end of 𝜆∗’s execution of line 11, 𝜆∗ reads ⊥ from 𝐶 [𝑖∗] [𝜙] at least once. 𝜆∗ can read ⊥
from𝐶 [𝑖∗] [𝑚𝑖𝑑] every time it executes line 8, in which case𝑚𝑖𝑑 = 𝜙 in the last while-loop iteration from 𝜆 being

a power of two times 𝜙 − 1. Otherwise, 𝜆∗ reads ⊥ from𝐶 [𝑖∗] [𝜙] in line 11, and resets 𝑙𝑜𝑤 to 1 and 𝑣 to the value

it reads in 𝐶 [𝑖] [1]. Therefore, 𝛽𝑢′ ≠ 𝜙 . Moreover, lines 10–11 and the for loop in lines 12–14 check all values of

𝐶 [𝑖∗] [ 𝑗] for 1 ≤ 𝑗 < 𝜙 , and set 𝑣 to the last non-⊥ entry found. Since 𝑢2 = ⊥, 𝜆∗ reads ⊥ from all𝐶 [𝑖∗] [ 𝑗] entries
in this range. Since no value in 𝐶 [𝑖∗] is erased in

(
𝑡𝑈𝐿
𝑠∗ , 𝑡

𝐶𝐿
𝑠∗+2

]
, this contradicts that 1 ≤ 𝛽𝑢′ ≤ 𝜙 . □

From Lemmas 2.31 and 2.35,

Pr

[
𝑢2 = ⊥

��� T (
𝑡𝐶𝐿𝑠∗+2

)]
≤ Pr

[
∀𝑢 ∈ 𝑄, 𝛽𝑢 > 𝜙

��� T (
𝑡𝐶𝐿𝑠∗+2

)]
=

∏
𝑢∈𝑄

©­«
𝜆∑︁

𝑗=𝜙+1
𝜋 𝑗

ª®¬
=

(
2
−𝜙

) |𝑄 |
≤

(
1

log𝑛

) |𝑄 |
,

This proves (6) and competes the proof of Theorem 2.27.

2.4.2 Proof of Theorem 2.28. Recall that for each value 𝑣 ∈𝑊 (where𝑊 ⊂ 𝑉 is the set of values proposed in 𝐸),

𝑣 is written to 𝐶 [𝛼𝑣] [𝛽𝑣] at point 𝑟𝑣 , and if 𝑣 ∈ 𝑉 \𝑊 , then 𝑟𝑣 = ∞.
To set up the proof of Theorem 2.28, we define two subtypes of outdated proposals. Intuitively,

• a dangerous proposal might not be cleared when it should be, and the adversary can tell it exists with

high probability, and

• an inconvenient proposal might not be cleared when it should be, but the adversary can’t tell that it exists

with high probability.
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Definition 2.36 (Offset point). An offset point is a point 𝑡𝑃𝐶𝑠 for a non-negative integer 𝑠 such that either

𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 ≠ ⊥, 2𝑠 − 1 mod 𝜆 ≥ 𝜆 − 4, or 𝑠 = 0. We say that 𝑡𝑃𝐶𝑠 is an offset point for side 𝛼 if 𝑆𝑡𝑃𝐿𝑠

.𝑖 = 𝛼 .

Remark 2.37. Since all the conditions for a point to be an offset point are visible in T (), the adversary is aware of

all offset points.

Observation 2.38. If 𝐶 [𝛼] [𝜙] changes from a non-⊥ value to ⊥ at point 𝑡 , then 𝑡 is an offset point for side 𝛼 .

Proof. From Claim 2.11, 𝑡 = 𝑡𝑃𝐶𝑠 for some 𝑠 , and 𝐶 [𝛼] [𝜙] was equal to 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 immediately before point 𝑡 .

Therefore, 𝑃𝑡𝑃𝐿𝑠
.𝑝𝑣𝑎𝑙 ≠ ⊥, which makes 𝑡 satisfy Definition 2.36. □

Observation 2.39. Suppose that 𝑡𝑃𝐶𝑠 < ∞ is an offset point for side 𝛼 . Then, any value that is in 𝐶 [𝛼] [𝛽] for
some 𝛽 ≠ 𝜙 before point 𝑡𝑃𝐶𝑠 , as well as any value in𝐶 [𝛼] [𝜙] before point 𝑡𝐶𝐿𝑠 , is no longer present in𝐶 by point 𝑡𝑈𝐿

𝑠 .

Proof. This follows immediately from the combination of Definition 2.36, Lemma 2.12, and Claim 2.21. □

Definition 2.40 (Dangerous proposals). Proposal 𝑣 ∈𝑊 is dangerous if 𝑟𝑣 < ∞, 𝛽𝑣 > 5𝜙 , 𝐶𝑟𝑣 [𝛼𝑣] [𝜙] = ⊥, and
the last offset point on side 𝛼𝑣 before 𝑟𝑣 , 𝑡

𝑃𝐿
𝑠𝑣

, is such that

��{𝑢 : 𝑡𝑃𝐿𝑠𝑣 < 𝑟𝑢 ≤ 𝑟𝑣
}�� > 6 log

2 𝑛.

Definition 2.41 (Inconvenient proposals). Proposal 𝑣 ∈𝑊 is inconvenient if 𝑟𝑣 < ∞, 𝛽𝑣 > 5𝜙 , and𝐶𝑟𝑣 [𝛼𝑣] [𝜙] = ⊥,
but it is not dangerous (i.e., it is one of the first 6 log

2 𝑛 proposals after the last offset point before 𝑟𝑣 on side 𝛼𝑣).

Lemma 2.42 (Freqency of dangerous proposals). Let 𝑠 ≥ 0 and 𝛼 ∈ {0, 1}. The probability of the event O𝑠

that 𝑡𝑃𝐶𝑠 is the offset point of some dangerous proposal is Pr

[
O𝑠

��� 𝐸𝑡𝑃𝐶𝑠

]
< 1/𝑛2.

Proof. By Definition 2.40 and Observation 2.38, value 𝑣 proposed at point 𝑟𝑣 > 𝑡
𝑃𝐶
𝑠 is dangerous with 𝑡𝑃𝐶𝑠 as

its offset point only if there are more than

(
6 log

2 𝑛 + 1

)
proposals in the interval

[
𝑡𝑃𝐶𝑠 , 𝑟𝑣

]
, and no proposal in the

interval writes to 𝐶 [𝛼] [𝜙]. Accordingly, the probability that 𝑡𝑃𝐶𝑠 is the offset point for some dangerous proposal,

given 𝐸𝑡𝑃𝐶𝑠
, is at most the probability that the first

(
6 log

2 𝑛 + 1

)
proposals after 𝑡𝑃𝐶𝑠 do not write to 𝐶 [𝛼] [𝜙]. (If

𝐶𝑡𝑃𝐿𝑠
[𝛼] [𝜙] ≠ ⊥, then the conditional probability is zero by Claim 2.11.)

For each of the first

(
6 log

2 𝑛 + 1

)
proposed values 𝑢 after point 𝑡𝑃𝐶𝑠 , the probability that 𝑢 is proposed to

𝐶 [𝛼] [𝜙] given T (𝑟𝑢 − 1) is exactly 2
−𝜙−1

and independent of other proposals. Thus, the probability that all the

6 log
2 𝑛 + 1 proposals do not write to 𝐶 [𝛼] [𝜙] given 𝐸𝑡𝑃𝐶𝑠

is less than(
1 − 2

−𝜙−1

)
6 log

2 𝑛

=

(
1 − 2

−⌈log log𝑛⌉−1

)
6 log

2 𝑛

<

(
1 − 2

− log log𝑛−2

)
6 log

2 𝑛

=

(
1 − 1

4 log𝑛

)
6 log

2 𝑛

=

(
1 − 1

4 log𝑛

)
4 log𝑛 · (3/2) log𝑛

< 1/𝑒 (3/2) log𝑛

= 1/𝑛 (3/2) log𝑒

< 1/𝑛2. □

Lemma 2.43 (Freqency of inconvenient proposals). Let 𝐸 be an execution such that 𝑡𝑃𝐶𝑠 is an offset point on
side 𝛼 , and let 𝑠′ > 𝑠 be such that there is no offset point on side 𝛼 in the interval

(
𝑡𝑃𝐶𝑠 , 𝑡𝐶𝐿

𝑠′+2
]
and that 𝑆𝑡𝐶𝐿

𝑠′
.𝑖 = 𝛼 .
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Then, the probability that there exists an inconvenient proposal 𝑣 such that 𝛼𝑣 = 𝛼 and 𝑟𝑣 > 𝑡𝑃𝐶𝑠 , given T
(
𝑡𝐶𝐿
𝑠′+2

)
, is at

most 6/log
2 𝑛.

Proof. Consider for this lemma a stronger adversary that knows the value 𝛽𝑣 of all proposals 𝑣 that write to

𝐶 [1 − 𝛼], to 𝐶 [𝛼] [𝛽𝑣] with 𝛽𝑣 ≤ 𝜙 , or that occur before 𝑡𝑃𝐶𝑠 . Thus, all the proposals that the adversary does not
know about occur after 𝑡𝑃𝐶𝑠 to 𝐶 [𝛼] [𝛽𝑣] with 𝛽𝑣 > 𝜙 . The value of these unknown proposals do not affect 𝑃 .𝑝𝑣𝑎𝑙

by point 𝑡𝐶𝐿
𝑠′+2, since they do not write to 𝐶 [𝑖] [𝜙] for any 𝑖 ∈ {0, 1}. Similarly, since they do not write to 𝐶 [𝑖] [𝜙],

they do not affect whether clear() is called, and hence do not affect 𝑇 [1]. The values of unknown proposals

also do not affect 𝑆.𝑣𝑎𝑙 before point 𝑡𝐶𝐿
𝑠′+2, which we show by contradiction.

Suppose that an unknown proposal affects 𝑆.𝑣𝑎𝑙 before point 𝑡𝐶𝐿
𝑠′+2: this can only happen if a successful

choose&lock() operation 𝑜𝑝 in

(
𝑡𝑃𝐶𝑠 , 𝑡𝐶𝐿

𝑠′+2
)
chooses an unknown proposal as the new interpreted agreement-

value for side 𝛼 . Since unknown proposals 𝑣 have 𝛽𝑣 > 𝜙 , it follows that 𝑜𝑝’s value of 𝑙𝑜𝑤 is greater than 1

after line 11. Therefore, in line 11, 𝑜𝑝 reads 𝐶 [𝛼] [𝜙] ≠ ⊥, which by Observation 2.6 is after 𝑡𝑃𝐶𝑠 and before 𝑜𝑝’s

linearization point in line 15 at point 𝑡𝐶𝐿
𝑠′′ < 𝑡𝐶𝐿

𝑠′+2, so 𝑠
′′ < 𝑠′ + 2. By Claim 2.11, 𝐶 [𝛼] [𝜙] ≠ ⊥ throughout the

interval after 𝑜𝑝’s read of𝐶 [𝛼] [𝜙] until just before 𝑡𝑃𝐶
𝑠′′ > 𝑡𝑃𝐿

𝑠′′ . By Definition 2.8 the successful CAS() on 𝑃 at point

𝑡𝑃𝐿
𝑠′′ sets 𝑃 .𝑝𝑣𝑎𝑙 to a non-⊥ value, and by Definition 2.36 this makes 𝑡𝑃𝐶

𝑠′′ < 𝑡𝐶𝐿
𝑠′+2 an offset point. This contradicts

the assumption that there is no offset point in the interval

(
𝑡𝑃𝐶𝑠 , 𝑡𝐶𝐿

𝑠′+2
]
.

Since the remaining visible fields are 𝑆.ℓ , 𝑃 .ℓ , and 𝑆.𝑖 , none of which are affected by proposed values, the

adversary cannot learn about the location of any unknown proposals by 𝑡𝐶𝐿
𝑠′+2.

From Definition 2.41, an inconvenient proposal 𝑣 with 𝛼𝑣 = 𝛼 and 𝑟𝑣 > 𝑡
𝑃𝐶
𝑠 has 𝛽𝑣 > 5𝜙 and is one of the first

3 log
2 𝑛 proposals to 𝐶 [𝛼] after 𝑡𝑃𝐶𝑠 . For any given unknown proposal, its probability of writing to 𝐶 [𝛼] [ 𝑗] such

that 𝑗 > 5𝜙 , given the stronger adversary’s knowledge at point 𝑡𝐶𝐿
𝑠′+2, is 2

−5𝜙−1/2−𝜙−1 = 2
−4𝜙

. Using the union

bound, the probability that any of the first 6 log
2 𝑛 proposals after 𝑃𝐶𝑠 writes to 𝐶 [𝛼] [ 𝑗] such that 𝑗 > 5𝜙 is at

most

6 log
2 𝑛 · 2−4𝜙 = 6 log

2 𝑛 · 2−4⌈log log𝑛⌉

≤ 6 log
2 𝑛 · 2−4 log log𝑛

=
6 log

2 𝑛

log
4 𝑛

=
6

log
2 𝑛
. □

We can now prove Theorem 2.28. First, we specify that the ‘bad event’ after 𝐸𝑡𝐶𝐿
𝑐𝜆/2−1

is the event where some

proposal in the interval

(
𝑡𝐶𝐿
𝑐𝜆/2−1

, 𝑡𝐶𝐿
𝑠∗

)
is dangerous and present in 𝐶 by point 𝑡𝑈𝐿

𝑠∗+1.

Let 𝑠𝑜 ≥ 0 be the largest integer at most 𝑠∗ such that 𝑡𝑃𝐶𝑠𝑜 is an offset point for side 𝑖∗. By Definition 2.36

and Lemma 2.9, 𝑠𝑜 ≥ 𝑐𝜆/2 − 1. From Observation 2.39, any value written to 𝐶 [𝑖∗] [ 𝑗] with 𝑗 ≠ 𝜙 before 𝑡𝑃𝐶𝑠𝑜 and

any value written to 𝐶 [𝑖∗] [𝜙] before 𝑡𝐶𝐿𝑠𝑜
is not present in 𝐶 after point 𝑡𝑈𝐿

𝑠𝑜
.

We now consider a stronger adversary, similar to the one described in the proof of Lemma 2.43. For each

proposal with 𝛼𝑣 = 1 − 𝑖∗ or 𝛽𝑣 ≤ 𝜙 , we reveal the value 𝛽𝑣 at the time 𝑟𝑣 of the proposal. Additionally, at each

offset point, we reveal the value 𝛽𝑣 for all proposals made before that offset point.

Since the result in Lemma 2.42 is conditioned on the full execution 𝐸 up to the relevant offset point, it also

holds for this stronger adversary: thus, the probability that 𝑡𝑃𝐶𝑠𝑜 is the offset point for a dangerous proposal, given

the stronger adversary’s knowledge at point 𝑡𝑃𝐶𝑠𝑜 , is at most 1/𝑛2
. Since any dangerous proposal in𝐶 at point 𝑡𝑈𝐿

𝑠∗+1
has 𝑡𝑃𝐶𝑠𝑜 as its offset point, it follows that the probability of the bad event, given 𝐸𝑡𝑃𝐶𝑠𝑜

⊇ 𝐸𝑡𝐶𝐿
𝑐𝜆/2−1

, is at most 1/𝑛2
.
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By Claim 2.21, all values 𝑣 such that 𝑟𝑣 < 𝑡𝑃𝐶𝑠𝑜 , 𝛼𝑣 = 𝑖∗, and 𝛽𝑣 > 5𝜙 are not in 𝐶 by point 𝑡𝑈𝐿
𝑠𝑜

. By the same

claim, all values 𝑣 such that 𝑟𝑣 < 𝑡𝐶𝐿
𝑠∗ , 𝛼𝑣 = 𝑖∗, and 𝛽𝑣 ≤ 𝜙 are not in 𝐶 by point 𝑡𝑈𝐿

𝑠∗ . Thus, the only outdated

values in 𝐶 [𝑖∗] at point 𝑡𝑈𝐿
𝑠∗+1 are values 𝑣 such that 𝑡𝑃𝐶𝑠𝑜 < 𝑟𝑣 < 𝑡𝐶𝐿

𝑠∗ , 𝛼𝑣 = 𝑖∗, and 𝛽𝑣 > 5𝜙 . If 𝑠𝑜 = 𝑠∗, then

𝑡𝐶𝐿
𝑠∗ < 𝑡𝑃𝐶𝑠𝑜 and so there are no outdated values in 𝐶 [𝑖∗] at point 𝑡𝑈𝐿

𝑠∗+1. Otherwise, conditioned on the bad event

not happening, by Claim 2.21 the set of outdated values in 𝐶 [𝑖∗] at point 𝑡𝑈𝐿
𝑠∗+1 is exactly the set of inconvenient

proposals written in the interval

(
𝑡𝑃𝐶𝑠𝑜 , 𝑡

𝐶𝐿
𝑠∗

)
. By Lemma 2.43, the probability that this set is non-empty, given

T
(
𝑡𝐶𝐿
𝑠∗+2

)
, is at most 6/log

2 𝑛. Theorem 2.28 thus follows from Observation 2.6 and that 𝑠2 is read from 𝐶 [𝛼] by a

successful choose&lock() operation.

2.5 Step Complexity
The propose() and read() methods take a single shared memory step each, and the choose&lock() method’s

worst-case step complexity is in 𝑂 (log log𝑛). The clear() method takes a variable number of shared memory

steps (and hence so does the unlock()method), so we discuss the expected amortized step complexity of clear()
next.

2.5.1 Clear Method. The following lemma proves a result first derived by Michael Luby [20] and used similarly

to Martel and Subramonian [22]. We include this proof in order for the paper to be self-contained.

In this section, we use the term colouring to mean irreversibly changing a node from an uncoloured state to a

coloured state, as opposed to the definition used in the vertex colouring problem.

Lemma 2.44. Let 𝐺 be a directed graph consisting of the disjoint union of a set of𝑚 paths, each consisting of at
most 𝑑 nodes. We want to colour all the nodes according to the following process: in each step, for each node we select
it with a probability greater than or equal to a parameter 0 < 𝑞 ≤ 1. The probability of selecting a particular node
in a given step is independent of the node selections in prior steps, and not necessarily independent of other node
selections in the same step. For every node selected in a given step, if it is the first node in the directed path or its
predecessor in the path was coloured before the step began, then we colour the node.
The expected number of steps to colour all nodes is in 𝑂 ((𝑑 + log𝑚)/𝑞).

Proof. For any fixed𝑚 the lemma follows from the fact that it takes at most 𝑑/𝑞 steps in expectation to colour

a single path of 𝑑 nodes, so let𝑚 ≥ 3. We show the lemma by proving that the probability that the process takes

more than 𝑐 (𝑑 + ln𝑚)/𝑞 steps is exponentially small in 𝑐 for 𝑐 ≥ 4.

First, consider a single directed path of at least 𝑐 (𝑑 + ln𝑚)/𝑞 nodes. In each step, at most one node may become

coloured: the first uncoloured node in the path is coloured in a step if and only if that node is selected in the step.

Since node selections in a given step are independent of prior step selections, in 𝑐 (𝑑 + ln𝑚)/𝑞 steps the expected

number of colourings is at least 𝑐 (𝑑 + ln𝑚).
Let 𝑋 denote a random variable counting the number of steps in which a node is coloured after taking

𝑐 (𝑑 + ln𝑚)/𝑞 steps in a path of at least 𝑐 (𝑑 + ln𝑚)/𝑞 nodes. We will find an upper bound for the probability

that 𝑋 ≤ 𝑑 − 1. Since in a path of 𝑑 nodes we stop colouring once we’ve coloured 𝑑 nodes, the probability that

𝑋 ≤ 𝑑 − 1 is equal to the probability that we do not fully colour a path of 𝑑 nodes. This probability is also an

upper bound for the probability of not fully colouring a path of less than 𝑑 nodes.

Using Chernoff bounds,

Pr[𝑋 ≤ 𝑑 − 1] = Pr

[
𝑋 ≤ 𝑑 − 1

𝑐 (𝑑 + ln𝑚) 𝑐 (𝑑 + ln𝑚)
]

= Pr

[
𝑋 ≤

(
1 − 𝑐 (𝑑 + ln𝑚) − (𝑑 − 1)

𝑐 (𝑑 + ln𝑚)

)
𝑐 (𝑑 + ln𝑚)

]
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≤ Pr

[
𝑋 ≤

(
1 − 𝑐 (𝑑 + ln𝑚) − (𝑑 + ln𝑚)

𝑐 (𝑑 + ln𝑚)

)
𝑐 (𝑑 + ln𝑚)

]
= Pr

[
𝑋 ≤

(
1 − (𝑐 − 1) (𝑑 + ln𝑚)

𝑐 (𝑑 + ln𝑚)

)
𝑐 (𝑑 + ln𝑚)

]
= Pr

[
𝑋 ≤

(
1 − 𝑐 − 1

𝑐

)
𝑐 (𝑑 + ln𝑚)

]
≤ exp

(
−𝑐 (𝑑 + ln𝑚)

(
𝑐 − 1

𝑐

)
2

/2
)

= exp

(
− (𝑐 − 1)2 (𝑑 + ln𝑚)

2𝑐

)
=

(
𝑚−

𝑐−1

2𝑐 exp

(
−𝑐 − 1

2𝑐
𝑑

))𝑐−1

.

Using that 𝑐 ≥ 4, it follows that
𝑐−1

2𝑐
≥ 3/8, so(

𝑚−
𝑐−1

2𝑐 exp

(
−𝑐 − 1

2𝑐
𝑑

))𝑐−1

≤
(
𝑚−

3

8 exp

(
−3

8

𝑑

))𝑐−1

.

Now consider all𝑚 paths. Using the union bound and that each path has at most 𝑑 nodes, the probability that

at least one path does not have all nodes coloured is at most

𝑚

(
𝑚−

3

8 exp

(
−3

8

𝑑

))𝑐−1

=𝑚1− 3

8
(𝑐−1)

exp

(
−3

8

𝑑

)𝑐−1

≤ 𝑚− 1

8 exp

(
−3

8

𝑑

)𝑐−1

,

again using that 𝑐 ≥ 4. Finally, the expected number of steps to colour all nodes is at most

𝑑 + ln𝑚

𝑞

(
4 +

∞∑︁
𝑐=4

𝑃𝑟 [more than 𝑐 (𝑑 + ln𝑚)/𝑞 steps]
)

≤ 𝑑 + ln𝑚

𝑞

(
4 +

∞∑︁
𝑐=4

𝑚−
1

8 exp

(
−3

8

𝑑

)𝑐−1

)
=
𝑑 + ln𝑚

𝑞

(
4 + 1

𝑚
1

8 exp

(
9

8
𝑑
) (

1 − exp

(
− 3

8
𝑑
) ) )

≤ 5

𝑑 + ln𝑚

𝑞

where in the last line we use that𝑚 ≥ 3 and 𝑑 ≥ 1. □

Lemma 2.45. Let𝑇 be a rooted binary tree with depth 𝑑 , and suppose that we want to colour all nodes of𝑇 using a
slightly modified form of the process in Lemma 2.44: again, in each step each node has a probability of selection of at
least 𝑞, where the probability is independent of prior steps’ selections and is not necessarily independent of other node
selections in the same step. We colour a selected node in a step if and only if either it is a leaf of the tree or all of its
children were coloured before the current step. The expected number of steps to colour the root of 𝑇 using this process
is in 𝑂 (𝑑/𝑞).
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Proof. We prove this lemma by showing a coupling between the process of colouring the tree 𝑇 and the

process of colouring a graph 𝐺 to which Lemma 2.44 applies. For each directed path in 𝑇 from a leaf to the root,

we couple it with a disjoint directed path in 𝐺 following the same direction (from leaf to root) and with the same

number of nodes. We thus couple each non-leaf node in𝑇 with multiple nodes in𝐺 , one for each path from a leaf

of 𝑇 to its root that passes through that node.

Fig. 5. Coupling used in the proof of Lemma 2.45

We couple the process of colouring 𝑇 with the process of colouring 𝐺 as follows: for every step in which

we select a node 𝑁 in 𝑇 , we select all nodes associated to 𝑁 in 𝑇 , and call this set of associated nodes 𝑁𝐺 . As

in Lemma 2.44, we colour a node in 𝐺 in a step if we select the node and if all its children (if applicable) were

coloured in a previous step. This process of colouring 𝐺 satisfies the assumptions of Lemma 2.44, because each

node in 𝐺 is selected with probability 𝑞 independently of selections in prior steps (recall that neither lemma

requires independence of selections within a step).

We will now show by induction from leaves towards the root that the following statement holds for all nodes

𝑁 in 𝑇 :

𝑁 is coloured in a given step if and only if all nodes in 𝑁𝐺 are coloured in the same step. (13)

For the base case, suppose that 𝑁 is a leaf node. Then 𝑁𝐺 is a singleton set consisting of the first node in its

path, and this node is selected in𝐺 exactly when 𝑁 is selected in𝑇 . Since we colour leaf nodes in𝑇 as soon as we

select them, and we colour initial nodes on paths in𝐺 as soon as we select them, (13) follows for any leaf node 𝑁 .

For the inductive case, suppose that 𝑁 is not a leaf. Suppose that (13) holds for the children of 𝑁 in 𝑇 , i.e., for

each child of 𝑁 in 𝑇 , the child is coloured if and only if all its associated nodes in 𝐺 are also coloured.

Consider the first step 𝑠 in which 𝑁 becomes coloured: in this step we select 𝑁 in 𝑇 , and by definition of the

coupling we also select all its associated nodes (the set 𝑁𝐺 ) in 𝐺 . Moreover, both the children of 𝑁 are coloured

before step 𝑠 , and by the inductive hypothesis all the children of all nodes in 𝑁𝐺 are coloured before step 𝑠 . It

therefore follows that all nodes in 𝑁𝐺 are also coloured in step 𝑠 .

Conversely, consider the first step 𝑠 in which all nodes in 𝑁𝐺 become coloured: since we select at least one

node in 𝑁𝐺 in step 𝑠 , by the coupling we select 𝑁 in 𝑇 and all nodes in 𝑁𝐺 in 𝐺 . Since we finish colouring all

nodes 𝑁𝐺 in step 𝑠 , all of their children are coloured before step 𝑠 , and by the inductive hypothesis both children

of 𝑁 are coloured before step 𝑠 . Since we selected 𝑁 in 𝑇 in step 𝑠 , we therefore also colour 𝑁 in step 𝑠 .
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It therefore follows from the above induction that all nodes are coloured in 𝑇 exactly when all nodes are

coloured in 𝐺 , and (from the tree structure) that the last node we colour in 𝑇 is the root. The lemma thus follows

by applying Lemma 2.44 to 𝐺 , using that the number of paths𝑚 in 𝐺 is less than 2
𝑑
. □

In the context of the clear() method, colouring corresponds to setting the sequence number stored in a node

to a value at least ℓ ; from Lemma 2.16, this is an irreversible process.

Claim 2.46. If a process executes line 40 as part of a clear(ℓ) operation, and the second argument of the CAS()
on 𝑇 [ 𝑗] equals ℓ , then, 𝑇 [ 𝑗] ≥ ℓ immediately after the CAS() operation.

Proof. Suppose, for the purpose of proving a contradiction, that 𝑇 [ 𝑗] < ℓ immediately after a process 𝑝

executes 𝑇 [ 𝑗].CAS(𝑛𝑜𝑑𝑒, ℓ) at point 𝑡 in line 40. This CAS() fails, which implies that 𝑇 [ 𝑗] changed from 𝑛𝑜𝑑𝑒

after 𝑝’s last execution of line 34 before 𝑡 , at point 𝑡 ′ < 𝑡 . Because only line 40 can change 𝑇 [ 𝑗], another process
𝑝′ executes a successful CAS() on 𝑇 [ 𝑗] at a point 𝑡∗𝑖𝑛 (𝑡 ′, 𝑡), with a second argument ℓ ′ < ℓ . From Claim 2.15, a

clear(ℓ ′) operation is invoked before 𝑡∗, and from (1) a clear(ℓ ′) operation responds before 𝑝’s invocation, at

some point 𝑡𝑅 < 𝑡 ′. Finally, from Corollary 2.17 𝑇 [ 𝑗] = ℓ ′ at point 𝑡𝑅 , and since 𝑇 [ 𝑗] does not exhibit ABAs due
to Lemma 2.16, this contradicts that 𝑇 [ 𝑗] changes to ℓ ′ at point 𝑡∗ > 𝑡 ′ > 𝑡𝑅 . □

Adversary. We use the same ip-aware adversary defined in Section 2.4. In particular, recall that the adversary

knows the value of 𝑇 [1] but not 𝐶 or the local variables of each process. Therefore, it does not learn about any

process’s random selection of 𝑗 in line 33 until the point when 𝑇 [1] ≥ ℓ for the first time.

Lemma 2.47. For any 𝑖 ≥ 1, let 𝑜𝑝𝑖 denote the 𝑖-th clear(ℓ) operation invoked by the ip-aware adversary if such
an operation exists. Given an integer 𝑏 ≥ 0 such that the adversary invokes at least ℎ · 𝑏 clear(ℓ) operations, the
expected total number of shared memory steps that the operations in

{
𝑜𝑝ℎ𝑏+1, . . . , 𝑜𝑝ℎ (𝑏+1)

}
take to each execute

clear(ℓ) is in 𝑂 (ℎ logℎ).

Lemma 2.47’s proof is adapted from the Phase Three proof in Section 3.1.3 of [22]. Although we have a simpler

algorithm and weaker result, our result holds in the case of the ip-aware adversary and with CAS objects, whereas

Martel and Subramonian’s result holds against an oblivious adversary and with read/write registers.

Proof. First, note that using Lemma 2.16, after the point 𝑡ℓ in which𝑇 [1] ≥ ℓ for the first time, every clear(ℓ)
operation returns as soon as it executes line 32 or 38. It takes each process a constant number of steps to reach

either of these lines, so the total number of shared memory steps from the up to ℎ operations after 𝑡ℓ is in 𝑂 (ℎ).
It suffices to prove that the total number of shared memory steps taken by the up to ℎ operations before 𝑡ℓ is in

𝑂 (ℎ logℎ).
We divide the total shared memory steps from the up to ℎ operations before 𝑡ℓ , which we refer to as work, into

blocks of ℎ while-loop iterations. Precisely, the first block begins when the first process invokes clear(ℓ), and a

block ends and the next block begins after exactly ℎ while-loop iterations start and end since the block started,

out of the up to ℎ operations in the set being counted. We count the work of at most ℎ clear(ℓ) operations, and

a single iteration of the while loop takes constant work: therefore, the total amount of extra work from partial

while-loop iterations (i.e., while loop iterations that begin before the block started or do not finish by the end of

the block) is in 𝑂 (ℎ). It follows that a single block takes 𝑂 (ℎ) work from the up to ℎ operations. The final block

ends at 𝑡ℓ , and so may include less than ℎ completed while-loop iterations.

Consider a complete block, i.e., a block that contains exactly ℎ complete while-loop iterations. Line 40 is

executed at least ℎ times in the block. Each of the ℎ iterations selects an index 𝑗 uniformly at random from the

set {1, . . . , ℎ} in line 33. Because it is a complete block, the steps in the block are taken before 𝑡ℓ and so 𝑇 [1] < ℓ

throughout the block. Recall that the only indication of progress visible to the adversary is the value of 𝑇 [1] and
whether a method responds in line 32 or 38. In particular, the adversary does not know the outcome of random
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decisions or the contents of the array 𝐶 or of 𝑇 [2 . . . ]. Therefore, the adversary cannot learn any information

about 𝑗 until 𝑡ℓ . Therefore, each complete while-loop iteration’s selection of 𝑗 is still chosen uniformly and

independently at random given the adversary’s knowledge. This ensures that each selection of 𝑗 is independent

of each prior selection of 𝑗 .

From Claim 2.46, when the process executing the while loop as part of an execution of clear(ℓ) executes

line 40, 𝑇 [ 𝑗] becomes at least ℓ if both its children 𝑇 [min {2 𝑗, ℎ + 1}] and 𝑇 [min {2 𝑗 + 1, ℎ + 1}] were set to at

least ℓ before the block began. Selections of nodes from incomplete while-loop iterations and from processes not

in the set being counted may set additional nodes to at least ℓ , but we make the pessimistic assumption that these

extra selections never set additional nodes to ℓ since setting extra nodes to ℓ can only reduce the work to set the

root to ℓ . Thus, each complete block includes at least ℎ node selections that set the node to ℓ if its children were

at least ℓ when the block began. Each of the up to ℎ selections are of an index 𝑗 ∈ {1, . . . , ℎ} chosen uniformly

and independently at random given the adversary’s knowledge.

There are ℎ non-leaf nodes in 𝑇 (i.e., 𝑇 [1] through 𝑇 [ℎ]), and at least ℎ node selections chosen uniformly

and independently at random from complete while-loop iterations within the block: therefore, each node in

{𝑇 [1], . . . ,𝑇 [ℎ]} has a probability of at least 1 − 1/𝑒 of being selected within a while-loop iteration completely in

the block. (Note that although each process’ random selection of a node is independent, the probability of a given

node being selected by any process within a given block is not independent of the probability for other nodes. In

particular, the minimum number of selections implies that the probability that no nodes are selected is zero.)

We can thus apply Lemma 2.45 on the subtree excluding 𝑇 [ℎ + 1]: colouring corresponds to setting a node

to ℓ and a step corresponds to a complete block. Since the depth of the subtree is ⌈logℎ⌉, it takes at most

𝑂 (⌈logℎ⌉/(1 − 1/𝑒)) = 𝑂 (logℎ) complete blocks in expectation to set all nodes of 𝐶 [𝑖] [5𝜙 + 1, . . . , 𝜆] to ℓ .
Although the final block may consist of less thanℎ node selections and hence not be complete, we can conceptually

complete the block by adding enough node selections to make a full block: these extra node selections don’t have

any effect on 𝑇 due to Corollary 2.17, Lemma 2.16, and Claim 2.46, and a difference of ℎ work does not affect the

asymptotic upper bound. Since each block consists of 𝑂 (ℎ) work, the lemma follows. □

Lemma 2.48. Let 𝐾 be a random variable counting the number of processes that the adversary schedules to execute
clear(ℓ) for a given ℓ > 0 in a given execution 𝐸. The total expected number of shared memory steps taken by all
processes in 𝐸 within clear(ℓ) operations is in (ℎ + E[𝐾]) ·𝑂 (logℎ).

Proof. From Lemma 2.47, the (ℎ𝑏 + 1)-th through (ℎ(𝑏 + 1))-th clear(ℓ) operations scheduled by the

adversary take a combined expected total of 𝑂 (ℎ logℎ) shared memory steps when scheduled by the adversary.

The total expected number of shared memory steps of the 𝐾 processes is therefore at most

∞∑︁
𝑏=0

Pr[𝐾 > ℎ𝑏]𝑂 (ℎ logℎ) ≤ 𝑂 (ℎ logℎ) +𝑂 (logℎ)
∞∑︁
𝑘=0

Pr[𝐾 > 𝑘]

= 𝑂 (ℎ logℎ) +𝑂 (logℎ)
∞∑︁
𝑘=0

Pr[𝐾 = 𝑘]𝑘

= 𝑂 (logℎ) · (ℎ + E[𝐾]).
□

2.5.2 Unlock Method. For each 𝑎 ≥ 1 we define the following (random) points in time (they are ∞ if they do

not exist). The first three points are identical to the corresponding points defined in Definition 2.8, as proven in

Lemma 2.9.

• 𝑡𝐶𝐿𝑎 is the linearization point of the 𝑎-th successful choose&lock() operation,

• 𝑡𝑈𝐿
𝑎 is the linearization point of the 𝑎-th successful unlock() operation,
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• 𝑡𝑃𝐿𝑎 is the pivot-lock point when the 𝑎-th successful CAS() operation is executed in line 19 (this line

changes the value of 𝑃 ),

• 𝑟𝑎 is the point when the process that executes the successful CAS() at 𝑡𝑃𝐿𝑎 executes line 18, in the same

unlock() operation (this line reads 𝑃 .𝑝𝑣𝑎𝑙 at 𝑡𝑃𝐿𝑎 ), and

• 𝑓𝑎 is the point when 𝑇 [1] (the root of the tree) is updated to 2𝑎 − 1 by a clear(2𝑎 − 1) operation.

From Lemma 2.9, we have that 𝑡𝐶𝐿𝑎 < 𝑟𝑎 < 𝑡𝑃𝐿𝑎 < 𝑡𝑈𝐿
𝑎 < 𝑡𝐶𝐿𝑎+1. From Lemma 2.12, if 𝑡𝑃𝐿𝑎 < ∞ and 𝑃𝑡𝑃𝐿𝑎

.𝑝𝑣𝑎𝑙 ≠ ⊥,
then 𝑡𝑃𝐿𝑎 < 𝑓𝑎 < 𝑡𝑈𝐿

𝑎 . We define the following random variables:

• 𝑘𝑎 is the number of proposals in the interval

(
𝑟𝑎−2, 𝑡

𝐶𝐿
𝑎

)
(where 𝑟𝑎−2 = 0 if 𝑎 − 2 < 1),

• 𝑙𝑎 is the number of proposals in the interval (𝑟𝑎−2, 𝑟𝑎),
• 𝑚𝑎 is the number of processes that call the method clear(2𝑎 − 1) prior to point 𝑓𝑎 ,

• 𝑠𝑎 is the total number of steps of all clear(2𝑎 − 1) operations executed by any processes prior to point

𝑓𝑎 unless 2𝑎 − 1 mod 𝜆 ≥ 𝜆 − 4, in which case it is zero, and

• 𝜑𝑎 = 𝐶𝑡𝐶𝐿
𝑎
[𝑆𝑡𝐶𝐿

𝑎
.𝑖] [𝜙] if 𝑡𝐶𝐿𝑎 < ∞.

In the context of BDCAS(), for any given point 𝑡 , the total number of invocations of the clear() method prior

to 𝑡 is bounded above by the total number of proposals prior to 𝑡 .

Recall from Section 2.4 that T (𝑡) denotes all the information about the past execution that is available to the

adversary at point 𝑡 .

Claim 2.49. Let 𝑎 ≥ 1, and suppose that 𝑡𝐶𝐿𝑎 < ∞. Then

Pr

[
𝜑𝑎 ≠ ⊥

��� T (
𝑡𝐶𝐿𝑎

)]
≤ 𝑘𝑎/log𝑛.

Proof. From Lemma 2.9 and that each proposed value is unique, any proposal written to 𝐶 [𝑆𝑡𝐶𝐿
𝑎
.𝑖] [𝜙] before

point 𝑟𝑎−2 is no longer present in𝐶 by point 𝑡𝑈𝐿
𝑎−2

. Therefore, 𝜑𝑎 ≠ ⊥ only if some proposal writes to𝐶 [𝑆𝑡𝐶𝐿
𝑎
.𝑖] [𝜙]

in the interval (𝑟𝑎−2, 𝑡
𝐶𝐿
𝑎 ). The number of proposals to side 𝑆𝑡𝐶𝐿

𝑎
.𝑖 in the interval (𝑟𝑎−2, 𝑡

𝐶𝐿
𝑎 ) is at most 𝑘𝑎 , and they

are each in the set 𝐿 defined in (8).

Using Lemma 2.31 with 𝑠∗ = 𝑎 − 2, each value proposed after 𝑟𝑎 and written to 𝐶 [𝑆𝑡𝐶𝐿
𝑎
.𝑖] has a probability of

writing to 𝐶 [𝑆𝑡𝐶𝐿
𝑎
.𝑖] [𝜙] equal to 𝜋𝜙 = 2

−⌈log log𝑛⌉ ≤ 1/log𝑛 given T
(
𝑡𝐶𝐿𝑎

)
. (Proposals written in (𝑟𝑎, 𝑡𝑃𝐿𝑎−2

) do not

affect 𝑃𝑡𝑃𝐿
𝑎−2

.𝑝𝑣𝑎𝑙 , so the proof of Lemma 2.31 applies to them as well.) The claim then follows by using the union

bound over the at most 𝑘𝑎 proposals to side 𝑆𝑡𝐶𝐿
𝑎
.𝑖 in the interval (𝑟𝑎−2, 𝑡

𝐶𝐿
𝑎 ). □

Claim 2.50. Let 𝑎 ≥ 1, and suppose that 𝑡𝑃𝐿𝑎 < ∞. Then

Pr

[
𝑃𝑡𝑃𝐿𝑎

.𝑝𝑣𝑎𝑙 ≠ ⊥
��� 𝜑𝑎 = ⊥,T

(
𝑡𝑃𝐿𝑎 − 1

)]
≤ 𝑙𝑎/log𝑛.

Proof. Since we assume that 𝜑𝑎 = ⊥, 𝑃𝑡𝑃𝐿𝑎
.𝑝𝑣𝑎𝑙 ≠ ⊥ only if some proposal in

(
𝑡𝐶𝐿𝑎 , 𝑟𝑎

)
writes to 𝐶 [𝑆𝑡𝐶𝐿

𝑎
.𝑖] [𝜙].

By Lemma 2.9, 𝑆 and 𝑃 do not change during the interval

(
𝑡𝐶𝐿𝑎 , 𝑡𝑃𝐿𝑎 − 1

)
, and hence are not affected by the proposals

to side 𝑆𝑡𝐶𝐿
𝑎
.𝑖 in

(
𝑡𝐶𝐿𝑎 , 𝑟𝑎

)
. The decision of whether to invoke clear() in line 26 depends either on a value read

from 𝑃 or 𝑆.ℓ , which does not depend on proposal locations. Thus, it also follows that 𝑇 [1] is not affected by

proposals to side 𝑆𝑡𝐶𝐿
𝑎
.𝑖 in

(
𝑡𝐶𝐿𝑎 , 𝑟𝑎

)
by point 𝑡𝑃𝐿𝑎 −1. Therefore, T

(
𝑡𝑃𝐿𝑎 − 1

)
contains no information about the index

𝛽𝑣 in 𝐶 [𝑆𝑡𝐶𝐿
𝑎
.𝑖] of proposals 𝑣 written to 𝐶 [𝑆𝑡𝐶𝐿

𝑎
.𝑖], making Pr

[
𝛽𝑣 = 𝑗

�� T (
𝑡𝑃𝐿𝑎 − 1

) ]
= 𝜋𝜙 = 2

−⌈log log𝑛⌉ ≤ 1/log𝑛.

Using the union bound over all such proposals, we have that Pr

[
𝑃𝑡𝑃𝐿𝑎

.𝑝𝑣𝑎𝑙 ≠ ⊥
��� 𝜑𝑎 = ⊥,T

(
𝑡𝑃𝐿𝑎 − 1

) ]
≤ (𝑙𝑎 −

𝑘𝑎)/log𝑛. □
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Claim 2.51. Let 𝑎 ≥ 1, and suppose that 𝑡𝑃𝐿𝑎 < ∞ and 𝑃𝑡𝑃𝐿𝑎
.𝑝𝑣𝑎𝑙 ≠ ⊥. Then

E
[
𝑠𝑎

��� T (
𝑡𝑃𝐿𝑎

)]
𝑖𝑛

(
E

[
𝑚𝑎

��� T (
𝑡𝑃𝐿𝑎

)]
+ log𝑛

)
·𝑂 (log log𝑛).

Also, any process that invokes clear(2𝑎 − 1) after 𝑓𝑎 executes 𝑂 (1) steps of the method.

Proof. This follows directly from Lemma 2.48. □

Lemma 2.52. Let 𝑎 ≥ 1, and suppose that 𝑡𝐶𝐿𝑎 < ∞. Then

E
[
𝑠𝑎

��� T (
𝑡𝐶𝐿𝑎

)]
∈ E

[
𝑙𝑎 +𝑚𝑎

��� T (
𝑡𝐶𝐿𝑎

)]
·𝑂 (log log𝑛).

Proof. Suppose we fix T
(
𝑡𝐶𝐿𝑎

)
, so that we do not need to explicitly condition our probability and expectation

statements on T
(
𝑡𝐶𝐿𝑎

)
. We have

E[𝑠𝑎] =E [𝑠𝑎 | 𝜑𝑎 ≠ ⊥] · Pr[𝜑𝑎 ≠ ⊥] + E [𝑠𝑎 | 𝜑𝑎 = ⊥] · Pr[𝜑𝑎 = ⊥],

E [𝑠𝑎 | 𝜑𝑎 ≠ ⊥] =
∑︁
𝑙

E [𝑠𝑎 | 𝜑𝑎 ≠ ⊥, 𝑙𝑎 = 𝑙] · Pr [𝑙𝑎 = 𝑙 | 𝜑𝑎 ≠ ⊥]

=
∑︁
𝑙

(E [𝑚𝑎 | 𝜑𝑎 ≠ ⊥, 𝑙𝑎 = 𝑙] + log𝑛) ·𝑂 (log log𝑛) · Pr [𝑙𝑎 = 𝑙 | 𝜑 ≠ ⊥]

by Lemma 2.48

=E [𝑚𝑎 | 𝜑𝑎 ≠ ⊥] ·𝑂 (log log𝑛) + log𝑛 ·𝑂 (log log𝑛),

Pr[𝜑𝑎 ≠ ⊥] ≤min

{
1,

𝑘𝑎

log𝑛

}
by Claim 2.49,

E [𝑠𝑎 | 𝜑𝑎 = ⊥] =E
[
𝑠𝑎

��� 𝜑𝑎 = ⊥, 𝑃𝑡𝑃𝐿𝑎
.𝑝𝑣𝑎𝑙 ≠ ⊥

]
· Pr

[
𝑃𝑡𝑃𝐿𝑎

.𝑝𝑣𝑎𝑙 ≠ ⊥
��� 𝜑𝑎 = ⊥

]
,

E
[
𝑠𝑎

��� 𝜑𝑎 = ⊥, 𝑃𝑡𝑃𝐿𝑎
.𝑝𝑣𝑎𝑙 ≠ ⊥

]
≤ E

[
𝑚𝑎

��� 𝜑𝑎 = ⊥, 𝑃𝑡𝑃𝐿𝑎
.𝑝𝑣𝑎𝑙 ≠ ⊥

]
·𝑂 (log log𝑛) + log𝑛 ·𝑂 (log log𝑛)

by Lemma 2.48 as before,

Pr

[
𝑃𝑡𝑃𝐿𝑎

.𝑝𝑣𝑎𝑙 ≠ ⊥
��� 𝜑𝑎 = ⊥

]
≤min

{
1,
E [𝑙𝑎 | 𝜑𝑎 = ⊥]

log𝑛

}
by Claim 2.50.

Combining the above, we get

E[𝑠𝑎] =E [𝑠𝑎 | 𝜑𝑎 ≠ ⊥] · Pr[𝜑𝑎 ≠ ⊥] + E [𝑠𝑎 | 𝜑𝑎 = ⊥] · Pr[𝜑𝑎 = ⊥]
≤ E [𝑚𝑎 | 𝜑𝑎 ≠ ⊥] ·𝑂 (log log𝑛) Pr[𝜑𝑎 ≠ ⊥] + 𝑘𝑎 ·𝑂 (log log𝑛)

+ E
[
𝑠𝑎

��� 𝜑𝑎 = ⊥, 𝑃𝑡𝑃𝐿𝑎
.𝑝𝑣𝑎𝑙 ≠ ⊥

]
· Pr

[
𝑃𝑡𝑃𝐿𝑎

.𝑝𝑣𝑎𝑙 ≠ ⊥
��� 𝜑𝑎 = ⊥

]
· Pr[𝜑𝑎 = ⊥]

≤ E[𝑚𝑎] ·𝑂 (log log𝑛) + 𝑘𝑎 ·𝑂 (log log𝑛)

+ E
[
𝑚𝑎

��� 𝜑𝑎 = ⊥, 𝑃𝑡𝑃𝐿𝑎
.𝑝𝑣𝑎𝑙 ≠ ⊥

]
·𝑂 (log log𝑛) · Pr

[
𝑃𝑡𝑃𝐿𝑎

.𝑝𝑣𝑎𝑙 ≠ ⊥
��� 𝜑𝑎 = ⊥

]
· Pr[𝜑𝑎 = ⊥]

+ E [𝑙𝑎 | 𝜑𝑎 = ⊥] ·𝑂 (log log𝑛) · Pr[𝜑𝑎 = ⊥]
≤ E[𝑚𝑎] ·𝑂 (log log𝑛) + 𝑘𝑎 ·𝑂 (log log𝑛) + E[𝑚𝑎] ·𝑂 (log log𝑛) + E[𝑙𝑎] ·𝑂 (log log𝑛)
= 𝑂 ((E[𝑚𝑎] + E[𝑙𝑎]) · log log𝑛).

□
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Theorem 2.53. Consider a random execution 𝐸 of finite expected length, in which an ip-aware adversary schedules
calls to the methods of an RC object 𝑅. Let 𝐾 be a random variable counting the total number of invocations of
propose() and unlock() operations in 𝐸. The expected total steps from propose() and unlock() operations in 𝐸
is in 𝑂 (E[𝐾] · log log𝑛).

Proof. The propose()method takes a single sharedmemory step, the number of steps in the unlock()method

outside of steps taken within clear() is in 𝑂 (log log𝑛), and clear(𝑎) takes 𝑂 (1) steps after 𝑓𝑎 . Therefore, it
suffices to show that the total expected number of steps of clear() in 𝐸 before each clear(𝑎)’s respective point
𝑓𝑎 is in 𝑂 (𝐾 · log log𝑛).
We can apply the weaker, unconditional version of Lemma 2.52 for each 𝑎 ∈ [1,∞). Each invocation of unlock()

adds at most 1 to𝑚𝑎 for some 𝑎 ∈ [1,∞). Each propose() operation linearizes in the intervals (𝑟𝑎−2, 𝑟𝑎) and
(𝑟𝑎−1, 𝑟𝑎+1) for some 𝑎 ∈ [1,∞), so it adds 1 to 𝑙𝑎 for at most two values of 𝑎 ∈ [1,∞). Thus, 𝐾 ≥ ∑∞

𝑎=1
(𝑙𝑎 +𝑚𝑎/2)

and

∞∑︁
𝑎=1

E[𝑠𝑎] ∈
∞∑︁
𝑎=1

E[𝑙𝑎 +𝑚𝑎] ·𝑂 (log log𝑛) ⊆ E[𝐾] ·𝑂 (log log𝑛).

Finally, we add the steps from clear(2a-1) operations, when 2𝑎−1 mod 𝜆 ≥ 𝜆−4. Let ℓ𝐸 be a random variable

which is equal to the value of 𝑆.ℓ at the end of execution 𝐸. There are at most 2⌊(ℓ𝐸 + 4) /𝜆⌋ ∈ 𝑂 (ℓ𝐸/log𝑛) values
of 2𝑎 − 1 in {0, . . . , ℓ𝐸} such that 2𝑎 − 1 mod 𝜆 ≥ 𝜆 − 4, in which cases the steps of clear(2𝑎 − 1) are not counted
in 𝑠𝑎 . Let 𝑠

′
𝑎 be a random variable counting the number of steps all clear(2𝑎 − 1) operations executed by any

processes when 2𝑎 − 1 mod 𝜆 ≥ 𝜆 − 4, and is zero otherwise. From Lemma 2.48, E[𝑠′𝑎] = (ℎ + E[𝑚𝑎]) ·𝑂 (logℎ) =
(log𝑛 + E[𝑚𝑎]) ·𝑂 (log log𝑛) when 2𝑎 − 1 mod 𝜆 ≥ 𝜆 − 4. We have

∞∑︁
𝑎=1

E[𝑠′𝑎] ∈
(
log𝑛

E[ℓ𝐸]
log𝑛

+ E[𝐾]
)
·𝑂 (log log𝑛) = E[𝐾] ·𝑂 (log log𝑛) ,

where the last equality follows from the fact that 𝐾 ≥ ⌊ℓ𝐸/2⌋, using Lemma 2.5. □

We note that the clear() method, and hence the unlock() method, does not have a deterministic upper

bound on its number of steps. This can be easily addressed by alternating the while-loop with for-loop steps

similar to lines 22–25 for each 𝑗 ∈ {5𝜙 + 1, . . . , 𝜆}. Such a change would make the faster RC object’s deterministic

worst-case complexity 𝑂 (log𝑛), which is the same as the original RC object [9].

Method solo(𝑉 ′)

41 while 𝑅.read() ∉ 𝑉 ′ do
42 Choose some 𝑣 ∈ 𝑉 ′ that has not been proposed yet

43 𝑅.propose(𝑣)

44 𝑅.choose&lock()

45 𝑢 ← 𝑅.read()

46 𝑅.unlock(𝑢)

Fig. 6. The solo execution of RC methods used in Lemma 2.54
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2.5.3 Solo Execution.

Lemma 2.54. Given an execution 𝐸 on a 𝑅𝐶 object 𝑅 and an infinite set 𝑉 ′ ⊆ 𝑉 , suppose that after point 𝑡 a single
process 𝑝 starts to run solo, according to the following procedure. First, 𝑝 completes all its pending steps until it has
no more pending step. Then, 𝑝 executes the solo(𝑉 ′) method in Figure 6 until it responds at point 𝑡 ′. Then,

E [𝑡 ′ | 𝐸𝑡 ] ≤ 𝑡 +𝑂 (log
2 𝑛 log log𝑛).

Proof. We first find an upper bound on the expected number of steps to finish 𝑝’s pending method call at

point 𝑡 . In the case of the propose(), choose&lock(), and read() methods, the number of steps is deterministic

and in 𝑂 (log log𝑛). The number of steps of the unlock() method outside clear() is also deterministic and in

𝑂 (log log𝑛). In the case of the clear() method, from Lemma 2.47 the expected number of steps of clear() in
a solo execution is in 𝑂 (ℎ logℎ) = 𝑂 (log𝑛 log log𝑛). Thus, the expected number of steps until 𝑜𝑝 completes

its pending method call at point 𝑡 is at most 𝑂 (log𝑛 log log𝑛). Using the same analysis, it also follows that the

expected number of steps for each while-loop iteration is at most𝑂 (log𝑛 log log𝑛). Therefore, it suffices to show

that the solo() method takes at most 𝑂 (log𝑛) expected while-loop iterations to prove the lemma.

Consider the first while-loop iteration of the solo() method. If 𝑅 is unlocked when 𝑝 invokes solo(), then,
by the sequential specification, the choose&lock() is successful and unlock(𝑢) successfully unlocks 𝑅. If 𝑅

is locked when 𝑝 invokes solo(), then by the sequential specification the choose&lock() is unsuccessful but
unlock(𝑢) still successfully unlocks 𝑅. Thus, by the end of the first while-loop iteration, 𝑅 is unlocked. Moreover,

every while-loop iteration after the first has successful choose&lock() and unlock(𝑢) operations. Since the

while loop terminates once the interpreted agreement-value is in 𝑉 ′, and 𝑝 is running solo, it follows that on the

last while-loop iteration, the choose&lock() chooses some value in 𝑉 ′ as the new interpreted agreement-value.

From line 26 and that 𝑆.ℓ increments with each successful choose&lock() and unlock() operation, it follows

that after at most 𝜆/2 ≤ log𝑛 while-loop iterations, the clear() method is executed solo by 𝑝 for both sides of𝐶 .

Using Claim 2.21, 𝐶 does not contain any values proposed before 𝑡 after 𝑝 finishes the two while-loop iterations

that execute clear() for both sides of 𝐶; call the point of the end of the second such while-loop iteration 𝑡𝑐 .

After 𝑡𝑐 , 𝐶 contains only ⊥ and values from 𝑉 ′, so solo() terminates as soon as the interpreted agreement-value

is not ⊥.
We now show that after an expected 𝑂 (1) while-loop iterations after 𝑡𝑐 , the interpreted agreement-value is

a value from 𝑉 ′. First, denote by 𝑡𝜙 the first point when a propose() operation executed in line 43 chooses a

value 𝛽 ≤ 𝜙 . Each propose() operation writes to𝐶 [𝛼] [𝛽] with 𝛽 ≤ 𝜙 with probability 1−𝜙𝜋 = 1− 2
−⌈log log𝑛⌉ ≥

1 − 1/log𝑛. Therefore, 𝑡𝜙 occurs after an expected 𝑂 (1/(1 − 1/log𝑛)) = 𝑂 (1) while-loop iterations after 𝑡𝑐 .

With probability 1/2, the proposal at 𝑡𝜙 chooses 𝛼 = 𝑆𝑡𝜙 .𝑖 . Since 𝑝 is running solo, this proposal is in 𝐶

throughout the choose&lock() operation immediately after 𝑡𝜙 . We use a similar argument to the proof of

Lemma 2.35, with one simplification: we already know that there is a value in 𝐶 [𝑆𝑡𝜙 .𝑖], which is the first step of

that proof. Thus, the new interpreted agreement-value once the (successful) choose&lock() linearizes is not ⊥.
With the remaining 1/2 probability, the proposal at 𝑡𝜙 chooses 𝛼 = 1 − 𝑆𝑡𝜙 .𝑖 . Since 𝑝 runs solo and values in𝐶 [𝛼]
are cleared only by unlock() operations invoked when 𝑆.𝑖 = 𝛼 , it follows that the proposal stays in 𝐶 [𝛼] for the
remainder of the while-loop iteration and into the next iteration. When 𝑝’s successful unlock() operation at the

end of 𝑡𝜙 ’s while-loop iterations linearizes, it flips the value of 𝑆.𝑖 in line 28. In the next iteration, with 𝑆.𝑖 = 𝛼 , the

choose&lock() in line 44 chooses a non-⊥ value, again using a similar argument to the proof of Lemma 2.35. □

3 BIPARTITE DCAS
A BDCAS object stores an array 𝐵 [0..𝑚 − 1] of values from 𝐷 ∪ {⊥}, where 𝐷 is some set and ⊥ ∉ 𝐷 . The initial

value of each array entry is ⊥. The set of addresses [𝑚] = {0, 1, . . . ,𝑚 − 1} is partitioned into two sets,𝑀0 and

𝑀1. The object supports the operation BDCAS(⟨𝑎0, 𝑜𝑙𝑑0, 𝑛𝑒𝑤0⟩ , ⟨𝑎1, 𝑜𝑙𝑑1, 𝑛𝑒𝑤1⟩), where 𝑎𝑖 ∈ 𝑀𝑖 , 𝑜𝑙𝑑𝑖 ∈ 𝐷 ∪ {⊥},
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and 𝑛𝑒𝑤𝑖 ∈ 𝐷 , for 𝑖 ∈ {0, 1}. If 𝐵 [𝑎𝑖 ] = 𝑜𝑙𝑑𝑖 for each 𝑖 ∈ {0, 1}, then the BDCAS() operation changes the value of

𝐵 [𝑎𝑖 ] to 𝑛𝑒𝑤𝑖 , for both 𝑖 ∈ {0, 1}. Otherwise, the object’s value remains unaffected by the BDCAS() operation.

The operation does not return anything.
1
The object also supports operation read(𝑎), for 𝑎 ∈ [𝑚], which returns

the value of 𝐵 [𝑎].
Our BDCAS implementation has the following irreflexivity requirement.

Definition 3.1 (Irreflexivity Requirement). For any 𝑎 ∈ [𝑚], an execution on a BDCAS object induces a binary

relation ◁𝑎 on 𝐷 ∪ {⊥}, where 𝑥 ◁𝑎 𝑦 if and only if there is a BDCAS() call using the argument triple ⟨𝑎, 𝑥,𝑦⟩. Let
≺𝑎 denote the transitive closure of ◁𝑎 . We require that for each 𝑎 ∈ [𝑚], the relation ◁𝑎 is acyclic, or equivalently,

the relation ≺𝑎 is irreflexive, i.e., there is no 𝑥 ∈ 𝐷 ∪ {⊥} with 𝑥 ≺𝑎 𝑥 .
The irreflexivity requirement can easily be achieved by adding sequence numbers, provided that no BDCAS()

calls with arguments of the form ⟨𝑎, 𝑥, 𝑥⟩ are allowed.

3.1 Implementation
In Figure 7, we present a randomized strongly linearizable implementation of a BDCAS object 𝐵.

Our DCAS implementations store the values of their array entries, and also information for each BDCAS()
operation, to Task objects. A Task object contains the fields: 𝑠𝑡𝑎𝑡 ∈ {⊥, True, False},𝑎𝑑𝑑𝑖 ∈ 𝑀𝑖 ,𝑜𝑙𝑑𝑖 ∈ 𝐷∪{⊥}, and
𝑛𝑒𝑤𝑖 ∈ 𝐷 , for 𝑖 ∈ {0, 1}. New Task objects are created by new Task(𝑎𝑑𝑑0, 𝑜𝑙𝑑0, 𝑛𝑒𝑤0, 𝑎𝑑𝑑1, 𝑛𝑒𝑤1, 𝑜𝑙𝑑1) operation,
which creates a task initialized with the listed values and 𝑠𝑡𝑎𝑡 = ⊥, and returns a reference to that object. All

objects created like that are distinct. We will use ‘task’ and ‘task reference’ as shorts for ‘Task object’ and ‘reference
to a Task object’, respectively. Moreover, we will often drop the distinction between a task reference and the task

itself, when there is no danger of confusion or when the distinction is not important.

The implementation uses an array 𝐴[0..𝑚 − 1], where each entry stores a task reference. In particular, if

𝐴[𝑎] = 𝜏 and 𝑎 ∈ 𝑀𝑖 , then 𝜏 .𝑎𝑑𝑑𝑖 = 𝑎. Initially, for each 𝑖 ∈ {0, 1} and 𝑎 ∈ 𝑀𝑖 ,𝐴[𝑎] stores a reference to the initial
task 𝜆𝑎 , where 𝜆𝑎 .𝑠𝑡𝑎𝑡 = True, 𝜆𝑎 .𝑎𝑑𝑑𝑖 = 𝑎, and 𝜆𝑎 .𝑜𝑙𝑑𝑖 = 𝜆𝑎 .𝑛𝑒𝑤𝑖 = ⊥; the values of the remaining fields of 𝜆𝑎
can be arbitrary.

In addition to 𝐴, we use an array 𝐿 that consists, for each 𝑎 ∈ 𝑀0, of an RC object 𝐿[𝑎]. The proposed values at

each RC object are task references.

For each 𝑎 ∈ [𝑚], if 𝐴[𝑎] = 𝜏 and 𝑎 ∈ 𝑀𝑖 , then we define the interpreted value of 𝐵 [𝑎] to be 𝜏 .𝑛𝑒𝑤𝑖 if

𝜏 .𝑠𝑡𝑎𝑡 = True, and 𝜏 .𝑜𝑙𝑑𝑖 otherwise. Note that if 𝐴[𝑎0] = 𝐴[𝑎1] = 𝜏 , where 𝑎𝑖 ∈ 𝑀𝑖 for 𝑖 ∈ {0, 1}, then the status

field 𝜏 .𝑠𝑡𝑎𝑡 will allow us to simultaneously change the interpreted value of 𝐵 [𝑎0] and 𝐵 [𝑎1], from 𝜏 .𝑜𝑙𝑑0 to 𝜏 .𝑛𝑒𝑤0

and from 𝜏 .𝑜𝑙𝑑1 to 𝜏 .𝑛𝑒𝑤1, respectively, by changing 𝜏 .𝑠𝑡𝑎𝑡 ’s value from ⊥ to True.
For each 𝑖 ∈ {0, 1}, we call the portion of array 𝐴 with entries 𝐴[𝑎], 𝑎 ∈ 𝑀𝑖 , the 𝑖-side of 𝐴. We do the same for

𝐵.

3.2 High Level Idea
We describe first a lock-free deterministic BDCAS implementation, and then explain how to achieve low expected

amortized complexity by using randomized RC objects.

Recall that each array entry 𝐴[𝑎], where 𝑎 ∈ 𝑀𝑖 and 𝑖 ∈ {0, 1}, stores a task 𝜏 with 𝜏 .𝑎𝑑𝑑𝑖 = 𝑎, and the status

field 𝜏 .𝑠𝑡𝑎𝑡 indicates whether the interpreted value of 𝐵 [𝑎] is 𝜏 .𝑛𝑒𝑤𝑖 or 𝜏 .𝑜𝑙𝑑𝑖 .

To perform operation read(𝑎), the calling process simply reads the task 𝜏 stored in 𝐴[𝑎], then the status field

of 𝜏 , and returns 𝜏 .𝑛𝑒𝑤𝑖 if 𝜏 .𝑠𝑡𝑎𝑡 = True or 𝜏 .𝑜𝑙𝑑𝑖 otherwise.
Suppose now that process 𝑝 wants to perform a BDCAS(

〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
) operation. For that, 𝑝 checks

if the interpreted values of 𝐵 [𝑎0] and 𝐵 [𝑎1] match the expected values 𝑣0 and 𝑣1, respectively, by performing

1
It is not difficult to add return values indicating success or failure, but this would further complicate our code. In our general DCAS algorithm,

DCAS() operations do provide return values, and the algorithm does not rely on return values of BDCAS() operations.
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Shared Data:
• 𝐴[ 𝑗], for 𝑗 ∈ [𝑚], is a CAS object storing a task reference, and initially stores a reference to
𝜆 𝑗.

• 𝐿[ 𝑗], for 𝑗 ∈ 𝑀0, is an RC object for task references

Method BDCAS(⟨𝑎0, 𝑜𝑙𝑑0, 𝑛𝑒𝑤0⟩ , ⟨𝑎1, 𝑜𝑙𝑑1, 𝑛𝑒𝑤1⟩)
47 while True do
48 𝛾0 ← finish(𝑎0)

49 if read(𝑎0)≠ 𝑜𝑙𝑑0 or read(𝑎1)≠ 𝑜𝑙𝑑1 then return
50 𝛾 ← new Task(𝑎0, 𝑜𝑙𝑑0, 𝑛𝑒𝑤0, 𝑎1, 𝑜𝑙𝑑1, 𝑛𝑒𝑤1)
51 𝐿[𝑎0].propose(𝛾)
52 𝐿[𝑎0].choose&lock()
53 𝛾 ′ ← 𝐿[𝑎0].read()
54 if 𝐴[𝑎0] = 𝛾0 then
55 if 𝛾 ′ ≠ ⊥ and 𝛾 ′ .𝑜𝑙𝑑0 = 𝑜𝑙𝑑0 then
56 𝐴[𝑎0].CAS(𝛾0, 𝛾

′)

57 finish(𝑎0)

58 𝐿[𝑎0].unlock(𝛾 ′)

Method finish(𝑎0)

59 𝛾0 ← 𝐴[𝑎0]
60 𝑎1 ← 𝛾0 .𝑎𝑑𝑑1

61 𝛾1 ← 𝐴[𝑎1]
62 𝛾1 .𝑠𝑡𝑎𝑡 .CAS(⊥, True)
63 if 𝛾0 .𝑜𝑙𝑑1 = 𝛾1 .𝑛𝑒𝑤1 then
64 𝐴[𝑎1].CAS(𝛾1, 𝛾0)

65 𝛾1 ← 𝐴[𝑎1]
66 𝛾1 .𝑠𝑡𝑎𝑡 .CAS(⊥, True)
67 𝛾0 .𝑠𝑡𝑎𝑡 .CAS(⊥, False)
68 return 𝛾0

Method read(𝑎)

69 let 𝑖 ∈ {0, 1} be such that 𝑎 ∈ 𝑀𝑖

70 𝛾 ← 𝐴[𝑎]
71 if 𝑖 = 1 then 𝛾 .𝑠𝑡𝑎𝑡.CAS(⊥, True) // Help the task finish

72 if 𝛾 .𝑠𝑡𝑎𝑡 = True then return 𝛾 .𝑛𝑒𝑤𝑖

73 return 𝛾 .𝑜𝑙𝑑𝑖

Fig. 7. BDCAS implementation, taken almost verbatim from [9] with minor modifications

read() operations as described above. If at least one of the values does not match, then the BDCAS() can return

immediately (it fails). Hence, assume that both values match.

Then 𝑝 creates a task 𝜏 whose field values correspond to 𝑝’s BDCAS() arguments (i.e., 𝜏 .𝑎𝑑𝑑𝑖 = 𝑎𝑖 , 𝜏 .𝑜𝑙𝑑𝑖 = 𝑣𝑖 ,

and 𝜏 .𝑛𝑒𝑤𝑖 = 𝑣
′
𝑖 for each 𝑖 ∈ {0, 1}) and 𝜏 .𝑠𝑡𝑎𝑡 = ⊥. The goal of 𝑝 is now to place its task 𝜏 in the array entries

𝐴[𝑎0] and 𝐴[𝑎1]. This must happen without at first changing the interpreted values of 𝐵 [𝑎0] or 𝐵 [𝑎1]. Once 𝜏 is
put into both array entries, 𝑝 can change 𝜏 .𝑠𝑡𝑎𝑡 from ⊥ to True.
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We say a task is finalized, if its status is either True or False (i.e., it is not ⊥). Our algorithm ensures that once a

task is finalized, its status does not change anymore. To place a task into 𝐴[𝑎𝑖 ], 𝑖 ∈ {0, 1}, process 𝑝 reads the

task 𝜏 ′ stored in that array entry before it performs its initial check whether the BDCAS() call’s expected values

𝑣0 and 𝑣1 match. It then performs a helping mechanism (which we describe later) that ensures task 𝜏 ′ is finalized.
Thus, the only way the interpreted value of 𝐵 [𝑎𝑖 ] can change afterwards is if task 𝜏 ′ gets replaced by a different

task in 𝐴[𝑎𝑖 ]. Now, to place its task 𝜏 into 𝐴[𝑎𝑖 ], process 𝑝 can simply perform an 𝐴[𝑎𝑖 ].CAS(𝜏 ′, 𝜏) operation.

If that CAS() succeeds, then 𝜏 has been put into 𝐴[𝑎𝑖 ] without changing the interpreted value of 𝐵 [𝑎𝑖 ] (which
remains 𝑣𝑖 = 𝜏 .𝑜𝑙𝑑𝑖 ).

If 𝑝 manages to place its task 𝜏 into both array entries, 𝐴[𝑎0] and 𝐴[𝑎1], it can simply change 𝜏 .𝑠𝑡𝑎𝑡 to True,
and both interpreted values of 𝐵 [𝑎𝑖 ], 𝑖 ∈ {0, 1}, change simultaneously from 𝑣𝑖 = 𝜏 .𝑜𝑙𝑑𝑖 to 𝑣

′
𝑖 = 𝜏 .𝑛𝑒𝑤𝑖 . Hence, 𝑝’s

BDCAS() linearizes (and is successful).

But 𝑝 may not manage to put its tasks in one of the array entries, if the corresponding CAS() operation on

𝐴[𝑎𝑖 ] fails, because some other task 𝜏∗ has already been put in there. The standard lock-free approach would now

be to help 𝜏∗ make progress. This can lead to a long chain of helping, and requires care that no cyclic helping is

encountered.

In the bipartite case, however, things are easier: Each process first tries to put its task into the 0-side array

entry of 𝐴, before it tries to put it also into the 1-side entry. This way, if any task is successfully put into a 1-side

array entry, the BDCAS() operation that created the task is bound to succeed. Thus, if process 𝑝 fails to put its

task into 𝐴[𝑎1], because that array entry was taken by some other task 𝜏∗, then some other BDCAS() operation
(which created 𝜏∗), with the same 1-side entry 𝐴[𝑎1], will succeed once 𝜏∗ is finalized, and thus the interpreted

value of 𝐵 [𝑎1] will change from 𝑣1 to a different value. As a result, 𝑝’s BDCAS() operation can terminate, and

fail, after helping to finalize 𝜏∗ (which means just changing 𝜏∗ .𝑠𝑡𝑎𝑡 to True). This way long chains of helping and

cyclic helping are avoided.

A process 𝑝 may still not make progress, if it fails to put its task into the 0-side entry 𝐴[𝑎0]. If that happens, it
has to help the task 𝜏∗ that caused 𝑝’s attempt to fail, but again, since 𝜏∗ has already been put into the 0-side,

only the 1-side of 𝜏∗ remains to deal with. However, putting 𝜏∗ into the 1-side may fail, in which case none of the

interpreted values of 𝐵 at the addresses 𝑎0 and 𝑎1 that 𝑝 is interested in may have changed. In that case, 𝑝’s only

option is to start over. This may lead to high step complexity, in the case of high contention on the 0-side entry

𝐴[𝑎0] (high contention on the 1-side entry 𝐴[𝑎1] does not cause high step complexity).

To deal with that, we employ a mechanism to choose a task 𝜏∗ at random among concurrent tasks that use

the same 0-side address. To this end, we use for each 0-side address 𝑎0 ∈ 𝑀0 an RC object 𝐿[𝑎0]. Consider the
processes that are concurrently performing BDCAS() operations with the same 0-side address 𝑎0. Instead of

directly trying to put their tasks into 𝐴[𝑎0], they propose them on 𝐿[𝑎0], and choose a random task 𝜏∗ among

all the proposed ones. Then each process helps 𝜏∗, by first putting it into 𝐴[𝑎0], and then trying to put it into

𝐴[𝜏∗ .𝑎𝑑𝑑1]. As discussed earlier, if 𝜏∗ is successfully put into its desired 1-side array entry, the interpreted value

of 𝐵 [𝑎0] changes eventually. Hence, all processes helping 𝜏∗ can finish their BDCAS() operation (the one that

created task 𝜏∗ succeeds, and all the others fail). But if 𝜏∗ cannot be successfully put into 𝐴[𝜏∗ .𝑎𝑑𝑑1], then all

processes helping 𝜏∗ have to start over.

To give an intuition why that achieves low expected amortized complexity, assume there are 𝑘 processes

that concurrently perform BDCAS() operations with the same 0-side address 𝑎0. Let 𝑎1,1, . . . , 𝑎1,𝑘 be the 1-side

addresses of these BDCAS() operations, and suppose for simplicity they are all distinct. All 𝑘 processes will help

the same random task 𝜏∗, by trying to put the task into the 1-side address 𝑎1, 𝑗 = 𝜏∗ .𝑎𝑑𝑑1. Suppose that ℓ of

the 1-side array entries, say 𝐴[𝑎1,1], . . . , 𝐴[𝑎1,ℓ ], change before the first attempt is made to put 𝜏∗ into 𝐴[𝑎1, 𝑗 ].
Since 𝑗 is chosen at random, the attempt to put 𝜏∗ into 𝐴[𝑎1, 𝑗 ] fails with probability ℓ/𝑘 (assuming, for the

ease of this discussion, a uniform distribution for 𝑗 ). Out of the 𝑘 processes, just ℓ make progrees (by failing)
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if 𝑗 ≤ ℓ , and all 𝑘 make progress otherwise. Thus the expected number of processes that make progress is

ℓ · ℓ/𝑘 + 𝑘 · (𝑘 − ℓ)/𝑘 = 𝑘 − ℓ (𝑘 − ℓ)/𝑘 ≥ 3𝑘/4.

3.3 Detailed Algorithm Description
3.3.1 Read Method. In method read(𝑎), the calling process 𝑝 determines the interpreted value of 𝐵 [𝑎] in a

straightforward manner. First, 𝑝 reads the current task 𝛾 from 𝐴[𝑎], in line 70. If 𝑎 is a 1-side address, then the

BDCAS() operation that created 𝛾 is bound to succeed, so 𝑝 changes 𝛾 .𝑠𝑡𝑎𝑡 to True if it is still ⊥, in line 71. (This

is not necessary for linearizability, but for the desired randomized step complexity: A task that is put into its

1-side array entry may prevent other processes from making progress, until these processes observe that the

interpreted value of that entry has changed.) After that, in lines 72 and 73, 𝑝 simply determines and returns the

interpreted value of 𝐵 [𝑎] based on the current status of 𝛾 . We will show that if the status of 𝛾 changes at some

point, then 𝐴[𝑎] contains 𝛾 at that point. Hence, the read() operation can linearize either at the first point after

its invocation when 𝛾 .𝑠𝑡𝑎𝑡 ≠ ⊥, or when 𝑝 reads ⊥ from 𝛾 .𝑠𝑡𝑎𝑡 in line 72.

3.3.2 Finish Method. The helper method finish(𝑎0), where 𝑎0 ∈ 𝑀0, “finishes” the task stored in array entry

𝐴[𝑎0]. The method guarantees that, if process 𝑝 calls finish(𝑎0) when task 𝛾0 is stored in 𝐴[𝑎0] (more precisely,

𝑝 reads 𝛾0 from 𝐴[𝑎0] in line 59), then by the time the call returns, either 𝛾0 has been put into 𝐴[𝛾0.𝑎𝑑𝑑1] and
𝛾0 .𝑠𝑡𝑎𝑡 = True, or 𝛾0 was not put into 𝐴[𝛾0.𝑎𝑑𝑑1] because in the meantime the interpreted value of 𝐵 [𝛾0.𝑎𝑑𝑑1]
changed (from value 𝛾0.𝑜𝑙𝑑1 to a different value) and 𝛾0.𝑠𝑡𝑎𝑡 = False. The finish() call returns the task 𝛾0, in

line 68.

In lines 60–62, process 𝑝 reads 𝛾1 from 𝐴[𝑎1], where 𝑎1 = 𝛾0.𝑎𝑑𝑑1, and tries to change 𝛾1.𝑠𝑡𝑎𝑡 to True using
operation 𝛾1.𝑠𝑡𝑎𝑡 .CAS(⊥, True). It is then guaranteed that 𝛾1.𝑠𝑡𝑎𝑡 = True after 𝑝’s CAS() operation, and the

interpreted value of 𝐵 [𝑎1] changed to 𝛾1.𝑛𝑒𝑤1 at the point when 𝛾1.𝑠𝑡𝑎𝑡 became True.
Next, 𝑝 checks in line 63, if 𝛾0.𝑜𝑙𝑑1 = 𝛾1 .𝑛𝑒𝑤1. If this is not the case, then either some other process has already

put 𝛾0 into 𝐴[𝑎1] and changed its status, or the BDCAS() operation that created 𝛾0 is bound to fail. The latter is

the case because the interpreted value of 𝐵 [𝑎1] changed during the BDCAS() call that created 𝛾0 from its expected

value, 𝛾0 .𝑜𝑙𝑑1, to a different value, which by the irreflexivity requirement will never again be 𝛾0.𝑜𝑙𝑑1. Hence, in

line 67 process 𝑝 executes 𝛾0 .𝑠𝑡𝑎𝑡 .CAS(⊥, False), which changes the status of 𝛾0 to False in that case (but fails if

𝛾0 was put into 𝐴[𝑎1]).
Now assume that 𝛾0.𝑜𝑙𝑑1 = 𝛾1 .𝑛𝑒𝑤1, and 𝑝 evaluates the if-condition in line 63 to True. Then 𝑝 tries to put

𝛾0 in the desired 1-side entry 𝐴[𝑎1], using operation 𝐴[𝑎1].CAS(𝛾1, 𝛾0) in line 64. If the CAS() is successful, it

does not change the interpreted value of 𝐵 [𝑎1], because 𝛾0.𝑠𝑡𝑎𝑡 = ⊥ and 𝛾1.𝑠𝑡𝑎𝑡 = True at this point, and so the

interpreted value remains 𝛾1.𝑛𝑒𝑤1 = 𝛾0 .𝑜𝑙𝑑1. To make sure the status of 𝛾0 changes to True if 𝛾0 is successfully put

into 𝐴[𝑎1], 𝑝 reads task 𝛾 ′
1
from 𝐴[𝑎1] and performs 𝛾 ′

1
.𝑠𝑡𝑎𝑡 .CAS(⊥, True), in lines 65–66. After that, in line 67, 𝑝

also executes 𝛾0.𝑠𝑡𝑎𝑡 .CAS(⊥, False). This CAS() can only succeed if neither 𝑝 nor any other process managed to

put 𝛾0 into 𝐴[𝑎1].

3.3.3 BDCAS Method. If process 𝑝 calls method BDCAS(⟨𝑎0, 𝑜𝑙𝑑0, 𝑛𝑒𝑤0⟩ , ⟨𝑎1, 𝑜𝑙𝑑1, 𝑛𝑒𝑤1⟩), then 𝑝 repeats the

while-loop in lines 47–58, until it observes in line 49 that one of the interpreted values of 𝐵 [𝑎0] and 𝐵 [𝑎1] does
not match the expected value 𝑜𝑙𝑑0 or 𝑜𝑙𝑑1, respectively.

First, in line 48, 𝑝 finishes the task 𝛾0 currently stored in 𝐴[𝑎0]. Then, it checks if the interpreted values of

𝐵 [𝑎0] and 𝐵 [𝑎1] match the values 𝑜𝑙𝑑0 and 𝑜𝑙𝑑1, respectively, and if not the BDCAS() operation returns. Since we

don’t require a BDCAS() operation to return a value that indicates whether it was successful, it is always correct

to return after the above check fails. If the check failed because some of the interpreted values changed from

their expected values at point 𝑡 , and 𝑡 is after the invocation point of BDCAS(), then the linearization point of the

BDCAS() can be immediately after 𝑡 in case the BDCAS() fails, or at point 𝑡 if it succeeds.
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In line 50, 𝑝 creates a new task 𝛾 whose status is ⊥, and whose other fields match the arguments of the BDCAS()
operation. Then, in lines 51 and 52, 𝑝 proposes task 𝛾 on the RC object 𝐿[𝑎0], and calls 𝐿[𝑎0].choose&lock() to

allow that a random task is chosen on 𝐿[𝑎0] (but recall that 𝐿[𝑎0] may also end up with agreement-value ⊥).
Next, in line 53, 𝑝 reads the agreement-value 𝛾 ′ of 𝐿[𝑎0].
In line 54, 𝑝 checks if the task stored in 𝐴[𝑎0] is still the same task 𝛾0 that 𝑝 finished earlier. If not, 𝑝 just

starts another iteration of the while-loop. Now suppose that 𝐴[𝑎0] is still 𝛾0 when 𝑝 executes line 54. In line 55, 𝑝

checks to make sure that 𝛾 ′ ≠ ⊥ (i.e., 𝛾 ′ is a task) and 𝛾 ′ .𝑜𝑙𝑑0 = 𝑜𝑙𝑑0, before trying to put 𝛾 ′ into the 0-side using

𝐴[𝑎0].CAS(𝛾0, 𝛾
′), in line 56. The check 𝛾 ′ .𝑜𝑙𝑑0 = 𝑜𝑙𝑑0 is required for the following reason: The task 𝛾 ′ that 𝑝

read from 𝐿[𝑎0] may be completely unrelated to 𝑝’s expected value 𝑜𝑙𝑑0, because 𝛾
′
may have been proposed

on 𝐿[𝑎0] a long time before it was chosen on 𝐿[𝑎0]. But if 𝛾 ′ .𝑜𝑙𝑑0 = 𝑜𝑙𝑑0 and 𝛾0 is still stored in 𝐴[𝑎0] (and thus

the CAS() in line 56 may succeed), then the interpreted value of 𝐵 [𝑎0] is equal to 𝛾 ′ .𝑜𝑙𝑑0. Hence, if 𝑝’s CAS() in

line 56 succeeds, it does not change that interpreted value.

After that, 𝑝 finishes the task now stored in 𝐴[𝑎0] by calling finish(𝑎0) in line 57, and then it calls

𝐿[𝑎0].unlock(𝛾 ′) in line 58, unlocking 𝐿[𝑎0] if it hasn’t already been unlocked by some other process. The

finish(𝑎0) call in line 57 ensures that every task 𝛾 ′ that is successfully put into 𝐴[𝑎0] is finished before any

process calls 𝐿[𝑎0].unlock(𝛾 ′), i.e., either 𝛾 ′ is put into 𝐴[𝑎1] and its status is True, or it is not put into 𝐴[𝑎1]
and its status is False.

3.4 BDCAS Correctness Statements
In this section we repeat several claims (without proofs) from Section 7 of [10] used in Section 3.5 with some

minor revisions. Each of the statements uses the corresponding numbering, i.e., Claim 3.1 corresponds to Claim

7.1 of [10].

Claim 3.1. Let 𝑖 ∈ {0, 1} and 𝑎 ∈ 𝑀𝑖 and let 𝑡 be a point at which 𝐴[𝑎] = 𝜏 .
(a) 𝜏 is a task reference and 𝜏 .𝑎𝑑𝑑𝑖 = 𝑎.
(b) If 𝜏 ≠ 𝜆𝑎 , then 𝜏 is returned before 𝑡 from a newTask() call in line 50, and prior to 𝑡 𝐴[𝑎] changes to 𝜏 with

a successful CAS() operation executed in line 56 if 𝑖 = 0, and in line 64 if 𝑖 = 1.

Claim 3.3. Let 𝑎 ∈ 𝑀1 and let 𝜏 ≠ 𝜆𝑎 be a task reference. If 𝐴[𝑎] = 𝜏 at point 𝑡1, then there is a point 𝑡0 ≤ 𝑡1 at
which 𝐴[𝜏 .𝑎𝑑𝑑0] = 𝜏 .

Claim 3.5. For any task 𝜏 , 𝜏 .𝑠𝑡𝑎𝑡 ∈ {⊥, False, True}, and if 𝜏 .𝑠𝑡𝑎𝑡 ≠ ⊥ at point 𝑡 , then 𝜏 .𝑠𝑡𝑎𝑡 does not change
throughout [𝑡,∞).

Claim 3.6. Let 𝑎 ∈ [𝑚] and suppose at point 𝑡 the value of 𝐴[𝑎] changes from 𝜏 to 𝜏 ′ ≠ 𝜏 . Then there is a value
𝑣 ∈ {True, False} such that 𝜏 .𝑠𝑡𝑎𝑡 = 𝑣 throughout [𝑡,∞).

Lemma 3.7. Let 𝜏 be a task and suppose at some point 𝑡 the value of 𝜏 .𝑠𝑡𝑎𝑡 changes to 𝑣 ∈ {True, False}. If
𝑣 = False, then 𝐴𝑡 [𝜏 .𝑎𝑑𝑑0] = 𝜏 , and if 𝑣 = True then 𝐴𝑡 [𝜏 .𝑎𝑑𝑑0] = 𝐴𝑡 [𝜏 .𝑎𝑑𝑑1] = 𝜏 .

Claim 3.8. Let 𝑎 ∈ 𝑀1, and 𝜏, 𝜏 ′ two distinct task references, so that at some point 𝑡 the value of 𝐴[𝑎] changes
from 𝜏 to 𝜏 ′. Then 𝜏 .𝑛𝑒𝑤1 = 𝜏

′ .𝑜𝑙𝑑1 ≺𝑎 𝜏 ′ .𝑛𝑒𝑤1.

Claim 3.9. Let 𝑎 ∈ 𝑀1, 𝜏1, 𝜏2 two task references and 𝑡1 < 𝑡2 two points in time, such that 𝐴𝑡 𝑗 [𝑎] = 𝜏 𝑗 for each
𝑗 ∈ {1, 2}.

(a) If 𝜏1 ≠ 𝜏2 then 𝜏1 .𝑛𝑒𝑤1 ≺𝑎 𝜏2.𝑛𝑒𝑤1.
(b) If 𝜏1 = 𝜏2, then 𝐴𝑡 [𝑎] = 𝜏1 for all 𝑡 ∈ [𝑡1, 𝑡2].

Lemma 3.11. Let 𝑎 ∈ 𝑀1. If 𝐴[𝑎] = 𝜏 at any point in the execution, then 𝜏 .𝑠𝑡𝑎𝑡 ≠ False throughout the execution.
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Claim 3.13. Let 𝑎 ∈ 𝑀1, and suppose at some point the interpreted value of 𝐵 [𝑎] changes from 𝑏 to 𝑏′ ≠ 𝑏. Then
𝑏 ≺𝑎 𝑏′.

Lemma 3.15. Let 𝑎 ∈ [𝑚]. Each complete read(𝑎) operation 𝑜𝑝 returns the interpreted value of 𝐵 [𝑎] at 𝑙𝑖𝑛(𝑜𝑝).

Lemma 3.16. Let 𝑎 ∈ 𝑀0. If 𝐴[𝑎] = 𝜏 at point 𝑡 and 𝐴[𝑎] ≠ 𝜏 at point 𝑡 ′ > 𝑡 , then 𝐴[𝑎] ≠ 𝜏 throughout [𝑡 ′,∞).

Claim 3.17. Suppose a finish() call returns task 𝜏 at point 𝑡 . Then there is a value 𝑣 ∈ {False, True} such that
𝜏 .𝑠𝑡𝑎𝑡 = 𝑣 throughout [𝑡,∞).

Lemma 3.18. Let 𝑎 ∈ 𝑀0. Suppose at point 𝑡 the value of 𝐴[𝑎] changes from 𝜏 to 𝜏 ′ ≠ 𝜏 . Then at that point
(a) 𝜏 ′ .𝑠𝑡𝑎𝑡 = ⊥, and
(b) either 𝜏 .𝑠𝑡𝑎𝑡 = True and 𝜏 ′ .𝑜𝑙𝑑0 = 𝜏 .𝑛𝑒𝑤0, or 𝜏 .𝑠𝑡𝑎𝑡 = False and 𝜏 ′ .𝑜𝑙𝑑0 = 𝜏 .𝑜𝑙𝑑0.

In particular, the interpreted value of 𝐵 [𝑎] does not change at point 𝑡 .

Corollary 3.19. Fix 𝑎 ∈ 𝑀0, and let 𝑏1, . . . , 𝑏𝑘 be the interpreted values of 𝐵 [𝑎] obtained in this order (i.e.,
𝑏𝑖+1 ≠ 𝑏𝑖 for 𝑖 ∈ {1, . . . , 𝑘 − 1}). Then 𝑏𝑖 ≺𝑎 𝑏 𝑗 for all 1 ≤ 𝑖 < 𝑗 < 𝑘 .

Claim 3.20. Let 𝜏 be a task, and suppose at point 𝑡 the value of 𝜏 .𝑠𝑡𝑎𝑡 changes to True. Then at that point the
interpreted value of 𝐵 [𝜏 .𝑎𝑑𝑑𝑖 ], 𝑖 ∈ {0, 1}, changes from 𝜏 .𝑜𝑙𝑑𝑖 to 𝜏 .𝑛𝑒𝑤𝑖 , where 𝜏 .𝑜𝑙𝑑𝑖 ≺𝜏 .𝑎𝑑𝑑𝑖 𝜏 .𝑛𝑒𝑤𝑖 .

Claim 3.23. If 𝑜𝑝 is a successful BDCAS(
〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
) operation, then 𝑡𝑠𝑡𝑎𝑡 (𝑜𝑝) = 𝑙𝑖𝑛(𝑜𝑝).

Lemma 3.24. For any address 𝑎 ∈ [𝑚] and any point 𝑡 during the execution, the following is true:
(a) If at point 𝑡 the interpreted value of 𝐵 [𝑎] changes from 𝑣 to 𝑣 ′ ≠ 𝑣 , then there is a successful BDCAS()

operation 𝑜𝑝 such that 𝑙𝑖𝑛(𝑜𝑝) = 𝑡 , and one of the argument triples used in the invocation of 𝑜𝑝 is ⟨𝑎, 𝑣, 𝑣 ′⟩.
(b) Let 𝑜𝑝 be a successful BDCAS(

〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
) operation. Then for each 𝑖 ∈ {0, 1} at point 𝑙𝑖𝑛(𝑜𝑝) the

interpreted value of 𝐵 [𝑎𝑖 ] changes from 𝑣𝑖 to 𝑣 ′𝑖 , and 𝑙𝑖𝑛(𝑜𝑝) is between the invocation and response of 𝑜𝑝 .

3.5 Step Complexity Preliminaries
We next establish an upper bound on the expected amortized step complexity of BDCAS() operations. We consider

an execution on a BDCAS object 𝐵 scheduled by the ip-aware adversary described in Definition 2.24.

Theorem 3.25. Let 𝐸 be a random execution of finite expected length, in which an ip-aware adversary schedules
calls to the methods of a BDCAS object 𝐵. For any 𝑥 ∈ 𝑀0, if 𝑁𝑥 denotes the number of BDCAS() operations involving
address 𝑥 that are invoked in 𝐸, then the expected total number of steps of those operations is in𝑂 (log log𝑛) · E[𝑁𝑥 ].

The remainder of this section is devoted to the proof of this theorem.

Since we consider a single BDCAS object 𝐵, we omit prefix 𝐵 when we refer to methods or variables of 𝐵, e.g.,

we write 𝐿[𝑎] instead of 𝐿[𝑎]. Also, for simplicity we do not distinguish between a task reference and the task

object itself, and use ‘task’ to refer to both.

3.5.1 Doomed and Successful Tasks. We recall the definition of interpreted values, and introduce the related

notion of imminent interpreted values.

Definition 3.26 (Interpreted Values and Imminent Interpreted Values). Let 𝑖 ∈ {0, 1} and 𝑎 ∈ 𝑀𝑖 .

• The interpreted value of 𝐵 [𝑎], denoted 𝐵 [𝑎] .𝑣𝑎𝑙 , is equal to 𝐴[𝑎] .𝑛𝑒𝑤𝑖 if 𝐴[𝑎] .𝑠𝑡𝑎𝑡 = True, and 𝐴[𝑎] .𝑜𝑙𝑑𝑖
otherwise.

• The imminent interpreted value of 𝐵 [𝑎], denoted 𝐵 [𝑎] .𝑣𝑎𝑙 ′, is equal to the interpreted value that 𝐵 [𝑎]
would have if we set to True the status of all tasks 𝐴[𝑎1], 𝑎1 ∈ 𝑀1. Formally, 𝐵 [𝑎] .𝑣𝑎𝑙 ′ = 𝐴[𝑎] .𝑛𝑒𝑤𝑖 if

𝐴[𝑎] .𝑠𝑡𝑎𝑡 = True or 𝐴 [𝐴[𝑎] .𝑎𝑑𝑑1] = 𝐴[𝑎], and 𝐵 [𝑎] .𝑣𝑎𝑙 ′ = 𝐴[𝑎] .𝑜𝑙𝑑𝑖 otherwise.
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Next we define the intuitive notions of doomed and successful tasks.

Definition 3.27 (Doomed Tasks and Successful Tasks). A process creates task 𝜏 when a newTask() operation in

line 50 returns 𝜏 . Suppose a process creates task 𝜏 at point 𝑡𝜏 . For any 𝑡 ≥ 𝑡𝜏 ,
• 𝜏 is successful at point 𝑡 if 𝐴𝑡 ′ [𝜏 .𝑎𝑑𝑑1] = 𝜏 for some 𝑡 ′ ≤ 𝑡 .
• 𝜏 is doomed at point 𝑡 if it is not successful at 𝑡 , and 𝐵𝑡 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑𝑖 for some 𝑖 ∈ {0, 1}.

Each initial task 𝜆𝑎 , 𝑎 ∈ [𝑚], is successful and not doomed at any point of the execution. For 𝑡 ≥ 0, we denote by

𝐷𝑡 and 𝑆𝑡 the set of tasks that are respectively doomed or successful at 𝑡 .

It is immediate from the definition that 𝐷𝑡 and 𝑆𝑡 are disjoint. We show in Lemma 3.42 that they are also

monotone increasing.

3.5.2 Strengthening the Adversary: BDCAS Traces. Similarly to the analysis of the RC object, we assume that the

adversary has some extra information on the past execution, and formally describe this information in terms of

the trace for BDCAS object 𝐵.

Definition 3.28 (BDCAS Trace). Let 𝐸 be an execution on BDCAS object 𝐵, and let 𝑥 ∈ 𝑀0. Trace T𝐵,𝑥 (𝐸)
contains the following information for each step 𝑡 ∈ {1, 2, . . .} of 𝐸:

(i) The process 𝑝 that executes step 𝑡 .

(ii) The number of the line in the program code containing the shared memory operation executed at step 𝑡 .

(iii) If step 𝑡 was the first step of an implemented method call of 𝐵 (i.e., BDCAS(), finish(), or read()), or the
first step of an implemented method call of 𝐿[ 𝑗] for 𝑗 ∈ 𝑀0 (i.e., propose(), choose&lock(), unlock() ,

read(), or clear()), the name and arguments (if any) of that call.
(iv) Whether or not step 𝑡 was the final step of an implemented method call.

(v) The following values:

• 𝐴𝑡 [𝑎], for each 𝑎 ∈ [𝑚] \ {𝑥};
• 𝐿𝑡 [𝑎], for each 𝑎 ∈ 𝑀0 \ {𝑥} (i.e., the complete state of object 𝐿[𝑎]);
• Whether or not 𝐴𝑡 [𝑥] = 𝐴𝑡−1 [𝑥] (but not the actual value of 𝐴[𝑥]);
• 𝐿[𝑥] .𝑆 .ℓ𝑡 , 𝐿[𝑥] .𝑃𝑡 , and 𝐿[𝑥] .𝑇 [1] (but not 𝐿𝑡−1 [𝑥] .𝑣𝑎𝑙 ).
• If step 𝑡 was the linearization point of an 𝐿[𝑥] .propose(𝑣) call, the value of 𝛼𝑣 .

Lemma 3.29. From trace T𝐵,𝑥 (𝐸), one can infer the interpreted (and imminent interpreted) value of 𝐵 [𝑎] for every
𝑎 ∈ [𝑛], at all points 𝑡 ≤ |𝐸 |, the set 𝑆𝑡 of successful tasks, and the fields of all doomed tasks (the tasks in 𝐷𝑡 ).

Proof. If 𝑎 ≠ 𝑥 , then from (v) and Definition 3.26 the interpreted value of 𝐵 [𝑎] is directly available from 𝐴[𝑎]
which is in the trace.

Next, consider 𝐵 [𝑎] .𝑣𝑎𝑙 ′ (the imminent interpreted value of 𝐵 [𝑎]) for 𝑎 ≠ 𝑥 . Since 𝑥 ∉ 𝑀1, the trace includes

the tasks stored in 𝐴[𝑎] for each 𝑎 ∈ 𝑀1. If 𝑎 ∈ 𝑀1, then 𝐴[𝑎] .𝑎𝑑𝑑1 = 𝑎 at all points, so by Definition 3.26

𝐵 [𝑎] .𝑣𝑎𝑙 ′ = 𝐴[𝑎] .𝑛𝑒𝑤1 at all points, which is in the trace. If 𝑎 ∈ 𝑀0, since the trace includes both 𝐴[𝑎] (including
𝐴[𝑎] .𝑎𝑑𝑑1) and 𝐴[𝐴[𝑎] .𝑎𝑑𝑑1], 𝐵 [𝑎] .𝑣𝑎𝑙 ′ can be derived from the trace.

Now consider 𝐵 [𝑥] .𝑣𝑎𝑙 . From Lemma 3.18, 𝐵 [𝑥] .𝑣𝑎𝑙 does not change when the task stored in 𝐴[𝑥] changes;
it therefore follows from Claim 3.5 and Definition 3.26 that 𝐵 [𝑥] .𝑣𝑎𝑙 can only change when 𝐴[𝑥] .𝑠𝑡𝑎𝑡 changes
from ⊥ to True. Suppose that at point 𝑡 , 𝐵 [𝑥] .𝑣𝑎𝑙 changes, and hence that 𝐴[𝑥] .𝑠𝑡𝑎𝑡 changes from ⊥ to True. By
Lemma 3.7, there exists an 𝑎1 ∈ 𝑀1 such that 𝑎1 = 𝐴𝑡 [𝑥] .𝑎𝑑𝑑1 and 𝐴𝑡 [𝑥] = 𝐴𝑡 [𝑎1]. Since the trace includes 𝐴[𝑎1]
and in particular includes the fact that 𝐴[𝑎1] .𝑠𝑡𝑎𝑡 changes from ⊥ to True at point 𝑡 and that 𝐴𝑡 [𝑎1] .𝑎𝑑𝑑0 = 𝑥 , the

value of 𝐵𝑡 [𝑥] .𝑣𝑎𝑙 = 𝐴𝑡 [𝑥] .𝑛𝑒𝑤0 = 𝐴𝑡 [𝑎1] .𝑛𝑒𝑤0 can be derived from the trace. Since 𝐵 [𝑥] .𝑣𝑎𝑙 begins as ⊥ and is

derivable from the trace every time it changes, it follows that it is derivable from the trace at all points.

We next prove the case for 𝐵 [𝑥] .𝑣𝑎𝑙 ′. Suppose that 𝐵 [𝑥] .𝑣𝑎𝑙 ′ changes at point 𝑡 . In addition, suppose for

the purpose of proving a contradiction that 𝐴[𝑥] changes at point 𝑡 . By Lemma 3.18, 𝐴𝑡 [𝑥] .𝑠𝑡𝑎𝑡 = ⊥, and by
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Lemma 3.16 and Claim 3.3, 𝐴𝑡 [𝐴𝑡 [𝑥] .𝑎𝑑𝑑1] ≠ 𝐴𝑡 [𝑥]. Therefore, from Definition 3.26, 𝐵𝑡 [𝑥] .𝑣𝑎𝑙 ′ = 𝐴𝑡 [𝑥] .𝑜𝑙𝑑0 =

𝐵𝑡 [𝑥] .𝑣𝑎𝑙 . Using Lemma 3.18 again, there are two possibilities. First, it could be that 𝐴𝑡−1 [𝑥] .𝑠𝑡𝑎𝑡 = True and
𝐴𝑡−1 [𝑥] .𝑛𝑒𝑤0 = 𝐴𝑡 [𝑥] .𝑜𝑙𝑑0; by Definition 3.26, 𝐵𝑡−1 [𝑥] .𝑣𝑎𝑙 ′ = 𝐴𝑡−1 [𝑥] .𝑛𝑒𝑤0 = 𝐴𝑡 [𝑥] .𝑜𝑙𝑑0, which contradicts

that 𝐵 [𝑥] .𝑣𝑎𝑙 ′ changes at point 𝑡 ′. Second, it could be that 𝐴𝑡−1 [𝑥] .𝑠𝑡𝑎𝑡 = False and 𝐴𝑡−1 [𝑥] .𝑜𝑙𝑑0 = 𝐴𝑡 [𝑥] .𝑜𝑙𝑑0;

by Definition 3.26 and Lemma 3.11 again, 𝐴𝑡−1 [𝐴𝑡−1 [𝑥] .𝑎𝑑𝑑1] ≠ 𝐴𝑡−1 [𝑥] and so 𝐵𝑡−1 [𝑥] .𝑣𝑎𝑙 ′ = 𝐴𝑡−1 [𝑥] .𝑜𝑙𝑑0,

also contradicting that 𝐵 [𝑥] .𝑣𝑎𝑙 ′ changes at point 𝑡 . It thus follows that 𝐴[𝑥] does not change at point 𝑡 , so
either 𝐴[𝑥] .𝑠𝑡𝑎𝑡 changes from ⊥ to True at point 𝑡 or 𝐴[𝐴𝑡 [𝑥] .𝑎𝑑𝑑1] changes to 𝐴𝑡 [𝑥] at point 𝑡 . In the first case,

𝐵 [𝑥] .𝑣𝑎𝑙 changes at point 𝑡 and is equal to 𝐵𝑡 [𝑥] .𝑣𝑎𝑙 ′, so by the previous paragraph the new value of 𝐵 [𝑥] .𝑣𝑎𝑙 ′
is visible in the trace. In the second case, the analysis is similar to the previous paragraph; specifically, the

trace at point 𝑡 includes the value of 𝐴𝑡 [𝐴𝑡 [𝑥] .𝑎𝑑𝑑1] = 𝐴𝑡 [𝑥], and in particular the values 𝐴𝑡 [𝑥] .𝑎𝑑𝑑0 = 𝑥 and

𝐴𝑡 [𝑥] .𝑛𝑒𝑤0 = 𝐵𝑡 [𝑥] .𝑣𝑎𝑙 ′.
Because task creation in line 50 creates a task whose fields only depend on the calling operation’s arguments,

and because the trace includes instruction pointers, the trace includes the fields of each task at the point they

are created. From Definition 3.27, tasks 𝜏 are successful starting at the point 𝑡 when 𝐴𝑡 [𝜏 .𝑎𝑑𝑑1] = 𝜏 , which is

directly in the trace. Thus, the set of successful tasks is derivable from the trace. Doomed tasks are defined based

on successful tasks and imminent interpreted values, all of which are derivable from the trace. However, their

references may not be stored anywhere in𝐴, so only their fields are guaranteed to be derivable from the trace. □

Unlike the trace for RC object 𝐿[𝑥] (Definition 2.25), the BDCAS trace does not explicitly describe the agreement

value 𝐿[𝑥] .𝑣𝑎𝑙 . However, the value can sometimes be inferred indirectly, e.g., when a process executes line 58 the

trace contains the argument of the unlock() call, by point (iii).

3.5.3 Extending 𝐸 to Executions 𝐸′ and 𝐸′′. We define two additional executions 𝐸′ and 𝐸′′ such that 𝐸′ is an
extension of the execution 𝐸 described in the statement of Theorem 3.25 and has finite expected length, while 𝐸′′

is an infinite extension of 𝐸′.
We extend 𝐸 into execution 𝐸′ by scheduling all processes that have a pending BDCAS() operation at the end

of 𝐸 to run solo (one after the other) until their operations are completed. 𝐸′ has finite expected length because 𝐸

has finite expected length, and because Lemma 3.59 implies that just a finite expected number of additional steps

are needed to obtain 𝐸′. Hence, no additional BDCAS() operations are invoked in 𝐸′, and no BDCAS() operation is

pending at the end of 𝐸′.
We further extend 𝐸′ into an infinite execution 𝐸′′, such that 𝐸′′ contains an infinite sequence of BDCAS()

operations involving address 𝑥 . Precisely, after the last step of 𝐸′, a single process is scheduled to run solo, and

executes an infinite sequence of BDCAS() calls such that each call successfully changes the value of the same pair

(𝑥,𝑦) of addresses, where 𝑦 ∈ 𝑀1. It follows from Lemma 3.59 that each BDCAS() call takes a finite number of

steps in expectation and so 𝐸′′ contains an infinite number of successful 𝐿[𝑥] .choose&lock() calls.

Finally, we assume that if 𝑡 ≥ |𝐸 | then T𝐵,𝑡 (𝐸′′) indicates which one was the last step of 𝐸, and if 𝑡 ≥ |𝐸′ | then
T𝐵,𝑡 (𝐸′′) indicates also which one was the last step of 𝐸′.

3.5.4 Other Notation. For 𝑘 ≥ 1, let 𝑡𝑘 denote the linearization point of the 𝑘-th successful method call

𝐿[𝑥] .choose&lock() in 𝐸′′, and let 𝑠𝑘 be the linearization point of the 𝑘-th successful 𝐿[𝑥] .unlock() call in 𝐸′′.
Also let 𝑡0 = 𝑠0 = 0. From Lemma 2.5, it follows that 𝑡𝑘 < 𝑠𝑘 < 𝑡𝑘+1, for all 𝑘 ≥ 1.

For a task 𝜏 , let 𝑟𝜏 denote the point when call 𝐿[𝑥].propose(𝜏) linearizes in 𝐸′′, or 𝑟𝜏 = ∞ if no such point

exists. For 𝑘 ≥ 0, let 𝑄𝑘 and 𝑃𝑘 be the following sets of tasks,

𝑄𝑘 = {𝜏 : 𝜏 .𝑎𝑑𝑑0 = 𝑥, 𝑡𝑘 < 𝑟𝜏 < 𝑡𝑘+2}, 𝑃𝑘 = {𝜏 : 𝜏 .𝑎𝑑𝑑0 = 𝑥, 𝑠𝑘 < 𝑟𝜏 < 𝑠𝑘+1};

and let 𝑝𝑘 = |𝑃𝑘 |. From Definition 2.26, we have that 𝑄𝑘 is the set of recent proposals on RC object 𝐿[𝑥] in
execution 𝐸′′𝑡𝑘+2 .
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For 𝑘 ≥ 1, let 𝜏𝑘 = 𝐿𝑡𝑘 [𝑥] .𝑣𝑎𝑙 be the agreement value of 𝐿[𝑥] at point 𝑡𝑘 in 𝐸′′.
In the following, we use T𝑡 as a shorthand for trace T𝐵,𝑥 (𝐸′′𝑡 ).

3.6 Distribution of Agreement-Value 𝜏𝑘
We apply Theorems 2.27 and 2.28 to bound the distribution of 𝜏𝑘 in 𝐸′′. From Lemma 3.56, we have that 𝑂 (𝑛)
method calls of object 𝐿[𝑥] are invoked between points 𝑠𝑘 and 𝑠𝑘+1 in 𝐸

′′
, for any 𝑘 ≥ 0, thus requirement (R) is

satisfied. Applying Theorem 2.27 we obtain:

Corollary 3.30. Let 𝑘 ≥ 0. There is an integer random variable 𝑔𝑘 = 𝑔𝑘 (T𝑠𝑘+1 ) with 0 ≤ 𝑔𝑘 ≤ 𝑝𝑘 and

E[𝑔𝑘 | 𝐸′′𝑠𝑘 ] = (1/2) · E[𝑝𝑘 | 𝐸
′′
𝑠𝑘
], (14)

such that the following hold.2 If 𝜏 ∈ 𝑄𝑘 then

Pr[𝜏𝑘+2 = 𝜏 | T𝑡𝑘+2 ] ≤ 20/max {𝑔𝑘 , 20}

and
Pr[𝜏𝑘+2 = ⊥ | T𝑡𝑘+2 ] ≤ (1/log𝑛)𝑔𝑘 .

Proof. It suffices to show that Pr[𝜏𝑘+2 = 𝜏 | T𝑡𝑘+2 ] ≤ 20/max {𝑔𝑘 , 20} from Theorem 2.27’s result that

Pr[𝜏𝑘+2 = 𝜏 | T𝑡𝑘+2 ] ≤ 11/max{𝑔𝑘 , 11} + 3/𝑛. Suppose that 𝑔𝑘 > 20, otherwise the result is immediate. From

Lemma 3.56, it follows that 𝑔𝑘 ≤ 𝑝𝑘 ≤ 3𝑛, and so 𝑛 ≥ 𝑔𝑘/3. Thus,

Pr[𝜏𝑘+2 = 𝜏 | T𝑡𝑘+2 ] ≤ 11/𝑔𝑘 + 3/𝑛 ≤ 11/𝑔𝑘 + 9/𝑔𝑘 = 20/𝑔𝑘 . □

Similarly, Theorem 2.28 gives:

Corollary 3.31. Let 𝑘 ≥ 0 and let integer 𝑗 be such that 0 ≤ 𝑗 ·𝜆 ≤ 𝑘 < ( 𝑗 + 1)𝜆. There is an event B𝑘 = B𝑘 (𝐸′′𝑠𝑘 )
such that

Pr[B𝑘 | 𝐸′′𝑠 𝑗𝜆 ] ≤ 1/𝑛2, (15)

and
Pr[(𝜏𝑘+2 ∉ 𝑄𝑘 ∪ {⊥}) ∧ ¯B𝑘 | T𝑡𝑘+2 ] ≤ 6/log

2 𝑛.

The above statements compute the conditional distribution of 𝜏𝑘 given T𝑡𝑘 . Using this distribution, denoted
𝜋 (·), Lemma 3.32 below computes for 𝑡 > 𝑡𝑘 the conditional distribution of 𝜏𝑘 given T𝑡 and 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡−1∪𝑆𝑡 ),
i.e., 𝑟𝜏𝑘 > 𝑡𝑘−2 and task 𝜏𝑘 is not doomed before round 𝑡 nor is successful after round 𝑡 . The lemma implies if we

know that 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡−1 ∪ 𝑆𝑡 ), then knowing the complete trace T𝑡 does not provide more information about

𝜏𝑘 than just knowing T𝑡𝑘 and 𝐷𝑡−1.

Lemma 3.32. Let 𝑘 ≥ 2. For any task 𝜏 and set of tasks 𝑇 , let

𝜋 (𝜏) = Pr[𝜏𝑘 = 𝜏 | T𝑡𝑘 ], 𝜋 (𝑇 ) =
∑︁
𝜏∈𝑇

𝜋 (𝜏).

If 𝑡 > 𝑡𝑘 and 𝜏 ∈ 𝑄𝑘−2 \ 𝐷𝑡−1 then

Pr[𝜏𝑘 = 𝜏 | T𝑡 , 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡−1 ∪ 𝑆𝑡 )] =
𝜋 (𝜏)

𝜋 (𝑄𝑘−2 \ 𝐷𝑡−1)
.

2
It is still true that 𝑔𝑘 = 𝑔𝑘 (T𝑠𝑘+1 ) , even though T𝑠𝑘+1 does not specify the agreement value of 𝐿[𝑥 ], because 𝑔𝑘 depends just on the random

choices 𝛼𝑣 of the proposals between 𝑠𝑘 and 𝑠𝑘+1, and this information is contained in T𝑠𝑘+1 = T𝐵,𝑥 (𝐸′′𝑠𝑘+1 ) .



50 • Dante Bencivenga, George Giakkoupis, and Philipp Woelfel

Proof. Suppose we fix trace T𝑡𝑘 . We prove by induction on 𝑡 ≥ 𝑡𝑘 that if 𝜏 ∈ 𝑄𝑘−2 \ 𝐷 ′𝑡−1
then

Pr[𝜏𝑘 = 𝜏 | T𝑡 , 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷 ′𝑡−1
∪ 𝑆𝑡 )] = 𝜋 (𝜏)/𝜋 (𝑄𝑘 \ 𝐷 ′𝑡−1

), (16)

where

𝐷 ′𝑡 =

{
𝐷𝑡 if 𝑡 ≥ 𝑡𝑘
∅ if 𝑡 < 𝑡𝑘 .

For the base case 𝑡 = 𝑡𝑘 , we have that event 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷 ′𝑡−1
∪ 𝑆𝑡 ) is the same as 𝜏𝑘 ∈ 𝑄𝑘−2, because 𝐷

′
𝑡𝑘−1

= ∅
and from Definition 3.27 and Lemma 3.50 it follows 𝜏𝑘 ∉ 𝑆𝑡𝑘 . Thus, for 𝑡 = 𝑡𝑘 , the left side of (16) equals

Pr[𝜏𝑘 = 𝜏 | T𝜏𝑘 , 𝜏𝑘 ∈ 𝑄𝑘−2] .

And if 𝜏 ∈ 𝑄𝑘−2, the above probability equals 𝜋 (𝜏)/𝜋 (𝑄𝑘 ) = 𝜋 (𝜏)/𝜋 (𝑄𝑘 \ 𝐷 ′𝑡𝑘−1
). This proves the base case of

the induction.

For the induction step, we fix 𝑡 ≥ 𝑡𝑘 , and we show that if 𝜏 ∈ 𝑄𝑘−2 \ 𝐷𝑡 then

Pr[𝜏𝑘 = 𝜏 | T𝑡+1, 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡+1)] = 𝜋 (𝜏)/𝜋 (𝑄𝑘 \ 𝐷𝑡 ).

If if 𝜏 ∈ 𝑄𝑘−2 \ 𝐷𝑡 then

Pr[𝜏𝑘 = 𝜏 | T𝑡 , 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡 )] =
Pr[𝜏𝑘 = 𝜏 | T𝑡 , 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷 ′𝑡−1

∪ 𝑆𝑡 )]
Pr[𝜏𝑘 ∈ 𝑄𝑘−2 \ 𝐷𝑡 | T𝑡 , 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷 ′𝑡−1

∪ 𝑆𝑡 )]

=
𝜋 (𝜏)/𝜋 (𝑄𝑘 \ 𝐷 ′𝑡−1

)
𝜋 (𝜏𝑘 ∈ 𝑄𝑘−2 \ 𝐷𝑡 )/𝜋 (𝑄𝑘 \ 𝐷 ′𝑡−1

)

=
𝜋 (𝜏)

𝜋 (𝜏𝑘 ∈ 𝑄𝑘−2 \ 𝐷𝑡 )
,

where in the second line we applied induction hypothesis (16). We show next that if 𝜏 ∈ 𝑄𝑘−2 \ 𝐷𝑡 ,

Pr[𝜏𝑘 = 𝜏 | T𝑡+1, 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡+1)] = Pr[𝜏𝑘 = 𝜏 | T𝑡 , 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡 )] . (17)

Combining that with the previous equation completes the proof of induction step. Thus, it remains to show (17).

To prove (17) we must argue that the additional information about step 𝑡 + 1 contained in T𝑡+1, when 𝜏𝑘 ∉ 𝑆𝑡+1,
does not change the distribution of 𝜏𝑘 . Let 𝑝 denote the process that executes step 𝑡 + 1. If 𝑝 did not have a

pending next operation before step 𝑡 + 1, let𝑚𝑐 denote the method call of 𝐵 that 𝑝 invokes in step 𝑡 + 1 (BDCAS()
or read()) along with its arguments (𝑚𝑐 = ⊥ otherwise). Let T +𝑡 = T𝑡 ∪ {(𝑝,𝑚𝑐)}. We can replace T𝑡 on the

right side on (17) by T +𝑡 , because revealing 𝑝,𝑚𝑐 does not reveal any new information about 𝜏𝑘 , since T𝑡 already
contains all information that the adversary knows of at the end of step 𝑡 .

Suppose that we fix T +𝑡 , and that 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡 ). Next we consider all possibilities for step 𝑡 + 1.

Case 1: Step 𝑡 + 1 is a step of call read(𝑎). From T +𝑡 , we can infer if step 𝑡 + 1 is the first step of call read(𝑎):
Process 𝑝 executes the first step of read(𝑎) if indicated in𝑚𝑐 ≠ ⊥, or if in its last step before step 𝑡 + 1, 𝑝 just

finished the call in line 48 or finished the first read() call in line 49 (and the BDCAS() call did not return at that

step).

If 𝑎 ≠ 𝑥 then we can infer from T +𝑡 exactly which operation process 𝑝 executes at step 𝑡 + 1 (including its

outcome), as well as the return value of the call if a return command is executed. This is also true if 𝑎 = 𝑥 , even

though T +𝑡 does not indicate the value of 𝐴[𝑥]: It suffices that T +𝑡 contains the points at which the value of 𝐴[𝑥]
changes, to infer the value of 𝐴[𝑥] .𝑠𝑡𝑎𝑡 and the value of 𝐴[𝑥] .𝑜𝑙𝑑0, and also to infer the value of 𝐴[𝑥] .𝑛𝑒𝑤0 when

𝐴[𝑥] .𝑠𝑡𝑎𝑡 = True.
Therefore, T𝑡+1 does not contain any information that cannot be inferred from T +𝑡 .
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Case 2: Step 𝑡 +1 is a step of call finish(𝑎). From T +𝑡 , we can infer if step 𝑡 +1 is the first step of call finish(𝑎).
There are several possibilities for the previous step for 𝑝 , but only two involve if statements. First, 𝑝 invokes

finish(𝑎) call in line 48 if in its previous step 𝑝 executed line 54 and the if-condition was false. However, the

value of the if-condition can be inferred from T𝑡 (this is true also when 𝑎0 = 𝑥 , since T𝑡 contains the points at
which the value of 𝐴[𝑥] changes). Second, 𝑝 invokes finish(𝑎) call in line 57 if in its previous step 𝑝 evaluated

to false one of the two if-conditions in line 55. However, we will argue in Case 3 that when 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡 ),
trace T𝑡 contains the value of 𝛾 ′ if 𝛾 ′ ≠ 𝜏𝑘 , and if 𝛾 ′ = 𝜏𝑘 then then we can infer from T𝑡 the value of 𝛾 ′ .𝑜𝑙𝑑0.

We can assume that 𝑎 ≠ 𝑥 , since otherwise we can infer from T +𝑡 exactly which operation process 𝑝 executes

at step 𝑡 + 1 (including its outcome). Suppose also that 𝑝 does not executes an operation from lines 59–61 at step

𝑡 + 1, since they are just read operations.

First, suppose that the task that 𝑝 reads on 𝐴[𝑥] in line 59 of the call is 𝜏 ≠ 𝜏𝑘 . Then 𝐴[𝑥] = 𝜏 at some point

before 𝑡 (precisely, at the point when 𝑝 reads 𝐴[𝑥]). Also 𝐿𝑡 [𝑥] .𝑣𝑎𝑙 = 𝜏𝑘 , otherwise Lemmas 3.42 and 3.51 would

contradict that 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡 ). It follows that a successful unlock(𝜏) call was invoked before 𝑡𝑘 , and thus

the value of 𝜏 can be inferred from T𝑡 . Therefore, as in case 𝑎 ≠ 𝑥 , we can infer from T +𝑡 exactly which operation

process 𝑝 executes at step 𝑡 + 1.

Next we assume that 𝑝 reads task 𝜏𝑘 on𝐴[𝑥] in line 59. From Lemma 3.44 and assumption 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪𝑆𝑡 ),
it follows that

(i) if 𝑝 executes line 62 at step 𝑡 + 1, the CAS() operation fails,

(ii) if 𝑝 executes line 64 at 𝑡 + 1, the CAS() operation is successful, and

(iii) 𝑝 does not execute the CAS() operation in line 67 at 𝑡 + 1.

From (i), if 𝑝 executes line 62, then nothing happens. (Note that if the CAS() were successful, it would reveal

𝜏𝑘 .𝑎𝑑𝑑1!) From (ii), if 𝑝 executes line 64 at 𝑡 + 1, then 𝜏𝑘 ∈ 𝑆𝑡+1. Hence, this case is not relevant to the proof of

(17), because the probability on the left side is conditional on 𝜏𝑘 ∉ 𝑆𝑡+1. Moreover, 𝑝 does not execute lines 65

and 66 at 𝑡 + 1, because 𝑝 must have previously executed line 64. Finally, if 𝑝 executes an operation in line 63,

then nothing happens.

Therefore, T𝑡+1 does not contain any information that cannot be inferred from T +𝑡 .

Case 3: Step 𝑡 + 1 is a step of call BDCAS(). We have already considered the case where step 𝑡 + 1 is a step of a

method finish() or read() invoked in one of lines 48, 49 and 57. Also, if 𝑝 creates a new task at step 𝑡 + 1, in

line 50, then this information can be inferred from T +𝑡 . So, we assume that 𝑝 executes an operation in one of the

remaining lines, lines 51–56 and 58, at step 𝑡 + 1.

Suppose first that the DCAS() operation is not applied to address 𝑥 . Then the exact operation that 𝑝 executes

at step 𝑡 + 1 (and its outcome) can be inferred from T +𝑡 , in all cases except for two which involve a randomized

decision: when 𝑝 executes line 2 of the propose() call invoked in line 51; and when 𝑝 executes line 34 during an

unlock() call invoked in line 58. In both cases, however, knowing the random values involved in the operations

does not provide any additional information about 𝜏𝑘 .

For the remainder of the proof, we assume that the DCAS() operation is applied to address 𝑥 . If 𝑝 executes the

propose() operation in line 51 at step 𝑡 + 1, then, as before, knowing the randomness involved in the operations

does not reveal any information about 𝜏𝑘 (recall that T𝑡+1 contains random value 𝛼). If 𝑝 executes a step of

choose&lock() in line 52, then T𝑡+1 provides no new information as 𝐵 does not change, because from Lemma 3.51

and assumption 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡 ), it follows that 𝐿𝑡+1 [𝑥] .𝑣𝑎𝑙 = 𝐿𝑡 [𝑥] .𝑣𝑎𝑙 = 𝜏𝑘 . Moreover, we can infer from

T +𝑡 whether 𝑡 + 1 is the last step of call choose&lock(). If 𝑝 executes the RC read() operation in line 53 at

step 𝑡 + 1, then no new information is revealed. The same is true if 𝑝 executes the if operation in line 54, and

moreover the value of the if-condition can be inferred from 𝐻+𝑡 . It remains to consider the case where 𝑝 executes

an operation in one of lines 55, 56 and 58 in step 𝑡 + 1.
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First we assume that the value that 𝑝 read in line 53 during the same while-loop iteration is 𝜏 ≠ 𝜏𝑘 . As noted

above, from Lemma 3.51 and assumption 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡 ), it follows that 𝐿𝑡+1 [𝑥] .𝑣𝑎𝑙 = 𝐿𝑡 [𝑥] .𝑣𝑎𝑙 = 𝜏𝑘 . Thus,
𝐿𝑦 [𝑥] .𝑣𝑎𝑙 = 𝜏 for some 𝑦 < 𝑡 , which implies that a successful 𝐿[𝑥].unlock(𝜏) call was invoked before 𝑡 . And

since T𝑡 contains the arguments of all method calls invoked, we conclude that T𝑡 contains the value of 𝜏 .
Suppose that 𝑝 executes the operation in line 55 at step 𝑡 + 1 (only the second of the two if-conditions involves

a shared memory operation). This happens if 𝜏 ≠ ⊥, and in its previous step 𝑝 evaluated to true the if-condition

in line 54. These can be inferred from T +𝑡 , as well as the value of the second condition in line 55, evaluated at

step 𝑡 + 1. Hence, T𝑡+1 does not contain any additional information.

Next suppose that 𝑝 executes the CAS() operation in line 56 at step 𝑡 + 1. This happens if in its previous step, 𝑝

evaluated to true the if-conditions in line 54 (which can be inferred from T +𝑡 ). The outcome of the operation can

also be inferred from T +𝑡 .

Last suppose that 𝑝 executes a step of operation unlock(𝜏) in line 58 at step 𝑡 + 1. Recall that the value of 𝜏 is

contained in T𝑡 , and 𝐿𝑡+1 [𝑥] .𝑣𝑎𝑙 = 𝜏𝑘 ≠ 𝜏 . It follows from Claim 2.19 that step 𝑡 + 1 does not change the values of

any of 𝐿[𝑥] .𝑆 , 𝐿[𝑥] .𝑃 , or 𝐿[𝑥] .𝑇 [1].Hence, T𝑡+1 does not contain more information than T +𝑡 .

Finally, we need to consider the case where 𝑝 executes an operation in one of lines 55, 56 and 58 in step 𝑡 + 1,

and 𝑝 previously read value 𝜏𝑘 in line 53 in the same while-loop iteration. From assumption 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡 ∪ 𝑆𝑡 )
it follows that 𝜏𝑘 ≠ ⊥ and 𝜏𝑘 .𝑜𝑙𝑑0 = 𝐵𝑡 [𝑥] .𝑣𝑎𝑙 ′, where 𝐵𝑡 [𝑥] .𝑣𝑎𝑙 ′ can be inferred from T𝑡 . If 𝑝 executes line 55 at

step 𝑡 + 1 (which is possible since 𝜏𝑘 ≠ ⊥), we can then infer from 𝐻+𝑡 the value of the second if-condition. If 𝑝

executes the CAS() operation in line 56 at step 𝑡 + 1, then the outcome, success or failure, of the CAS operation

can also be inferred from T +𝑡 . Finally, it is not possible that 𝑝 executes a step of call unlock(𝜏𝑘) in line 58, because

otherwise Lemma 3.60 would contradict that 𝜏𝑘 ∉ 𝐷𝑡 ∪ 𝑆𝑡 .
This concludes the proof of (17), and the proof of Lemma 3.32. □

3.7 k-Fated Tasks
We lower bound the expected number of tasks 𝜏 ∈ 𝑄𝑘−2 that are doomed or successful by the time that task 𝜏𝑘
itself is also doomed or successful. We call those tasks 𝑘-fated, and give their formal definition below.

Definition 3.33 (𝑘-Fated Tasks). For 𝑘 ≥ 2, let 𝜌𝑘 be the following point

𝜌𝑘 =

{
min{𝑡 : 𝜏𝑘 ∈ 𝐷𝑡 ∪ 𝑆𝑡 , 𝑡 ≥ 𝑡𝑘 }, if 𝜏𝑘 ∈ 𝑄𝑘−2

𝑡𝑘 , otherwise.

We define the set 𝐹𝑘 of 𝑘-fated tasks as

𝐹𝑘 = 𝑄𝑘−2 ∩ (𝐷𝜌𝑘 ∪ 𝑆𝜌𝑘 ),
and let 𝑓𝑘 = |𝐹𝑘 |.

From Lemma 3.45, it follows that point 𝜌𝑘 , 𝑘 ≥ 2, always exists. Also, from Lemma 3.51, it follows that for all

𝑘 ≥ 2,

𝑡𝑘 ≤ 𝜌𝑘 < 𝑡𝑘+1. (18)

To show the main result we will need the next two lemmas. The first one is based on Lemma 3.32.

Lemma 3.34. Let 𝑘 ≥ 2, and for any 𝑡 ≥ 0 let

𝑍𝑡 = 𝑄𝑘−2 ∩ (𝐷𝑡 ∪ 𝑆𝑡 ).
If 𝜏 ∈ 𝑄𝑘−2 and 𝑡 ≥ 𝑡𝑘 then

Pr[𝜏𝑘 = 𝜏 | T𝑡𝑘 , 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡 ≤ 𝜌𝑘 , 𝑍𝑡𝑘 . . . 𝑍𝑡 ] = Pr[𝜏𝑘 = 𝜏 | T𝑡𝑘 , 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡 ≤ 𝜌𝑘 , 𝑍𝑡𝑘 . . . 𝑍𝑡−1] .
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Proof. Suppose that we fix trace T𝑡𝑘 . First we argue that no task in 𝑄𝑘−2 is successful at point 𝜌𝑘 except

possibly for 𝜏𝑘−1 and 𝜏𝑘 , i.e.,

(𝑄𝑘−2 \ {𝜏𝑘−1, 𝜏𝑘 }) ∩ 𝑆𝜌𝑘 = ∅.
Suppose that 𝜏 ∈ 𝑄𝑘−2 ∩ 𝑆𝜌𝑘 . Then Lemma 3.50 implies 𝐿𝑦 [𝑥] .𝑣𝑎𝑙 = 𝜏 at some point 𝑦 ≤ 𝜌𝑘 . From Lemma 3.51

and the definition of 𝜌𝑘 , it follows that 𝐿𝑡 [𝑥] .𝑣𝑎𝑙 remains the same for all 𝑡𝑘 ≤ 𝑡 ≤ 𝜌𝑘 . Thus, 𝑦 ≤ 𝑡𝑘 . Moreover,

𝑦 ≥ 𝑡𝑘−1 because 𝑟𝜏 > 𝑡𝑘−2, hence the earliest point that 𝜏 can be written to 𝐿[𝑥] .𝑣𝑎𝑙 is 𝑡𝑘−1. Since 𝜏𝑘−1 and 𝜏𝑘 are

the only values of 𝐿𝑦 [𝑥] .𝑣𝑎𝑙 for 𝑡𝑘−1 ≤ 𝑦 ≤ 𝑡𝑘 , it follows that 𝜏 ∈ {𝜏𝑘−1, 𝜏𝑘 }.
Next we argue that

𝜏𝑘 ∈ 𝑆𝜌𝑘 =⇒ 𝑄𝑘−2 \ {𝜏𝑘−1, 𝜏𝑘 } ⊆ 𝐷𝜌𝑘 .

Suppose that 𝜏𝑘 ∈ 𝑆𝜌𝑘 . Then Lemma 3.50 implies 𝜌𝑘 > 𝑡𝑘 . At point 𝜌𝑘 , a process 𝑝 changes the value of𝐴[𝜏𝑘 .𝑎𝑑𝑑1]
to 𝜏𝑘 , by executing a successful CAS() operation in line 64. This operation changes also the imminent interpreted

value 𝐵 [𝑥] .𝑣𝑎𝑙 ′. As we saw above, no task 𝜏 ∈ 𝑄𝑘−2 \ {𝜏𝑘−1, 𝜏𝑘−2} gets written to 𝐿[𝑥] .𝑣𝑎𝑙 before 𝜌𝑘 , and thus

neither does it get written to array 𝐴 before 𝜌𝑘 . Hence, the change in the imminent interpreted value 𝐵 [𝑥] .𝑣𝑎𝑙 ′ at
point 𝜌𝑘 implies 𝜏 ∈ 𝐷𝜌𝑘 , for all 𝜏 ∈ 𝑄𝑘−2 \ {𝜏𝑘−1, 𝜏𝑘−2}.
Let

𝐴 = {𝜏𝑘−1} ∩𝑄𝑘−2 ∩ 𝑆𝑡𝑘 ,
i.e., 𝐴 = {𝜏𝑘−1} if 𝜏 ∈ 𝑄𝑘−2 ∩ 𝑆𝑡𝑘 , and 𝐴 = ∅ otherwise. The value of 𝜏𝑘−1 can be inferred from T𝑡𝑘 , because
between points 𝑡𝑘−1 and 𝑡𝑘 a successful unlock(𝜏𝑘−𝑡) call is invoked, and T𝑡𝑘 contains the arguments of all

invoked method calls. Moreover, we have

𝜏𝑘−1 ∈ 𝑄𝑘−2 =⇒ 𝜏𝑘−1 ∈ 𝐷𝑡𝑘 ∩ 𝑆𝑡𝑘 ,
because if 𝜏𝑘−1 ∈ 𝑄𝑘−2 then 𝜏𝑘−1 ∈ 𝐷𝜌𝑘−1

∩ 𝑆𝜌𝑘−1
, and 𝜌𝑘−1 < 𝑡𝑘 by (18). Thus set 𝐴 can be inferred from T𝑡𝑘 .

Combining the above, and the definition of 𝑍𝑡 = 𝑄𝑘−2 ∩ (𝐷𝑡 ∪ 𝑆𝑡 ), we obtain that

𝑍𝑡 =

{
(𝑄𝑘−2 ∩ 𝐷𝑡 ) ∪𝐴, if 𝑡𝑘 ≤ 𝑡 < 𝜌𝑘 , or if 𝑡 = 𝜌𝑘 and 𝜏𝑘 ∉ 𝑆𝜌𝑘

𝑄𝑘−2, if 𝑡 = 𝜌𝑘 and 𝜏𝑘 ∈ 𝑆𝜌𝑘 .
Let 𝑡 ≥ 𝑡𝑘 , and suppose that 𝑡 ≤ 𝜌𝑘 . Let 𝑝 be the process that executes step 𝑡 . We distinguish three cases,

depending on the following event:

E is the event that process 𝑝 just finished line 63 of call finish(𝑥) in its last step before step 𝑡 ,

and moreover 𝑝 read 𝐴[𝑥] = 𝜏𝑘 in line 59 of the same call.

Case 1: event E holds. In this case, 𝑡 = 𝜌𝑘 > 𝑡𝑘 and 𝜏𝑘 ∈ 𝑆𝑡 . The reason is that in step 𝑡 process 𝑝 executes either

line 64 or line 67, since it just completed line 63 in its previous step. But, from Lemma 3.44, if 𝑝 executed a failed

CAS() in line 64, or executed line 67, it would imply 𝜌𝑘 < 𝑡 . Thus, the only possibility left is that 𝑝 executes a

successful CAS() in line 64, and thus 𝑡 = 𝜌𝑘 and 𝜏𝑘 ∈ 𝑆𝑡 .
Then 𝑍𝑡 = 𝑄𝑘−2, as we saw above. Therefore, the value of 𝑍𝑡 is completely determined in this case (as 𝑄𝑘−2

can be inferred from T𝑡𝑘 ). It follows that for any 𝜏 ∈ 𝑄𝑘−2,

Pr[𝜏𝑘 = 𝜏 | 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡 ≤ 𝜌𝑘 , E, 𝑍𝑡𝑘 , . . . , 𝑍𝑡 ] = Pr[𝜏𝑘 = 𝜏 | 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡 ≤ 𝜌𝑘 , E, 𝑍𝑡𝑘 , . . . , 𝑍𝑡−1] .
Case 2: event ¯E holds and 𝑡 > 𝑡𝑘 . In this case we have that 𝜏𝑘 ∉ 𝑆𝑡 . Then, from Lemma 3.32, if 𝜏 ∈ 𝑄𝑘−2 \ 𝐷𝑡−1,

Pr[𝜏𝑘 = 𝜏 | T𝑡 , 𝜏𝑘 ∈ 𝑄𝑘−2 \ (𝐷𝑡−1 ∪ 𝑆𝑡 )] = 𝜋 (𝜏)/𝜋 (𝑄𝑘−2 \ 𝐷𝑡−1).
For the left side we have that event 𝜏𝑘 ∈ 𝑄𝑘−2∧𝑡 ≤ 𝜌𝑘∧ ¯E implies 𝜏𝑘 ∈ 𝑄𝑘−2\(𝐷𝑡−1∪𝑆𝑡 ), andmoreover𝐷𝑡𝑘 , . . . , 𝐷𝑡

and thus 𝑍𝑡𝑘 , . . . , 𝑍𝑡 can be inferred from T𝑡 . For the right side we have that 𝜋 (𝑄𝑘−2 \ 𝐷𝑡−1) = 𝜋 (𝑄𝑘−2 \ 𝑍𝑡−1).
Therefore, the above equation implies that if 𝜏 ∈ 𝑄𝑘−2 \ 𝑍𝑡−1,

Pr[𝜏𝑘 = 𝜏 | 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡 ≤ 𝜌𝑘 , ¯E, 𝑍𝑡𝑘 . . . 𝑍𝑡 ] = 𝜋 (𝜏)/𝜋 (𝑄𝑘−2 \ 𝑍𝑡−1).
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(Thus, the probability is zero if 𝜏 ∉ 𝑄𝑘−2 \ 𝑍𝑡−1.) Since the right side is independent of 𝑍𝑡 , it follows

Pr[𝜏𝑘 = 𝜏 | 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡 ≤ 𝜌𝑘 , ¯E, 𝑍𝑡𝑘 . . . 𝑍𝑡 ] = Pr[𝜏𝑘 = 𝜏 | 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡 ≤ 𝜌𝑘 , ¯E, 𝑍𝑡𝑘 . . . 𝑍𝑡−1] .

Combining Cases 2 and 3 proves the lemma for the case where 𝑡 > 𝑡𝑘 .

Case 3: 𝑡 = 𝑡𝑘 . For every 𝜏 ∈ 𝑄𝑘−2, we have

Pr[𝜏𝑘 = 𝜏 | 𝜏 ∈ 𝑄𝑘−2] = 𝜋 (𝜏)/𝜋 (𝑄𝑘−2).

As in Case 2, 𝐷𝑡𝑘 and thus 𝑍𝑡𝑘 can be inferred from T𝑡𝑘 , and the right side does not depend on 𝑍𝑡𝑘 . Therefore, the

lemma holds in this case, as well. □

The next lemma analyzes a very simple game.

Lemma 3.35 (Guessing Game). Consider the following game. An element 𝑔∗ of a finite set𝐺 is sampled at random
according to a distribution 𝜆, such that max𝑔∈𝐺 𝜆(𝑔) ≤ 𝜖 < 1. The player, who knows𝐺 and 𝜆, tries to guess 𝑔∗ in a
sequence of attempts. In each attempt 𝑖 , the player proposes a set 𝐺𝑖 ⊆ 𝐺 . If 𝑔∗ ∈ 𝐺𝑖 the game ends and the player’s
score is

∑
𝑗≤𝑖 |𝐺 𝑗 |. Then, for any player strategy, the expected score is at least (2𝜖)−1.

Proof. Clearly, proposing more than one elements in an attempt, or proposing an element twice can only

increase the player’s score. Hence, we can assume that the player just decides an order 𝑔1, 𝑔2, . . . , 𝑔 |𝐺 | in which

the elements are proposed, one element per attempt. The expected score is then∑︁
1≤𝑖≤ |𝐺 |

𝑖 · 𝜆(𝑔𝑖 ) ≥
∑︁

1≤𝑖≤⌊1/𝜖 ⌋
𝑖 · 1/⌊1/𝜖⌋,

where the inequality holds because 𝜆(𝑔𝑖 ) ≤ 𝜖 ≤ 1/⌊1/𝜖⌋, and thus we can obtain a lower bound of the sum by

assigning to each of the first ⌊1/𝜖⌋ elements probability 1/⌊1/𝜖⌋, and to the remaining ones probability zero. The

desired lower bound then follows from∑︁
1≤𝑖≤⌊1/𝜖 ⌋

𝑖 · 1/⌊1/𝜖⌋ = ⌊1/𝜖⌋ · (1 + ⌊1/𝜖⌋)
2

· 1/⌊1/𝜖⌋ ≥ 1/𝜖
2

. □

We are now ready to prove the main lemma of this section, which provides a lower bound on the expected

value of 𝑓𝑘 given T𝑡𝑘 .

Lemma 3.36. For 𝑘 ≥ 2 and 𝑛 ≥ 157,

E[𝑓𝑘 | T𝑡𝑘 ] ≥
1

40

· (1 − 4 Pr[B𝑘−2 | T𝑡𝑘 ]) · 𝑔𝑘−2 .

Proof. Suppose that we fix T𝑡𝑘 and that 𝑔𝑘−2 > 0, otherwise the lemma holds trivially. As in Lemma 3.32, we

denote by 𝜋 (·) the probability distribution of 𝜏𝑘 . We have

E[𝑓𝑘 ] ≥ E[𝑓𝑘 | 𝜏𝑘 ∈ 𝑄𝑘−2] · Pr[𝜏𝑘 ∈ 𝑄𝑘−2] ≥ E[𝑓𝑘 | 𝜏𝑘 ∈ 𝑄𝑘−2] · 𝜋 (𝑄𝑘−2). (19)

Next we lower bound E[𝑓𝑘 | 𝜏𝑘 ∈ 𝑄𝑘−2], by expressing 𝑓𝑘 as the score of the game described in Lemma 3.35, using

Lemma 3.34. Let 𝑍𝑡 = 𝑄𝑘−2 ∩ (𝐷𝑡 ∪ 𝑆𝑡 ), for 𝑡 ≥ 0, as in Lemma 3.34. For each 𝑡 > 𝑡𝑘 , let

𝐺𝑡 = 𝑍𝑡 \ 𝑍𝑡−1,

and let 𝐺𝑡𝑘 = 𝑍𝑡𝑘 . Then Lemma 3.34 gives that, for any 𝜏 ∈ 𝑄𝑘−2 and 𝑡 ≥ 𝑡𝑘 ,

Pr[𝜏𝑘 = 𝜏 | 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡𝑘 ≤ 𝜌𝑘 , 𝐺𝑡𝑘 . . . 𝐺𝑡 ] = Pr[𝜏𝑘 = 𝜏 | 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡𝑘 ≤ 𝜌𝑘 , 𝐺𝑡𝑘 . . . 𝐺𝑡−1] .
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Therefore, given 𝜏𝑘 ∈ 𝑄𝑘−2, 𝑡 ≤ 𝜌𝑘 , 𝐺𝑡𝑘 . . . 𝐺𝑡−1, we have that𝐺𝑡 is independent of 𝜏𝑘 . It follows that the sequence

𝐺𝑡𝑘 ,𝐺𝑡𝑘+1, . . . corresponds to a randomized player strategy for the guessing game of Lemma 3.35, where𝐺 = 𝑄𝑘−2,

𝑔∗ = 𝜏𝑘 , and for each 𝜏 ∈ 𝑄𝑘−2,

𝜆(𝜏) = Pr[𝜏𝑘 = 𝜏 | 𝜏𝑘 ∈ 𝑄𝑘−2] = 𝜋 (𝜏)/𝜋 (𝑄𝑘 ).

Then Lemma 3.35 gives

E

[ ∑︁
𝑡𝑘 ≤𝑡≤𝜌𝑘

|𝐺𝑡 |
����� 𝜏𝑘 ∈ 𝑄𝑘−2

]
≥

(
2 max

𝜏∈𝑄𝑘−2

𝜆(𝜏)
)−1

=

(
2 max

𝜏∈𝑄𝑘−2

𝜋 (𝜏)/𝜋 (𝑄𝑘 )
)−1

≥ 𝜋 (𝑄𝑘 ) · 𝑔𝑘−2/20,

where for the last inequality we used Corollary 3.30 to obtain that 𝜋 (𝜏) ≤ 20/𝑔𝑘−2 (recall we have assumed

𝑔𝑘−2 > 0). And since 𝐹𝑘 = 𝑄𝑘−2 ∩ (𝐷𝜌𝑘 ∪ 𝑆𝜌𝑘 ) = 𝑍𝜌𝑘 =
⋃

𝑡𝑘 ≤𝑡≤𝜌𝑘 𝐺𝑡 , we have 𝑓𝑘 = |𝐹𝑘 | =
∑

𝑡𝑘 ≤𝑡≤𝜌𝑘 |𝐺𝑡 |, and the

inequality above yields

E[𝑓𝑘 | 𝜏𝑘 ∈ 𝑄𝑘−2] ≥ 𝜋 (𝑄𝑘−2) · 𝑔𝑘−2/20.

Substituting this to (19) gives

E[𝑓𝑘 ] ≥ (𝜋 (𝑄𝑘 ))2 · 𝑔𝑘−2/20.

Finally,

(𝜋 (𝑄𝑘 ))2 = (1 − Pr[𝜏𝑘 ∉ 𝑄𝑘 ])2 ≥ 1 − 2 Pr[𝜏𝑘 ∉ 𝑄𝑘 ]
≥ 1 − 2(Pr[𝜏𝑘 = ⊥] + Pr[(𝜏𝑘 ∉ 𝑄𝑘−2 ∪ {⊥}) ∧ ¯B𝑘 ] + Pr[B𝑘 ])
≥ 1 − 2((1/log𝑛)𝑔𝑘−2 + 6/log

2 𝑛 + Pr[B𝑘 ])
≥ 1/2 − 2 Pr[B𝑘 ],

where in the second-last line we used Corollaries 3.30 and 3.31, and the last line holds for 𝑛 ≥ 157. Substituting

this to the previous inequality gives

E[𝑓𝑘 ] ≥ (1/2 − 2 Pr[B𝑘 ]) · 𝑔𝑘−2/20,

which concludes the proof of Lemma 3.36. □

3.8 Lower Bounding the Sum of k-Fated Tasks
In this section and the next one, we establish respectively a lower bound and an upper bound on the sum of 𝑓𝑘 in

execution 𝐸′. In particular, in this section we lower bound the expectation of that sum in terms of the expected

number of propose() operations on object 𝐿[𝑥]. We introduce some notation first.

Definition 3.37 (𝐶𝑥 and Π𝑥 ). By 𝐶𝑥 we denote the number of successful 𝐿[𝑥] .choose&lock() calls in 𝐸′,

𝐶𝑥 = max{𝑘 : 𝑡𝑘 ≤ |𝐸′ |}.

By Π𝑥 we denote the number of 𝐿[𝑥] .propose() operations in 𝐸′,

Π𝑥 = |{𝜏 : 𝜏 .𝑎𝑑𝑑0 = 𝑥, 𝑟𝜏 ≤ |𝐸′ |}|.

Lemma 3.38. For all 𝑛 ≥ 531, 3

E

[ ∑︁
2≤𝑘≤𝐶𝑥+2

𝑓𝑘

]
≥ 1

160

· E[Π𝑥 ] .

3
We sum for 𝑘 up to𝐶𝑥 + 2 rather than up to𝐶𝑥 for a technical reason, but we will see later that the difference is at most a constant.
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Proof. We have

E

[ ∑︁
2≤𝑘≤𝐶𝑥+2

𝑓𝑘

]
=

∑︁
𝑘≥2

E[𝑓𝑘 · 1𝑘≤𝐶𝑥+2] .

Recall that if 𝑡 ≥ |𝐸′ | then T𝑡 indicates which one was the last step of 𝐸′. Hence, we can infer from T𝑡𝑘 if

𝑡𝑘 ≤ |𝐸′ |, and thus if 𝑘 ≤ 𝐶𝑥 . In fact, we can infer from T𝑡𝑘 if 𝑘 ≤ 𝐶𝑥 + 𝑗 for any given 𝑗 ≥ 0. We will use this

observation several times below.

For 𝑘 ≥ 2,

E[𝑓𝑘 · 1𝑘≤𝐶𝑥+2 | T𝑡𝑘 ] = 1𝑘≤𝐶𝑥+2 · E[𝑓𝑘 | T𝑡𝑘 ]

≥ 1𝑘≤𝐶𝑥+2 ·
1

40

· (1 − 4 Pr[B𝑘−2 | T𝑡𝑘 ]) · 𝑔𝑘−2

=
1

40

· 1𝑘≤𝐶𝑥+2 · 𝑔𝑘−2 −
1

10

· Pr[𝑘 ≤ 𝐶𝑥 + 2 ∧ B𝑘−2 | T𝑡𝑘 ] · 𝑔𝑘−2,

(20)

where the first equation holds because we can infer from T𝑡𝑘 if 𝑘 ≤ 𝐶𝑥 + 2, and the second equation follows from

Lemma 3.36.

For the first term in the last line of (20), we have

E[1𝑘≤𝐶𝑥+2 · 𝑔𝑘−2 | T𝑠𝑘−2
] = 1𝑘≤𝐶𝑥+2 · E[𝑔𝑘−2 | T𝑠𝑘−2

]
= 1𝑘≤𝐶𝑥+2 · E[𝑝𝑘−2 | T𝑠𝑘−2

]/2
= E[1𝑘≤𝐶𝑥+2 · 𝑝𝑘−2 | T𝑠𝑘−2

]/2,

where the first equation holds because we can infer if 𝑘 ≤ 𝐶𝑥 + 2 from T𝑡𝑘−2
and thus also from T𝑠𝑘−2

,
4
and the

second equation holds because of equation (14) in Corollary 3.30. It follows

E[1𝑘≤𝐶𝑥+2 · 𝑔𝑘−2] = E[1𝑘≤𝐶𝑥+2 · 𝑝𝑘−2]/2. (21)

For the second term in the last line of (20), we have

Pr[𝑘 ≤ 𝐶𝑥 + 2 ∧ B𝑘−2 | T𝑡𝑘 ] · 𝑔𝑘−2 ≤ Pr[𝑘 ≤ 𝐶𝑥 + 2 + 𝜆 ∧ B𝑘−2 | T𝑡𝑘 ] · 3𝑛,

because 𝑔𝑘−2 ≤ 𝑝𝑘−2 ≤ 3𝑛, where the second inequality follows from Lemma 3.56. Let 𝑗 ≥ 0 be such that

0 ≤ 𝑗 · 𝜆 ≤ 𝑘 − 2 < ( 𝑗 + 1)𝜆. Then

Pr[𝑘 ≤ 𝐶𝑥 + 2 + 𝜆 ∧ B𝑘−2 | T𝑠 𝑗𝜆 ] = 1𝑘≤𝐶𝑥+2+𝜆 · Pr[B𝑘−2 | T𝑠 𝑗𝜆 ] ≤ 1𝑘≤𝐶𝑥+2+𝜆 · 𝑛−2.

where the last inequality follows from equation (15) in Corollary 3.31. Combining the last two equations gives

E[Pr[𝑘 ≤ 𝐶𝑥 + 2 ∧ B𝑘−2 | T𝑡𝑘 ] · 𝑔𝑘−2] ≤
3

𝑛
· Pr[𝑘 ≤ 𝐶𝑥 + 2 + 𝜆] . (22)

From (20)–(22), we obtain

E[𝑓𝑘 · 1𝑘≤𝐶𝑥+2] ≥
1

40

· E[1𝑘≤𝐶𝑥+2 · 𝑔𝑘−2] −
1

10

· Pr[𝑘 ≤ 𝐶𝑥 + 2 ∧ B𝑘−2] · 𝑔𝑘−2

≥ 1

80

· E[1𝑘≤𝐶𝑥+2 · 𝑝𝑘−2] −
3

10𝑛
· Pr[𝑘 ≤ 𝐶𝑥 + 2 + 𝜆] .

4
However we may not be able to infer if 𝑘 ≤ 𝐶𝑥 , and this is the reason for choosing the sum range to be up to𝐶𝑥 + 2 rather than up to𝐶𝑥 .
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Substituting that to the very first equation of the proof, gives

E

[ ∑︁
2≤𝑘≤𝐶𝑥+2

𝑓𝑘

]
≥ 1

80

·
∑︁
𝑘≥2

E[1𝑘≤𝐶𝑥+2 · 𝑝𝑘−2] −
3

10𝑛
·
∑︁
𝑘≥2

Pr[𝑘 ≤ 𝐶𝑥 + 2 + 𝜆]

=
1

80

· E
[ ∑︁

2≤𝑘≤𝐶𝑥+2
𝑝𝑘−2

]
− 3

10𝑛
· E[𝐶𝑥 + 𝜆 + 1]

=
1

80

· E
[ ∑︁

0≤𝑘≤𝐶𝑥

𝑝𝑘

]
− 3

10𝑛
· (E[𝐶𝑥 ] + 𝜆 + 1).

Finally, since ∑︁
0≤𝑘≤𝐶𝑥

𝑝𝑘 ≥ Π𝑥 ,

and

𝐶𝑥 ≤ Π𝑥 ,

we conclude that

E

[ ∑︁
2≤𝑘≤𝐶𝑥+2

𝑓𝑘

]
≥ 1

80

·E [Π𝑥 ]−
3

10𝑛
· (E[Π𝑥 ]+𝜆+1) ≥ 1

80

·E [Π𝑥 ]−
3

10𝑛
· (E[Π𝑥 ]+log𝑛+1) ≥ 1

160

(E[Π𝑥 ]+log𝑛+1),

for all 𝑛 ≥ 531. □

3.9 Upper Bounding the Sum of k-Fated Tasks
We compute now an upper bound on the sum of 𝑓𝑘 , in terms of the number 𝑁𝑥 of BDCAS() operations on address

𝑥 invoked in 𝐸. Note that 𝑁𝑥 is also the number of BDCAS() operations on address 𝑥 invoked in 𝐸′.

Lemma 3.39. There is a constant 𝑐′′ > 0 such that∑︁
2≤𝑘≤𝐶𝑥+2

𝑓𝑘 ≤ 𝑐′′ · 𝑁𝑥 .

Proof. Suppose that process 𝑝 invokes a BDCAS() operation involving address 𝑥 . Let Γ be the set of tasks that

𝑝 creates during that operation, and for 𝑘 ≥ 0 let

Γ𝑘 = Γ ∩𝑄𝑘 = {𝜏 : 𝜏 ∈ Γ, 𝑡𝑘 < 𝑟𝜏 < 𝑡𝑘+2}.

From Lemma 3.55, it follows that for all 𝑘 ≥ 0,

|Γ𝑘 | ≤ 𝑐1,

for some constant 𝑐1. We also argue that the following holds for some constant 𝑐2, for any 𝑘 ≥ 0,

Γ ∩ 𝐹𝑘+2 ≠ ∅ =⇒ |{𝜏 : 𝜏 ∈ Γ, 𝑟𝜏 ≥ 𝑡𝑘+3}| ≤ 𝑐2.

Indeed if 𝜏 ∈ Γ ∩ 𝐹𝑘+2 then 𝜏 ∈ 𝐷𝜌𝑘+2 ∩ 𝑆𝜌𝑘+2 , and lemma Lemma 3.54 implies that |{𝜏 : 𝜏 ∈ Γ, 𝑟𝜏 ≥ 𝜌𝑘+2}| ≤ 𝑐2.

Moreover, from (18), 𝜌𝑘+2 < 𝑡𝑘+3.
We will now use the above observations to bound

∑
0≤𝑘≤𝐶𝑘

|Γ ∩ 𝐹𝑘+2 |, which is precisely the contribution of

the BDCAS() operation to the sum

∑
2≤𝑘≤𝐶𝑥+2 𝑓𝑘 we are interested in. Suppose that

∑
0≤𝑘≤𝐶𝑘

|Γ ∩ 𝐹𝑘+2 | ≠ 0, and
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let 𝑘∗ = min{𝑘 : 𝐹𝑘+2 ∩ Γ ≠ ∅}. Then∑︁
0≤𝑘≤𝐶𝑥

|Γ ∩ 𝐹𝑘+2 | ≤
∑︁
𝑘≥𝑘∗
|Γ ∩ 𝐹𝑘+2 | ≤

∑︁
𝑘≥𝑘∗
|Γ ∩𝑄𝑘 |

=
∑︁
𝑘≥𝑘∗
|Γ𝑘 | =

∑︁
𝑘∗≤𝑘≤𝑘∗+2

|Γ𝑘 | +
∑︁

𝑘≥𝑘∗+3
|Γ𝑘 | ≤ 3𝑐1 + 2𝑐2.

This is a bound on the contribution of a single BDCAS() operation. The total number of BDCAS() operation on 𝑥

invoked before step 𝑡𝐶𝑥+2 is at most 𝑁𝑥 + 2, because 𝑁𝑥 such operations are executed in 𝐸′, and at most two are

invoked before 𝑡𝐶𝑥+2 by the process that runs solo in the extension 𝐸′′ of 𝐸′. It follows∑︁
2≤𝑘≤𝐶𝑥+2

𝑓𝑘 ≤ (3𝑐1 + 2𝑐2) · (𝑁𝑥 + 2). □

3.10 Completing the Proof of Theorem 3.25
Combining Lemmas 3.38 and 3.39, we obtain that the expected number of proposals on 𝐿[𝑥] in 𝐸′ is at most

linear in the expected number of BDCAS() operations on address 𝑥 ,

E[Π𝑥 ] ≤ (𝑐′′/𝑐′) · E[𝑁𝑥 ] .
The final step is to bound the number of steps in terms of Π𝑥 . Let 𝑇𝑥 denote the number of steps of BDCAS()
operations on address 𝑥 in 𝐸′. Then 𝑇𝑥 is an upper bound on the number of steps of BDCAS() operations on 𝑥 in

𝐸. Since all method calls are completed in 𝐸′, it is immediate from the algorithm that the number of steps of the

BDCAS() operations on 𝑥 in 𝐸′, excluding the steps of methods of 𝐿[𝑥] invoked by BDCAS(), is at most 𝑐1 · Π𝑥 ,

for a constant 𝑐1. The number of 𝐿[𝑥] .choose&lock() calls and the number of of 𝐿[𝑥] .read() calls are exactly
the same as the number Π𝑥 of 𝐿[𝑥] .propose() calls, and each choose&lock() call involves at most 𝑐2 log log𝑛

steps, for some constant 𝑐2, while each propose() and read() call consists of one step. Finally, the number of

𝐿[𝑥] .unlock() calls is at most Π𝑥 , and Corollary 2.13 gives that the expected number of their steps is at most

𝑐3 log log𝑛 · E[Π𝑡 ]. It follows
E[𝑇𝑥 ] ≤ 𝑐1 · E[Π𝑥 ] + 𝑐2 log log𝑛 · E[Π𝑥 ] + 2 · E[Π𝑥 ] + 𝑐3 log log𝑛 · E[Π𝑥 ] = 𝑐 log log𝑛 · E[Π𝑥 ],

for a constant 𝑐 . Combining this with the previous inequality yields

E[𝑇𝑥 ] ≤ (𝑐 · 𝑐′′/𝑐′) · log log𝑛 · E[𝑁𝑥 ],
and concludes the proof of Theorem 3.25.

3.11 Auxiliary Lemmas
We show that the imminent interpreted value of 𝐵 [𝑎], if different from the interpreted value of 𝐵 [𝑎], is the next
interpreted value that 𝐵 [𝑎] takes.

Claim 3.40. If 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ≠ 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′, then for the earliest point 𝑡 ′ > 𝑡 at which 𝐵𝑡 ′ [𝑎] .𝑣𝑎𝑙 ≠ 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ,
𝐵𝑡 ′ [𝑎] .𝑣𝑎𝑙 = 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′. Also, the task stored in 𝐴[𝑎] is not replaced in the interval (𝑡, 𝑡 ′].

Proof. If 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ≠ 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′, then by Definition 3.26, 𝐴𝑡 [𝑎] .𝑠𝑡𝑎𝑡 ≠ True, 𝐴𝑡 [𝐴𝑡 [𝑎] .𝑎𝑑𝑑1] = 𝐴𝑡 [𝑎],
𝐵𝑡 [𝑎] .𝑣𝑎𝑙 = 𝐴𝑡 [𝑎] .𝑜𝑙𝑑𝑖 , and 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′ = 𝐴𝑡 [𝑎] .𝑛𝑒𝑤𝑖 , as this is the only configuration in which interpreted

values and imminent interpreted values differ. From Lemma 3.11 and that 𝐴𝑡 [𝐴𝑡 [𝑎] .𝑎𝑑𝑑1] = 𝐴𝑡 [𝑎], it follows
that 𝐴𝑡 [𝑎] .𝑠𝑡𝑎𝑡 = ⊥. From Claim 3.6 and that each step consists of only one shared memory operation, 𝐴𝑡 [𝑎] .𝑠𝑡𝑎𝑡
changes to True before 𝐴[𝑎] is replaced with a different task. By definition of interpreted value, the point when

𝐴𝑡 [𝑎] .𝑠𝑡𝑎𝑡 changes to True is 𝑡 ′, and 𝐵𝑡 ′ [𝑎] .𝑣𝑎𝑙 = 𝐴𝑡 [𝑎] .𝑛𝑒𝑤𝑖 = 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′. □

Corollary 3.41. For any 𝑡 ≥ 0, either 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 = 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′ or 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ≺𝑎 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′.
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Proof. Suppose that 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ≠ 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′. As in Claim 3.40, we have that by Definition 3.26, 𝐴𝑡 [𝑎] .𝑠𝑡𝑎𝑡 = ⊥,
𝐴𝑡 [𝐴𝑡 [𝑎] .𝑎𝑑𝑑1] = 𝐴𝑡 [𝑎], 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 = 𝐴𝑡 [𝑎] .𝑜𝑙𝑑𝑖 , and 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 ′ = 𝐴𝑡 [𝑎] .𝑛𝑒𝑤𝑖 . Since 𝐴𝑡 [𝑎] .𝑜𝑙𝑑𝑖 ≠ 𝐴𝑡 [𝑎] .𝑛𝑒𝑤𝑖 ,

the task stored in 𝐴𝑡 [𝑎] is not an initial task. Thus, 𝐴𝑡 [𝑎] .𝑜𝑙𝑑𝑖 and 𝐴𝑡 [𝑎] .𝑛𝑒𝑤𝑖 are the parameters 𝑜𝑙𝑑𝑖 and 𝑛𝑒𝑤𝑖

of some BDCAS() operation which created the task stored in 𝐴𝑡 [𝑎] in line 50 before 𝑡 . Since 𝑜𝑙𝑑𝑖 ≺𝑎 new𝑖 from

the irreflexivity requirement, the corollary follows. □

Lemma 3.42. For any 𝑡 ≥ 0, 𝐷𝑡 ⊆ 𝐷𝑡+1 and 𝑆𝑡 ⊆ 𝑆𝑡+1.

Proof. Suppose that 𝜏 ∈ 𝐷𝑡 , and wewill show that 𝜏 ∈ 𝐷𝑡+1. Since 𝜏 ∈ 𝐷𝑡 , fromDefinition 3.27,𝐴𝑡 ′ [𝜏 .𝑎𝑑𝑑1] ≠ 𝜏
for all 𝑡 ′ ≤ 𝑡 , and, for some 𝑖 ∈ {0, 1}, 𝐵𝑡 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑𝑖 . It suffices to show that 𝐴𝑡+1 [𝜏 .𝑎𝑑𝑑1] ≠ 𝜏 and

𝐵𝑡+1 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑𝑖 .
The process 𝑝𝜏 which creates 𝜏 does not return in line 49, and therefore there exists a point 𝑡𝑖 < 𝑡𝜏 ≤ 𝑡 in which

𝑝𝜏 ’s read(𝜏 .𝑎𝑑𝑑𝑖) method returns 𝜏 .𝑜𝑙𝑑𝑖 . By Lemma 3.15, 𝐵𝑡𝑖 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 = 𝜏 .𝑜𝑙𝑑𝑖 .
Since 𝐵𝑡 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑𝑖 , from Claim 3.40 if 𝐵 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 changes after 𝑡 then there exists a point

𝑡 ′′ ≥ 𝑡 such that 𝐵𝑡 ′′ [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 = 𝐵𝑡 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑𝑖 . From Claim 3.13 and Corollaries 3.19 and 3.41,

𝜏 .𝑜𝑙𝑑𝑖 = 𝐵𝑡𝑖 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ≺𝜏 .𝑎𝑑𝑑𝑖 𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 for all 𝑡∗ ≥ 𝑡 ′′. Therefore, 𝐵𝑡+1 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑𝑖 .
Now suppose for the purpose of proving a contradiction that 𝐴𝑡+1 [𝜏 .𝑎𝑑𝑑1] = 𝜏 . By Claim 3.3, there is a point

no later than 𝑡 + 1 at which 𝐴[𝜏 .𝑎𝑑𝑑0] = 𝜏 ; let 𝑡0 be the earliest such point. Since at most one shared memory

operation takes place per point in time and𝐴[𝜏 .𝑎𝑑𝑑1] ≠ 𝐴[𝜏 .𝑎𝑑𝑑0] changes at point 𝑡 +1, 𝑡0 ≤ 𝑡 . From Lemma 3.11,

𝜏 .𝑠𝑡𝑎𝑡 ≠ False throughout the execution. From Claim 3.5 and Lemma 3.7 and that 𝜏 is not an initial task, 𝜏 .𝑠𝑡𝑎𝑡 does

not change to True until after point 𝑡 +1, and hence 𝜏𝑡 .𝑠𝑡𝑎𝑡 = ⊥. Using Claim 3.6, we also have that𝐴𝑡 [𝜏 .𝑎𝑑𝑑0] = 𝜏 .
Since𝐴𝑡 [𝐴𝑡 [𝜏 .𝑎𝑑𝑑0] .𝑎𝑑𝑑1] = 𝐴𝑡 [𝜏 .𝑎𝑑𝑑1] ≠ 𝜏 , from Definition 3.26 𝐵𝑡 [𝜏 .𝑎𝑑𝑑0] .𝑣𝑎𝑙 ′ = 𝜏 .𝑜𝑙𝑑0, so it follows that 𝑖 = 1

and 𝐵𝑡 [𝜏 .𝑎𝑑𝑑1] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑1; again fromDefinition 3.26, we have that 𝐵𝑡 [𝜏 .𝑎𝑑𝑑1] .𝑣𝑎𝑙 ′ = 𝐴𝑡 [𝜏 .𝑎𝑑𝑑1] .𝑛𝑒𝑤1 ≠ 𝜏 .𝑜𝑙𝑑1.

This contradicts Claim 3.8.

Now suppose that 𝜏 ∈ 𝑆𝑡 : then, there exists some 𝑡 ′ ≤ 𝑡 such that 𝐴𝑡 ′ [𝜏 .𝑎𝑑𝑑1] = 𝜏 . Since 𝑡 ′ ≤ 𝑡 < 𝑡 + 1, it also

follows that 𝜏 ∈ 𝑆𝑡+1. □

Claim 3.43. Suppose process 𝑝 creates task 𝜏 (in line 50) at some point 𝑡𝜏 . Let 𝑡𝑟𝑒𝑎𝑑 < 𝑡𝜏 be the linearization point
of 𝑝’s read(𝑎1) operation in line 49 during the same iteration of the while-loop. Further, let 𝑡 > 𝑡𝜏 .

(a) If the value of 𝐴[𝜏 .𝑎𝑑𝑑1] changes during [𝑡𝑟𝑒𝑎𝑑 , 𝑡], then 𝜏 ∈ 𝑆𝑡 ∪ 𝐷𝑡 .
(b) If there is a task 𝜏∗ with 𝜏∗ .𝑎𝑑𝑑1 = 𝜏 .𝑎𝑑𝑑1, such that 𝜏∗ .𝑠𝑡𝑎𝑡 changes from ⊥ to True in [𝑡𝑟𝑒𝑎𝑑 , 𝑡], then

𝜏 ∈ 𝑆𝑡 ′ ∪ 𝐷𝑡 ′ for some 𝑡 ′ < 𝑡 .

Proof. Let 𝑎 = 𝜏 .𝑎𝑑𝑑1. Consider the while-loop iteration in which 𝑝 creates task 𝜏 in line 50 (at point 𝑡𝜏 ). Then

𝑝’s read(𝑎) in line 49 of the same while-loop iteration returns 𝜏 .𝑜𝑙𝑑1, as otherwise 𝑝 would complete its BDCAS()
call in that line. Hence, by Lemma 3.15, 𝐵𝑡𝑟𝑒𝑎𝑑 [𝑎] .𝑣𝑎𝑙 = 𝜏 .𝑜𝑙𝑑1.

Let 𝜅 be the task stored in 𝐴[𝑎] at point 𝑡𝑟𝑒𝑎𝑑 . Then by the definition of the interpreted value of 𝐵 [𝑎],

𝜏 .𝑜𝑙𝑑1 =

{
𝜅.𝑛𝑒𝑤1 if 𝜅.𝑠𝑡𝑎𝑡 = True at point 𝑡𝑟𝑒𝑎𝑑 , 𝑎𝑛𝑑
𝜅.𝑜𝑙𝑑1 otherwise.

(23)

To prove (a), we assume that

𝐴𝑧 [𝑎] ≠ 𝜏 for all 𝑧 ≤ 𝑡, (24)

because otherwise 𝜏 ∈ 𝑆𝑡 , and (a) follows immediately. Now, suppose that the value of 𝐴[𝜏 .𝑎𝑑𝑑1] changes
during [𝑡𝑟𝑒𝑎𝑑 , 𝑡]. Let 𝜏 ′ = 𝐴𝑡 [𝑎]. By Claim 3.9 (b), 𝜅 ≠ 𝜏 ′. Then by Claim 3.9 (a) 𝜅.𝑛𝑒𝑤1 ≺𝑎 𝜏 ′ .𝑛𝑒𝑤1. Since either

𝜅.𝑜𝑙𝑑1 ≺𝑎 𝜅.𝑛𝑒𝑤1 or 𝜅.𝑜𝑙𝑑1 = 𝜅.𝑛𝑒𝑤1 (the latter is the case if 𝜅 = 𝜆𝑎), we obtain from (23) and transitivity of ≺𝑎
that 𝜏 .𝑜𝑙𝑑1 ≺𝑎 𝜏 ′ .𝑛𝑒𝑤1. Hence, by irreflexivity 𝜏 .𝑜𝑙𝑑1 ≠ 𝜏 ′ .𝑛𝑒𝑤1. By (24) and since 𝐴𝑡 [𝑎1] = 𝜏 ′, it follows that
𝜏 ∈ 𝐷𝑡 since 𝐵𝑡 [𝑎1] .𝑣𝑎𝑙 ′ = 𝜏 ′ .𝑛𝑒𝑤1 ≠ 𝜏 .𝑜𝑙𝑑1.
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To prove (b), assume that there is a task 𝜏∗ with 𝜏∗ .𝑎𝑑𝑑1 = 𝜏 .𝑎𝑑𝑑1, such that 𝜏∗ .𝑠𝑡𝑎𝑡 changes from ⊥ to True at
point 𝑡∗ ∈ [𝑡𝑟𝑒𝑎𝑑 , 𝑡]. By Lemma 3.7, 𝐴𝑡∗ [𝑎] = 𝜏∗. Since at most one shared memory operation takes place at point

𝑡 , it follows that 𝐴𝑡∗−1 [𝑎] = 𝜏∗.
We assume that 𝜏∗ ≠ 𝜏 , because otherwise 𝜏 ∈ 𝑆𝑡∗−1, in which case (b) follows immediately. Also, if the value

of 𝐴[𝜏 .𝑎𝑑𝑑1] changes during [𝑡𝑟𝑒𝑎𝑑 , 𝑡 − 1], then by (a) 𝜏 ∈ 𝑆𝑡−1 ∪ 𝐷𝑡−1. So, suppose that the value of 𝐴[𝜏 .𝑎𝑑𝑑1]
does not change during [𝑡𝑟𝑒𝑎𝑑 , 𝑡 − 1]. Hence, 𝐴[𝑎] = 𝜏∗ = 𝜅 throughout [𝑡𝑟𝑒𝑎𝑑 , 𝑡 − 1].
Again using that at most one shared memory operation takes place at point 𝑡 , it follows that 𝜅.𝑠𝑡𝑎𝑡 changes

to True after 𝑡𝑟𝑒𝑎𝑑 . Then by Claim 3.5 𝜅.𝑠𝑡𝑎𝑡 ≠ True at point 𝑡𝑟𝑒𝑎𝑑 , so by (23), 𝜏 .𝑜𝑙𝑑1 = 𝜅.𝑜𝑙𝑑1. Moreover, then 𝜅

is not an initial task, and so 𝜅.𝑜𝑙𝑑1 ≠ 𝜅.𝑛𝑒𝑤1, and so 𝜏 .𝑜𝑙𝑑1 ≠ 𝜅.𝑛𝑒𝑤1. Since 𝑡𝜏 ∈ [𝑡𝑟𝑒𝑎𝑑 , 𝑡 − 1], 𝐴𝑡𝜏 [𝑎] = 𝜅, and it

follows that 𝐵𝑡𝜏 [𝑎] .𝑣𝑎𝑙 ′ = 𝜅.𝑛𝑒𝑤1 ≠ 𝑜𝑙𝑑1. Hence, 𝜏 ∈ 𝑆𝑡𝜏 ∪ 𝐷𝑡𝜏 which completes the proof of (b). □

Lemma 3.44. Suppose that at point 𝑡𝑝@59, process 𝑝 reads 𝐴[𝑎] = 𝜏 in line 59 of operation finish(𝑎), and at
some point 𝑡 > 𝑡𝑝@59 during the same finish() call one of the following happens:

(a) 𝑝 executes a successful CAS() operation in line 62,
(b) 𝑝 executes a failed CAS() operation in line 64, or
(c) 𝑝 executes line 67.

Then 𝜏 ∈ 𝐷𝑡 ′ ∪ 𝑆𝑡 ′ for some 𝑡 ′ < 𝑡 .

Proof. If 𝜏 = 𝜆𝑎 , then 𝜏 ∈ 𝑆𝑡 ′ for all 𝑡 ′ ≥ 0. Hence, assume that 𝜏 ≠ 𝜆𝑎 . By Claim 3.1 (b), task 𝜏 is created in

line 50 at some point 𝑡𝜏 < 𝑡𝑝@59.

First assume that (a) is true, i.e., at point 𝑡 process 𝑝 performs a successful 𝜏1 .𝑠𝑡𝑎𝑡 .CAS(⊥, True) in line 62, where

𝜏1 is the task that 𝑝 reads from 𝐴[𝜏 .𝑎𝑑𝑑1] in line 61. Then 𝜏1.𝑎𝑑𝑑1 = 𝜏 .𝑎𝑑𝑑1, and so by Claim 3.43 (b) 𝜏 ∈ 𝑆𝑡 ′ ∪ 𝐷𝑡 ′

for some 𝑡 ′ < 𝑡 .
Now assume that (b) is true. Then at point 𝑡 process 𝑝 executes a failed 𝐴[𝜏 .𝑎1].CAS(𝜏1, 𝜏) in line 64, where

𝜏1 is the task 𝑝 previously read from 𝐴[𝜏 .𝑎1] in line 61 at some point 𝑡61 < 𝑡 . Since the CAS fails, the value of

𝐴[𝜏 .𝑎𝑑𝑑1] changes at some point 𝑡 ′ ∈ [𝑡61, 𝑡) from 𝜏1 to a different value. Thus, by Claim 3.43 (a) 𝜏 ∈ 𝑆𝑡 ′ ∪ 𝐷𝑡 ′ .

Finally, assume that (c) is true. Then at point 𝑡 process 𝑝 executes a 𝜏 .𝑠𝑡𝑎𝑡 .CAS(⊥, False) in line 67. If prior to

that 𝑝 executes a failed CAS in line 64 during the same finish() call, then the claim follows from part (b). If 𝑝

executes a successful CAS in line 64 at point 𝑡𝑝@64, then as a result of that 𝐴𝑡𝑝@64
[𝜏 .𝑎𝑑𝑑1] = 𝜏 , and so 𝜏 ∈ 𝑆 ′𝑡 for

𝑡 ′ = 𝑡𝑝@64 < 𝑡 .

Hence, assume that 𝑝 does not execute line 64. Then 𝑝 evaluates the if-condition in line 63 to False. Hence,
𝜏1.𝑛𝑒𝑤1 ≠ 𝜏 .𝑜𝑙𝑑1, where 𝜏1 is the task stored in𝐴[𝜏 .𝑎𝑑𝑑1] when 𝑝 reads that register in line 61 at point 𝑡𝑝@61. Thus,

for 𝑡 ′ = 𝑡𝑝@61 < 𝑡 , if 𝐴[𝜏 .𝑎𝑑𝑑1] ≠ 𝜏 throughout [0, 𝑡 ′] then 𝜏 ∈ 𝐷𝑡 ′ because 𝐵𝑡 ′ [𝜏 .𝑎𝑑𝑑1] .𝑣𝑎𝑙 ′ = 𝜏1 .𝑛𝑒𝑤1 ≠ 𝜏 .𝑜𝑙𝑑1,

and otherwise 𝜏 ∈ 𝑆𝑡 ′ . □

Lemma 3.45. If a process 𝑝 creates task 𝜏 during a BDCAS(
〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
) operation, and the operation

returns before point 𝑡 , then 𝜏 ∈ 𝐷𝑡 ∪ 𝑆𝑡 .

Proof. Since 𝑝’s BDCAS(
〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
) operation returns, there is an index 𝑖 such that 𝑝’s last

read(𝑎𝑖) operation in line 49 returns a value different from 𝑣𝑖 . Let 𝑡
∗
be the linearization point of that read(𝑎𝑖)

operation. Then by Lemma 3.15, 𝐵𝑡∗ [𝑎𝑖 ] .𝑣𝑎𝑙 ≠ 𝑣𝑖 .
Now consider the iteration of the while-loop in which 𝑝 creates task 𝜏 . Then 𝜏 .𝑜𝑙𝑑𝑖 = 𝑣𝑖 and 𝜏 .𝑎𝑑𝑑𝑖 = 𝑎𝑖 due to

the arguments used in the newTask() call in line 50. Let 𝑡𝑟𝑒𝑎𝑑 < 𝑡∗ be the point when 𝑝’s read(𝑎𝑖) in line 49 of

that iteration linearizes. Since 𝑝’s BDCAS() call does not return in that while-loop iteration 𝐵𝑡𝑟𝑒𝑎𝑑 [𝑎𝑖 ] .𝑣𝑎𝑙 = 𝑣𝑖 .
Hence,

𝜏 .𝑜𝑙𝑑𝑖 = 𝐵𝑡𝑟𝑒𝑎𝑑 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ≠ 𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 . (25)
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First assume that 𝑖 = 1. By (25) and Lemma 3.24 a successful BDCAS() operation 𝑜𝑝 that uses an argument

triple

〈
𝜏 .𝑎𝑑𝑑1, 𝑢1, 𝑢

′
1

〉
for some values 𝑢1, 𝑢

′
1
, linearizes at some point 𝑙𝑖𝑛(𝑜𝑝) ∈ (𝑡𝑟𝑒𝑎𝑑 , 𝑡∗]. By the definition of

linearization points and by Claim 3.23, the process that executes 𝑜𝑝 , creates a task 𝜅 whose status changes to

True at point 𝑙𝑖𝑛(𝑜𝑝). Then 𝜅.𝑎𝑑𝑑1 = 𝜏 .𝑎𝑑𝑑1. Since 𝑙𝑖𝑛(𝑜𝑝) ∈ (𝑡𝑟𝑒𝑎𝑑 , 𝑡∗] ⊆ (𝑡𝑟𝑒𝑎𝑑 , 𝑡] it follows from Claim 3.43 (b)

that 𝜏 ∈ 𝑆𝑡 ∪ 𝐷𝑡 .

Now assume that 𝑖 = 0. If 𝐴𝑡 ′ [𝜏 .𝑎𝑑𝑑0] ≠ 𝜏 for all 𝑡 ′ ≤ 𝑡∗, then 𝜏 ∈ 𝐷𝑡∗ ⊆ 𝐷𝑡 , since either 𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑0] .𝑣𝑎𝑙 ′ =
𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑0] .𝑣𝑎𝑙 ≠ 𝜏 .𝑜𝑙𝑑0, or 𝜏 .𝑜𝑙𝑑0 = 𝐵𝑡𝑟𝑒𝑎𝑑 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ≺𝜏 .𝑎𝑑𝑑0

𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑0] .𝑣𝑎𝑙 ≺𝜏 .𝑎𝑑𝑑0
𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑0] .𝑣𝑎𝑙 ′ by Corol-

laries 3.19 and 3.41, and by irreflexivity 𝜏 .𝑜𝑙𝑑0 ≠ 𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑0] .𝑣𝑎𝑙 ′. Hence, assume

∃𝑡 ′ ≤ 𝑡 : 𝐴𝑡 ′ [𝜏 .𝑎𝑑𝑑0] = 𝜏 . (26)

First consider the case that 𝐴𝑡∗ [𝜏 .𝑎𝑑𝑑0] = 𝜏 . Then by the definition of interpreted value, 𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑0] .𝑣𝑎𝑙 ∈
{𝜏 .𝑜𝑙𝑑0, 𝜏 .𝑛𝑒𝑤0}. Thus, by (25), 𝐵𝑡∗ [𝜏 .𝑎𝑑𝑑0] .𝑣𝑎𝑙 = 𝜏 .𝑛𝑒𝑤0. Then by the definition of interpreted value, 𝜏 .𝑠𝑡𝑎𝑡 = True
at point 𝑡∗. Since 𝜏 .𝑠𝑡𝑎𝑡 = False when 𝜏 is being created, which is before 𝑡∗, it follows from Claim 3.43 (b) that

𝜏 ∈ 𝑆𝑡∗ ∪ 𝐷𝑡∗ ⊆ 𝑆𝑡 ∪ 𝐷𝑡 .

Finally, consider the case that 𝐴𝑡∗ [𝜏 .𝑎𝑑𝑑0] ≠ 𝜏 . By (26), before point 𝑡∗ the value of 𝐴[𝜏 .𝑎𝑑𝑑0] changes from 𝜏

to a different value, say 𝜏 ′. This can only happen when some process executes a successful 𝐴[𝜏 .𝑎𝑑𝑑0].CAS(𝜏, 𝜏 ′)
in line 56. Then that process previously obtained 𝜏 from a finish() call in line 48, and hence, executed line 67

after reading 𝜏 from 𝐴 in line 59. Then it follows from Lemma 3.44 (c) that 𝜏 ∈ 𝑆𝑡 ∪ 𝐷𝑡 . □

Claim 3.46. Let 𝑎 ∈ 𝑀0, and 𝑡 a point in time such that 𝜏 = 𝐿𝑡 [𝑎0] is a task. Then at all points 𝑡 ′ ≥ 𝑡 ,
𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 = 𝜏 .𝑜𝑙𝑑0 or 𝜏 .𝑜𝑙𝑑0 ≺𝑎 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 .

Proof. Since 𝜏 = 𝐿𝑡 [𝑎] is a task, some process 𝑝 calls propose(𝜏) on 𝐿[𝑎] in line 51 prior to 𝑡 . (According to

the RC specification, initially 𝐿[𝑎] = ⊥.) Due to the if-statement in line 49 and the arguments of 𝑝’s newTask()
call in line 50, 𝑝’s preceding read(𝑎) in line 49 returns 𝜏 .𝑜𝑙𝑑0. Hence, by Lemma 3.15, there is a point 𝑡∗ < 𝑡

(namely the linearization point of 𝑝’s read(𝑎)), such that 𝐵𝑡∗ [𝑎] .𝑣𝑎𝑙 = 𝜏 .𝑜𝑙𝑑0. Thus, it follows immediately from

Corollary 3.19 that 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 = 𝜏 .𝑜𝑙𝑑0 or 𝜏 .𝑜𝑙𝑑0 ≺𝑎 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 for any 𝑡 ′ ∈ [𝑡∗,∞) ⊇ [𝑡,∞). □

Claim 3.47. Let 𝜏 be a task, 𝑎 = 𝜏 .𝑎𝑑𝑑0, and 𝑡 a point in time such that 𝜏 .𝑜𝑙𝑑0 ≺𝑎 𝐵𝑡 [𝑎]. Then either 𝐴[𝑎] = 𝜏 at
point 𝑡 or 𝐴[𝑎] ≠ 𝜏 throughout [𝑡,∞).

Proof. For the purpose of contradiction, assume that 𝐴𝑡 [𝑎] ≠ 𝜏 but there is a point 𝑡 ′ > 𝑡 at which the value

of 𝐴𝑡 [𝑎] changes to 𝜏 . Then by Lemma 3.18 (b) 𝜏 .𝑠𝑡𝑎𝑡 = ⊥ at point 𝑡 ′, and thus 𝐵𝑡 ′ [𝑎] .𝑣𝑎𝑙 = 𝜏 .𝑜𝑙𝑑0. Thus, we have

𝐵𝑡 ′ [𝑎] .𝑣𝑎𝑙 ≺𝑎 𝐵𝑡 [𝑎] .𝑣𝑎𝑙 , which contradicts Corollary 3.19, since ≺𝑎 is transitive and irreflexive. □

Claim 3.48. Suppose process 𝑝 calls BDCAS(
〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
), and in one while-loop iteration 𝑝 first

reads a task 𝜏 from 𝐿[𝑎0] in line 53 at point 𝑡 , and then it evaluates the if-condition in line 55 to False. Then
𝜏 .𝑜𝑙𝑑0 ≺𝑎0

𝐵𝑡 [𝑎0] .𝑣𝑎𝑙 .

Proof. Let 𝜏0 be the value that 𝑝’s finish(𝑎0) call in line 48 returns at point 𝑡𝑝@48. Then by Claim 3.17

∃𝑠 ∈ {False, True} : 𝜏0 .𝑠𝑡𝑎𝑡 = 𝑠 throughout [𝑡𝑝@48,∞). (27)

Since in line 54 process 𝑝 also reads 𝜏0 from 𝐴[𝑎0] at point 𝑡𝑝@54 (because it proceeds to line 55), it follows from

Lemma 3.16 that

𝐴[𝑎0] = 𝜏0 throughout [𝑡𝑝@48, 𝑡𝑝@54]. (28)

Thus, by (27) 𝑝’s read(𝑎0) in line 49 returns𝜏0.𝑜𝑙𝑑0 if 𝑠 = False and𝜏0 .𝑛𝑒𝑤0 if 𝑠 = True. Since𝑝’s BDCAS(
〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
)

call does not return in line 49, the read(𝑎0) operation returns 𝑣0. Hence, by (27) and (28)

𝐵 [𝑎0] .𝑣𝑎𝑙 = 𝑣0 throughout [𝑡𝑝@48, 𝑡𝑝@54]. (29)
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Now consider the task 𝜏 that 𝑝 reads from 𝐿[𝑎0] in line 53 at point 𝑡𝑝@53 ∈ [𝑡𝑝@48, 𝑡𝑝@54]. Since 𝑝 evaluates the

if-condition in line 55 to False, 𝜏 .𝑜𝑙𝑑0 ≠ 𝑣0. Thus, by (29) and Claim 3.46, 𝜏 .𝑜𝑙𝑑0 ≺𝑎0
𝐵𝑡 [𝑎0] .𝑣𝑎𝑙 . □

Claim 3.49. Let 𝑎 ∈ 𝑀0.

(a) If at point 𝑡 the value of 𝐴[𝑎] changes from 𝜏0 to 𝜏 ≠ 𝜏0, then 𝐿𝑡 [𝑎] = 𝜏 .
(b) Suppose at point 𝑡 some process executes a successful 𝐿[𝑎].unlock(𝜏) operation. Then

(b1) either at point 𝑡 it holds 𝐴[𝑎] = 𝜏 and 𝜏 .𝑠𝑡𝑎𝑡 ≠ ⊥, or 𝐴[𝑎] ≠ 𝜏 throughout the entire execution, and
(b2) if 𝜏 ≠ ⊥ then 𝜏 ∈ 𝑆𝑡 ′ ∪ 𝐷𝑡 ′ for some 𝑡 ′ < 𝑡 .

Proof. Let𝑇0 = 0 be the beginning of the execution 𝐸 and for each integer ℓ ≥ 1 let𝑇ℓ be the point of the ℓ-th

shared memory operation in 𝐸. We will show by induction on ℓ that the claim is true provided 𝑡 ∈ [0,𝑇ℓ ). This is
trivially true for ℓ = 0.

Hence, assume we have proved that the claim is true for 𝑡 ∈ [0,𝑇ℓ ). Let 𝑡 ∈ [𝑇ℓ ,𝑇ℓ+1). If 𝑡 ∈ (𝑇ℓ ,𝑇ℓ+1), then no

shared memory operation occurs at point 𝑡 , and (a) and (b) are trivially true. Hence, assume 𝑡 = 𝑇ℓ .

Part (a): Suppose at point 𝑡 = 𝑇ℓ the value of 𝐴[𝑎] changes from 𝜏0 to 𝜏 ≠ 𝜏0. Then some process 𝑝 executes

a successful 𝐴[𝑎].CAS(𝜏0, 𝜏) operation in line 56 at point 𝑡 . Prior to that, at point 𝑡𝑝@53 < 𝑡 process 𝑝 reads 𝜏

from 𝐿[𝑎] in line 53. Thus, 𝐿𝑡𝑝@53
[𝑎] = 𝜏 , so there must be a successful choose&lock() call that linearizes before

𝑡𝑝@53 < 𝑡 and which decides 𝜏 . (By the if-condition in line 55, 𝜏 ≠ ⊥, so 𝜏 is not the initial value of 𝐿[𝑎], which is

⊥ according to the RC specification.)

For the purpose of proving a contradiction assume 𝐿𝑡 [𝑎] ≠ 𝜏 . Then some successful unlock(𝜏) call linearizes

at a point 𝑡𝑢 < 𝑡 = 𝑇ℓ . By the assumption that the claim is true for all 𝑡 < 𝑇ℓ , we conclude from statement (b1)

that either 𝐴[𝑎] = 𝜏 at point 𝑡𝑢 or 𝐴[𝑎] ≠ 𝜏 throughout the entire execution. Since at point 𝑡 > 𝑡𝑢 the value of

𝐴[𝑎] changes from 𝜏0 to 𝜏 , the latter cannot be the case, so 𝐴𝑡𝑢 [𝑎] = 𝜏 . But then 𝐴𝑡𝑢 [𝑎] = 𝐴𝑡 [𝑎] = 𝜏 , and so by

Lemma 3.16 𝐴[𝑎] = 𝜏 throughout [𝑡𝑢, 𝑡). This contradicts that at point 𝑡 the value of 𝐴[𝑎] changes from 𝜏0 ≠ 𝜏 to

𝜏 . Thus, (a) is true for 𝑡 = 𝑇ℓ and thus also for 𝑡 ∈ [0,𝑇ℓ+1).

Part (b): Suppose that at point 𝑡 = 𝑇ℓ some process 𝑝 executes a successful 𝐿[𝑎].unlock(𝜏) operation. If 𝜏 = ⊥,
then by Claim 3.1 𝐴[𝑎] ≠ 𝜏 throughout the entire execution, so (b) is true. Hence, assume 𝜏 ≠ ⊥. Let 𝑡𝑝@53 be the

point when 𝑝 reads 𝐿[𝑎] in line 53 prior to its successful 𝐿[𝑎].unlock(𝜏). Then 𝐿[𝑎] = 𝜏 at that point. Since 𝑝’s
unlock(𝜏) at point 𝑡 is successful, and (from the sequential specification of RC) 𝐿[𝑎] is ABA-free,

𝐿[𝑎] = 𝜏 throughout [𝑡𝑝@53, 𝑡] . (30)

Now let 𝑡𝑓 be the point when 𝑝 reads 𝐴[𝑎] in line 59 during the finish() call 𝑝 executes in line 48, and let

𝑡𝑝@54 be the point when it reads 𝐴[𝑎] again in line 54. Since 𝑝 evaluates the if-statement in line 54 to True, it
reads the same value 𝜏0 from 𝐴[𝑎] at points 𝑡𝑓 and 𝑡𝑝@54. Then by Lemma 3.16, 𝐴[𝑎] = 𝜏0 throughout the entire

interval [𝑡𝑓 , 𝑡𝑝@54], and in particular

𝐴𝑡𝑝@53
= 𝜏0. (31)

Since we assume that the claim is true for all 𝑡 < 𝑇ℓ and already proved that (a) is true for 𝑡 = 𝑇ℓ , it follows from

part (a) of the claim and (30) that if the value of 𝐴[𝑎] changes in the interval [𝑡𝑝@53, 𝑡], then it changes to 𝜏 . Thus,

𝐴[𝑎] ∈ {𝜏0, 𝜏} throughout [𝑡𝑓 , 𝑡]. (32)

First assume that 𝑝 evaluates the if-condition in line 55 to True. Then at some point 𝑡𝑝@56 process 𝑝 executes

𝐴[𝑎].CAS(𝜏0, 𝜏) in line 56. Hence, by (32) 𝐴[𝑎] = 𝜏 throughout [𝑡𝑝@56, 𝑡]. Moreover, during its finish(𝑎) call in

line 57 process 𝑝 reads 𝜏 from 𝐴𝑡 [𝑎] in line 59, and executes 𝜏 .𝑠𝑡𝑎𝑡 .CAS(⊥, False) in line 67. Hence, 𝜏 .𝑠𝑡𝑎𝑡 ≠ ⊥ at

point 𝑡 by Claim 3.5, and since 𝐴[𝑎] = 𝜏 at point 𝑡 (b1) is true. Moreover, (b2) follows from Lemma 3.44 (c).
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Now assume that 𝑝 evaluates the if-condition in line 55 to False. Then by Claim 3.48, 𝜏 .𝑜𝑙𝑑0 ≺𝑎 𝐵𝑡𝑝@53
[𝑎] .𝑣𝑎𝑙 .

Hence, by (31) and Claim 3.47, 𝐴[𝑎] ≠ 𝜏 throughout [𝑡𝑝@53,∞). We will now show that

𝐴[𝑎] ≠ 𝜏 throughout [0, 𝑡𝑝@53].
Then clearly (b1) is true. Moreover, 𝑝 ∈ 𝐷𝑡𝑝@53

by Corollary 3.41, and so (b2) is true.

For the purpose of proving a contradiction, assume there is a point in [0, 𝑡𝑝@53) at which 𝐴[𝑎] = 𝜏 . Since

𝐿𝑡𝑝@53
[𝑎] = 𝜏 , some process proposes 𝜏 in line 51, so 𝜏 is not the initial task 𝜆𝑎 . Hence, at some point 𝑡 ′ < 𝑡𝑝@53 <

𝑡 = 𝑇ℓ the value of 𝐴[𝑎] changes to 𝜏 . Then by part (a) of the claim (which we proved true for all 𝑡 < 𝑇ℓ ), we have

𝐿𝑡 ′ [𝑎] = 𝜏 ≠ ⊥. By (30) and since 𝐿[𝑎] is ABA-free,
𝐿[𝑎] = 𝜏 throughout [𝑡 ′, 𝑡]. (33)

Since𝐴𝑡 ′ [𝑎] = 𝜏 , it follows from (32) that at some point 𝑡 ′′ ∈ [𝑡 ′, 𝑡𝑓 ) ⊆ [𝑡 ′, 𝑡] the value of𝐴[𝑎] changes to 𝜏0 from

a different value. By part (a) of the claim 𝐿[𝑎] = 𝜏0 ≠ 𝜏 at point 𝑡
′′
, which contradicts (33). □

Lemma 3.50. Let 𝑎 ∈ [𝑚], 𝑡 a point in time, and 𝜏 ≠ 𝜆𝑎 a task such that 𝐴𝑡 [𝑎] = 𝜏 .
(a) If 𝑎 ∈ 𝑀0, then there is a point 𝑡 ′ < 𝑡 such that 𝐿𝑡 ′ [𝑎] = 𝜏 .
(b) If 𝑎 ∈ 𝑀1, then there is a point 𝑡 ′ < 𝑡 such that 𝐴𝑡 ′ [𝜏 .𝑎𝑑𝑑0] = 𝜏 .

Proof. Part (a) follows immediately from Claim 3.49 (a) and part (b) from Claim 3.3. □

Lemma 3.51. Let 𝑎 ∈ 𝑀0, let 𝜏 be a task, and let 𝑡1 < 𝑡2 be two points in time such that 𝐿𝑡1
[𝑎] = 𝜏 ≠ 𝐿𝑡2

[𝑎]. Then
there exists a point 𝑡 < 𝑡2 such that 𝜏 ∈ 𝐷𝑡 ∪ 𝑆𝑡 .

Proof. Since 𝜏 is a task, 𝜏 ≠ ⊥. As 𝐿𝑡1
[𝑎] = 𝜏 ≠ 𝐿𝑡2

[𝑎], at some point 𝑡𝑝@58 ∈ [𝑡1, 𝑡2] some process 𝑝 executes

a successful 𝐿[𝑎].unlock(𝜏) operation in line 58. Hence, by Claim 3.49 (b) there exists 𝑡 < 𝑡𝑝@58 ≤ 𝑡2 such that

𝜏 ∈ 𝐷𝑡 ∪ 𝑆𝑡 . □

Claim 3.52. Let 𝜏 be a task that is created at 𝑡𝜏 , and suppose that, for some point 𝑡 ≥ 𝑡𝜏 , there is an index 𝑖 ∈ {0, 1}
such that 𝐵𝑡 [𝜏 .𝑎𝑑𝑑𝑖 ] ≠ 𝜏 .𝑜𝑙𝑑𝑖 . Then 𝐵𝑡 ′ [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ≠ 𝜏 .𝑜𝑙𝑑𝑖 for all 𝑡 ′ ≥ 𝑡 .

Proof. Let 𝑝 be the process creating 𝜏 at point 𝑡𝜏 , i.e., 𝑝’s newTask() in line 50 returns 𝜏 at that point. Then

before that, in line 49 process 𝑝 executes a read(𝜏 .𝑎𝑑𝑑𝑖) operation for each 𝑖 ∈ {0, 1}. Since 𝑝 does not complete

its BDCAS() call in this line, that read(𝜏 .𝑎𝑑𝑑𝑖) operation returns 𝜏 .𝑜𝑙𝑑𝑖 . Hence, by Lemma 3.15, the interpreted

value of 𝐵 [𝜏 .𝑎𝑑𝑑𝑖 ] is 𝜏 .𝑜𝑙𝑑𝑖 at the linearization point of that read(𝜏 .𝑎𝑑𝑑𝑖), and thus at some point before 𝑡𝜏 .

Assume that 𝐵𝑡 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 ≠ 𝜏 .𝑜𝑙𝑑𝑖 for some 𝑖 ∈ {0, 1}. Let 𝑎 = 𝜏 .𝑎𝑑𝑑𝑖 . By Claim 3.13 and Corollary 3.19,

𝜏 .𝑜𝑙𝑑𝑖 ≺𝑎 𝐵𝑡 [𝜏 .𝑎𝑑𝑑𝑖 ] .𝑣𝑎𝑙 . Now the claim follows by irreflexivity and transitivity of ≺𝑎 .
□

Claim 3.53. Let 𝑡1 < 𝑡2. Suppose that process 𝑝 calls BDCAS(
〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
), and during that call it creates

a task 𝜏 , such that 𝜏 ∈ 𝐷𝑡1
∪ 𝑆𝑡1

, and during [𝑡1, 𝑡2] process 𝑝 completes a finish(𝑎0) call in line 48. Then there
is an index 𝑖 ∈ {0, 1} such if 𝑝 calls read(𝑎𝑖) in line 49 after point 𝑡2, then that read() operation returns a value
different from 𝑣𝑖 .

Proof. Since 𝜏 is not an initial task, process 𝑝 creates 𝜏 at some point 𝑡𝜏 ≤ 𝑡1, and for each 𝑖 ∈ {0, 1}
𝜏 .𝑜𝑙𝑑1 = 𝑣1 ≠ 𝑣

′
1
= 𝜏 .𝑛𝑒𝑤1 . (34)

Moreover, since 𝑝’s BDCAS() does not complete in its execution of line 49, it follows that for each 𝑖 ∈ {0, 1}, there
is a point 𝑡𝑝@49,𝑖 < 𝑡𝜏 in which 𝐵 [𝑎𝑖 ] .𝑣𝑎𝑙 = 𝑣𝑖 .
First assume that either 𝜏 ∈ 𝑆𝑡1

, or 𝜏 ∈ 𝐷𝑡1
because there is a task 𝜏 ′ (in case 𝜏 ∈ 𝑆𝑡1

we have 𝜏 = 𝜏 ′) such
that 𝐴𝑡1

[𝑎1] = 𝜏 ′, and 𝐵 [𝑎1] .𝑣𝑎𝑙 ′ = 𝜏 ′ .𝑛𝑒𝑤1 ≠ 𝜏 .𝑜𝑙𝑑1 = 𝑣1. Consider the first process 𝑝
′
to execute line 62, 66,
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or 71 after 𝜏 ′ is first placed into 𝐴[𝑎1], and call this point 𝑡∗. From Lemma 3.7 and that 𝜏 ′ .𝑠𝑡𝑎𝑡 is initialized to

⊥, 𝐵 [𝑎1] changes from 𝜏 ′ .𝑜𝑙𝑑1 to 𝜏
′ .𝑛𝑒𝑤1 at point 𝑡

∗
, so 𝑡∗ > 𝑡𝑝@49,𝑖 . Consider 𝑝’s read(𝑎1) call after point 𝑡2.

At some point 𝑡𝑝@70 process 𝑝 reads some task 𝜏 ′′ from 𝐴[𝑎1] in line 70, and then at point 𝑡𝑝@71 it performs

𝜏 ′′ .𝑠𝑡𝑎𝑡 .CAS(⊥, True) in line 71. Thus, 𝑡𝑝@71 ≥ 𝑡∗. Since 𝐵 [𝑎1] .𝑣𝑎𝑙 was 𝑣1 at point 𝑡𝑝@49,𝑖 and 𝜏
′ .𝑛𝑒𝑤1 at point

𝑡∗ ≤ 𝑡𝑝@71, the claim follows from Claim 3.13.

Now assume that 𝜏 ∈ 𝐷𝑡1
because 𝐵𝑡1

[𝑎0] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑0 = 𝑣0.

Consider the case where 𝐵𝑡1
[𝑎0] .𝑣𝑎𝑙 ′ = 𝐵𝑡1

[𝑎0] .𝑣𝑎𝑙 ≠ 𝜏 .𝑜𝑙𝑑0; since 𝑡𝜏 ≤ 𝑡1, it follows from Claim 3.52 that

𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 ≠ 𝜏 .𝑜𝑙𝑑0 for all 𝑡 ′ > 𝑡1, and from Claim 3.40 that 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑0 for all 𝑡 ′ > 𝑡1. (Note that

Definition 3.26 and Corollary 3.19 implies that if 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 ≠ 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 ′, then 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 ≺𝑡 ′ 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 ′).
Hence, by Lemma 3.15, the read(𝑎0) that 𝑝 calls at point 𝑡2 returns a value different from 𝜏 .𝑜𝑙𝑑0 = 𝑣0.

The remaining case is when 𝐵𝑡1
[𝑎0] .𝑣𝑎𝑙 ′ ≠ 𝜏 .𝑜𝑙𝑑0 and 𝐵𝑡1

[𝑎0] .𝑣𝑎𝑙 ′ ≠ 𝐵𝑡1
[𝑎0] .𝑣𝑎𝑙 . In this case, there is a

non-initial task 𝜏 ′ such that 𝐴𝑡1
[𝜏 ′ .𝑎𝑑𝑑1] = 𝜏 ′, 𝜏 ′ .𝑎𝑑𝑑0 = 𝜏 .𝑎𝑑𝑑0 = 𝑎0, and 𝜏

′ .𝑜𝑙𝑑0 = 𝜏 .𝑜𝑙𝑑0 = 𝑣0. By Claim 3.3,

there is a point 𝑡0 ≤ 𝑡1 at which 𝐴[𝜏 ′ .𝑎𝑑𝑑1] = 𝐴[𝑎0] = 𝜏 ′. (35)

By the claim’s assumptions, 𝑝 completes a finish(𝑎0) call in [𝑡1, 𝑡2]. Let 𝑡𝑓 ≥ 𝑡1 be the point when the finish(𝑎0)
call returns. If the finish() call returns 𝜏 ′′ ≠ 𝜏 ′, then 𝑝 reads 𝜏 ′′ from 𝐴[𝑎0] in line 59 of that finish() call.

Hence, by Lemma 3.18 (b) and Claim 3.5 𝜏 ′ .𝑠𝑡𝑎𝑡 ≠ ⊥ at point 𝑡𝑓 . If, on the other hand, the finish() call returns

𝜏 ′, then by Claim 3.17 𝜏 ′ .𝑠𝑡𝑎𝑡 ≠ ⊥ at point 𝑡𝑓 . In either case, by Lemma 3.11 𝜏 ′ .𝑠𝑡𝑎𝑡 = True when 𝑝’s finish()
call terminates at point 𝑡𝑓 . Since by Claim 3.5 𝜏 ′ .𝑠𝑡𝑎𝑡 does not change once it is True, and by Lemma 3.7 it changes

to True while 𝐴[𝑎0] = 𝜏 ′, by (35) there is a point 𝑡∗ ∈ [𝑡0, 𝑡𝑓 ] at which 𝐴[𝑎0] = 𝜏 ′ and 𝜏 ′ .𝑠𝑡𝑎𝑡 = True. Hence,
𝑣0 = 𝜏

′ .𝑜𝑙𝑑0 ≺𝑎0
𝜏 ′ .𝑛𝑒𝑤0 = 𝐵𝑡∗ [𝑎0] .𝑣𝑎𝑙 (because 𝜏 ′ is a non-initial task). Thus, by Claim 3.13 and transitivity and

irreflexivity of ≺𝑎 , 𝐵𝑡 ′ [𝑎0] .𝑣𝑎𝑙 ≠ 𝑣0 for all 𝑡
′ > 𝑡∗. Hence, by Lemma 3.15, the read(𝑎0) that 𝑝 calls at point 𝑡2

returns a value different from 𝑣0. □

Lemma 3.54. If process 𝑝 proposes task 𝜏 during a BDCAS() operation and 𝜏 ∈ 𝐷𝑡 ∪ 𝑆𝑡 , then 𝑝 executes line 51 at
most once after 𝑡 and before the BDCAS() returns.

Proof. Suppose for the purpose of proving a contradiction that 𝑝 executes line 51 twice after 𝑡 and before

its BDCAS() call returns, at points 𝑡1 and 𝑡2. From the while-loop of BDCAS(), it follows that 𝑝 executes lines 48

and 49 in (𝑡1, 𝑡2). Since 𝜏 ∈ 𝐷𝑡 ∪𝑆𝑡 ⊆ 𝐷𝑡1
∪𝑆𝑡1

(by Lemma 3.42), using Claim 3.53 it follows that for some 𝑖 ∈ {0, 1},
𝑝’s read(𝑎𝑖) operation in line 49 returns a value different from its argument 𝑜𝑙𝑑𝑖 . Thus, 𝑝 returns in line 49,

contradicting that it executes line 51 at point 𝑡2 before its BDCAS() call returns. □

Lemma 3.55. Let 𝑎 ∈ 𝑀0 and let 𝑡0 < 𝑡1 < 𝑡2 < 𝑡3 be four points in time, such that at each point 𝑡𝑖 , 𝑖 ∈ {0, . . . , 3},
process 𝑝 executes an 𝐿[𝑎] .choose&lock() call in line 52. Then some successful 𝐿[𝑎] .unlock() call and some
successful 𝐿[𝑎] .choose&lock() call linearize in (𝑡0, 𝑡3].

Proof. Suppose the claim is not true, i.e., either no successful 𝐿[𝑎] .choose&lock() linearizes in (𝑡0, 𝑡3] or
no successful 𝐿[𝑎] .unlock() call linearizes in (𝑡0, 𝑡3). Since 𝑝 calls choose&lock() at point 𝑡0, 𝐿[𝑎] is locked at

𝑡0. If any successful 𝐿[𝑎] .unlock() call linearizes in (𝑡0, 𝑡3), then a successful 𝐿[𝑎] .choose&lock() linearizes

no later than 𝑝’s next choose&lock() call in the interval, contradicting both cases. Therefore, no successful

𝐿[𝑎] .unlock() call linearizes in (𝑡0, 𝑡3), and 𝐿[𝑎] is locked throughout (𝑡0, 𝑡3], so there is a value 𝜏 such that

𝐿[𝑎] = 𝜏 throughout (𝑡0, 𝑡3]. By Claim 3.49, if the value of 𝐴[𝑎] changes in the interval (𝑡1, 𝑡3], then it changes

from 𝜏 ′ ≠ 𝜏 to 𝜏 . In particular, the value of𝐴[𝑎] changes at most once in the interval (𝑡0, 𝑡3]. Process 𝑝 executes at

least two complete iterations of the while-loop in the interval (𝑡0, 𝑡3], and thus throughout at least one complete

iteration𝐴[𝑎] remains unchanged. Hence, let 𝜏0 be a task such that𝐴[𝑎] = 𝜏0 throughout one of the two iterations.

Then 𝑝’s finish() call in line 48 returns 𝜏0 because 𝑝 reads that value from 𝐴[𝑎] in line 59. Moreover, 𝑝 reads 𝜏0
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from 𝐴[𝑎] in line 54, and so the if-statement in that line evaluates to True. In line 53 process 𝑝 reads 𝜏 from 𝐿[𝑎],
and so in line 58 𝑝 calls 𝐿[𝑎].unlock(𝜏). Clearly, this unlock() call is successful, which is a contradiction. □

Lemma 3.56. Let 𝑎 ∈ 𝑀0 and let 𝑠1 < 𝑠2 be two points in which some successful 𝐿[𝑎] .unlock() calls linearize.
Then the number of method calls to 𝐿[𝑎] in the interval (𝑠1, 𝑠2) is no more than 3𝑛 for each of 𝐿[𝑎] .propose(),
𝐿[𝑎] .choose&lock(), 𝐿[𝑎] .unlock(), and no more than 4𝑛 for 𝐿[𝑎] .read().

Proof. It suffices to show that if any process executes four invocations of𝐿[𝑎] .propose(),𝐿[𝑎] .choose&lock(),
or 𝐿[𝑎] .unlock() in a given interval (or five invocations of 𝐿[𝑎] .read()), then some successful 𝐿[𝑎] .unlock()
operation linearizes in that interval.

The case of𝐿[𝑎] .choose&lock() follows immediately fromLemma 3.55. Let𝑜 be one of operations𝐿[𝑎] .propose()
or 𝐿[𝑎] .unlock(), and suppose for the purpose of proving a contradiction that a process 𝑝 executes 𝑜 at points

𝑜0, 𝑜1, 𝑜2, 𝑜3 but no successful 𝐿[𝑎] .𝑢𝑛𝑙𝑜𝑐𝑘 operation linearizes in the interval (𝑜0, 𝑜3]. Because 𝑝 can only ex-

ecute 𝑜 at points lines 51 and 58, respectively, it follows that 𝑝 executes line 52 at points 𝑡0, 𝑡1, 𝑡2 such that

𝑜0 < 𝑡0 < 𝑜1 < 𝑡1 < 𝑜2 < 𝑡2 < 𝑜3. Using similar arguments to Lemma 3.55, 𝐿[𝑎] is locked throughout [𝑡0, 𝑜3],
and 𝑝 executes at least two complete iterations of the while-loop in the interval [𝑡0, 𝑜3]. Following the proof of
Lemma 3.55, 𝑝 executes a successful 𝐿[𝑎] .unlock() operation by the end of the two complete while-loop itera-

tions, which is a contradiction. The case of 𝐿[𝑎] .read() is nearly identical, except that we need five 𝐿[𝑎] .read()
operations to guarantee that 𝑝 executes at least two complete while-loop iterations while 𝐿[𝑎] is locked. This is
because 𝑡0 is in a different while-loop iteration than 𝑜0 for this case. □

Claim 3.57. Let [𝑡1, 𝑡2] be a time interval during which only process 𝑝 takes steps, and only executes a single
BDCAS(

〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
) call. If 𝑝 completes 𝑘 full iterations of the while-loop during [𝑡1, 𝑡2], then in each com-

plete iteration it executes line 58, and the 𝐿[𝑎0].unlock() call in that line is successful. Moreover, 𝑝’s choose&lock()
calls in line 52 during iterations 2, . . . , 𝑘 are successful.

Proof. Consider any complete iteration of the while-loop during interval [𝑡1, 𝑡2]. Let 𝜏 be the task that 𝑝’s

finish() call in line 48 returns. Then 𝑝 reads 𝜏 from 𝐴[𝑎0] in line 59 during the corresponding finish() call.
Since 𝐴[𝑎0] does not change until 𝑝 reads 𝐴[𝑎] again in line 54, the if-condition in that line evaluates to True.
Hence, in each of the 𝑘 iterations of the while-loop, process 𝑝 executes lines 55–58. In particular, when 𝑝 calls

𝐿[𝑎0].unlock(𝜏 ′) in line 58, it uses the argument 𝜏 ′ that it read from 𝐿[𝑎0] in line 53. Hence, each such unlock()
call succeeds.

Thus, whenever 𝑝 calls choose&lock() in line 52 during one of iterations 2, . . . , 𝑘 , 𝐿[𝑎0] is unlocked. Hence,
each such choose&lock() call is successful. □

Claim 3.58. Suppose that after point 𝑡 only process 𝑝 takes steps, and only executes a single BDCAS(
〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
)

call, until the first point 𝑡∗ > 𝑡 such that 𝐿𝑡∗ [𝑣0] .𝑣𝑎𝑙 = 𝜏 , where 𝜏 is one of the tasks 𝑝 proposes in line 51. The expected
number of shared memory steps in [𝑡, 𝑡∗] is at most 𝑂 (log

2 𝑛 log log𝑛).
Proof. For 𝑖 ≥ 1, let 𝑡𝑖 be the point when 𝑝 starts its 𝑖-th complete while-loop iteration.

By Claim 3.57, during each of the iterations process 𝑝 executes a successful 𝐿[𝑎0].unlock() call in line 58.

Then the RC methods invoked by 𝑝 in each while-loop iteration correspond to the algorithm in Figure 6, where

𝑅 = 𝐿[𝑎0]. Precisely, lines 42–46 correspond to lines 50–53 and 58, respectively, and the while-loop condition in

line 41 is false until just after 𝑡∗. The claim follows by applying Lemma 2.54. □

Lemma 3.59 (ProbabilisticObstruction Freedom). If process 𝑝 invokes somemethod call BDCAS(
〈
𝑎0, 𝑣0, 𝑣

′
0

〉
,
〈
𝑎1, 𝑣1, 𝑣

′
1

〉
),

and at some point during the operation, 𝑝 starts to run solo, then the operation returns after at most𝑂 (log
2 𝑛 log log𝑛)

shared memory steps in expectation.

Proof. By applying Claim 3.58 twice, there is a point 𝑡 and a point 𝑡 ′ > 𝑡 such that
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• 𝑡 ′ is at most 𝑂 (log
2 𝑛 log log𝑛) expected steps after 𝑝 starts running solo, and

• 𝐿𝑡 [𝑎𝑑𝑑0] = 𝜏 and 𝐿𝑡 ′ [𝑎0] = 𝜏 ′ for two distinct tasks 𝜏 and 𝜏 ′ proposed by 𝑝 .

Thus, by Lemma 3.51 𝜏 ∈ 𝐷𝑡 ′ ∪ 𝑆𝑡 ′ . Hence, after point 𝑡 process 𝑝 completes at most two more iterations of the

while-loop according to Lemma 3.54, which by Lemma 2.47 adds at most𝑂 (log𝑛 log log𝑛) steps in expectation. □

Lemma 3.60. Let 𝑎 ∈ 𝑀0, let 𝜏 be a task, and suppose at point 𝑡 some process is poised to call 𝐿[𝑎] .unlock(𝜏) in
line 58. Then 𝜏 ∈ 𝐷𝑡 ′ ∪ 𝑆𝑡 ′ for some 𝑡 ′ < 𝑡 .

Proof. Consider the execution prefix that ends at point 𝑡 . If 𝐿𝑡 [𝑎] = 𝜏 and 𝐿[𝑎] is locked at point 𝑡 , then

we can let 𝑝 run solo until its 𝐿[𝑎].unlock(𝑎) completes. Hence, by Claim 3.49 (b2) 𝜏 ∈ 𝐷𝑡 ′ ∪ 𝑆𝑡 ′ . Then this is

obviously also true for any other execution that has the same prefix up to point 𝑡 .

Now suppose that either 𝐿𝑡 [𝑎] ≠ 𝜏 or 𝐿[𝑎] is unlocked. Since 𝑝 reads 𝜏 from 𝐿[𝑎] in line 53 prior to 𝑡 , there is

a point 𝑡∗ < 𝑡 at which a successful 𝐿[𝑎].unlock(𝜏) call linearizes. For that case we have already proved that

there exists 𝑡 ′ < 𝑡∗ < 𝑡 such that 𝜏 ∈ 𝐷𝑡 ′ ∪ 𝑆𝑡 ′ . □

4 CONCLUSION
We presented a new and more efficient implementation of the repeated choice object, originally introduced

by Giakkoupis, Giv, and Woelfel [9]. Using this improved building block in the DCAS algorithm of the same

paper improves the algorithm’s expected amortized step complexity from𝑂 (log𝑛) to𝑂 (log log𝑛). The improved

complexity of the RC object is obtained by adding a binary search before the linear search, and distributing the

work for clearing parts of an array over multiple processes when needed, and otherwise only partially clearing

the array. While this sounds simple, it turned out to be quite challenging. Both the new RC algorithm and its

analysis are highly involved. As the randomized properties of the new RC object are different from the previous

one, we also provided a new analysis of the BDCAS building block used in the DCAS algorithm.

We believe that the RC object may have other applications. A natural open question is whether a similar

primitive with constant step complexity exists.
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