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High-performance numerical simulation of fluid dynamics

▶ Valuable insights and aiding in
the understanding of complex
fluid flow phenomena
▷ difficult to analyze using

analytical methods or physical
experiments alone

▶ ARIANEGROUP and AIRBUS uses
the FLUSEPA parallel
compressible Navier-Stokes
solver

The FLUSEPA Fluid Dynamics Solver

Figure: Solver Simulation Process

▶ FLUSEPA applies the finite volume method to generate meshes and
then proceeds to partition the resulting meshes using Scotch or
Metis. Task scheduling is managed by StarPU, while internode
communication is handled by MPI.

Modeling complex phenomena with heterogeneous meshes

▶ As turbulence intensifies at
the phenomenon’s center, cells
decrease in size and densify.

▶ As part of the adaptive
temporal integration scheme,
cells are assigned a temporal
level τ .

Adaptive Explicit Temporal Integration Method
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Figure: Decomposition of an iteration into subiterations using an adaptive local time
stepping algorithm. Active cells and faces are color-coded by temporal level.

Analysis of an execution trace

▶ Execution traces reveal a significant amount of core idleness
across iterations, with repetitive patterns of inactivity.

Load-aware mesh partitioning

▶ Single Criteria Partitioning weights each cell by its workload.

Temporal levels-aware mesh partitioning

▶ Multi-Criteria Partitioning weights cells using a vector of
constraints encapsulating their temporal context.

▶ Efficient execution is achieved by balancing the active cells of
each subiteration across domains through temporal levels.

Within the FLUSEPA code itself

▶ Implementing the temporal-aware partitioning strategy (bottom
trace) yields a 20% gain in the production code compared to the
original (top trace).

Conclusion

▶ Balancing ALL temporal levels seems to be the key to improving
parallelism between MPI processes

▶ Currently working on a more innovative and versatile parallel
compressible Navier-Stokes solver
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