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Exploring Sampling Strategies for Linguistic Diversity:
A Comparative Analysis of UD Treebanks

Althea Löfgren1, Santiago Herrera2, Sylvain Kahane3, Bruno Guillaume4, Natalia Levshina5

Quantitative typology has experienced
great advances in recent years, showing new
ways of studying cross-linguistic variation and
typological universals through the use of con-
tinuous data and corpus-based studies (e.g.
Levshina (2019); Gerdes et al. (2021)). Uni-
versal Dependencies (UD) (de Marneffe et al.
2021), a syntax dependency framework and
collection of treebanks, has proven to be an im-
portant resource for working with syntax in the
field. However, the use of UD treebanks, like
other corpora, must be considered with caution
when typological goals are involved. While
some works have pointed out intra-language
and cross-linguistic variation due to annotation
inconsistencies (Sinnemäki & Haakana 2020;
Choi et al. 2021), sampling has received little
attention.

Some studies acknowledge their results as
preliminary, warning against drawing defini-
tive conclusions (Guzmán Naranjo & Becker
2018; Gerdes et al. 2021). Some other works
omit discussion of sampling altogether (Gerdes
et al. 2019; Levshina 2019; Kahane et al. 2023).
Given that cross-linguistic research is a key
objective of UD, a sample with diverse ge-
nealogical coverage is essential for extrapolat-
ing cross-linguistic patterns and linguistic uni-
versals. While it is desirable to utilize the UD
collection for research despite its limitations,
moving forward prioritizing sampling is imper-
ative for progress.

Of the 161 languages in the UD collec-
tion (v2.14), 75 belong to the Indo-European
family. In comparison, there is a scarcity
of languages from Africa (10), Australia (1),
Papuanesia (4), and North America (3) . In
the extensive literature on sampling, a com-

mon approach is to include at least one lan-
guage from each genus or top-level family
(Dryer 1989; Rijkhoff & Bakker 1998; Bickel
2008; Miestamo et al. 2016). Regardless of the
classification scheme employed, UD falls short
in this regard, encompassing languages from
only 31 genera out of 246 (or 430 counting iso-
lates; Hammarström et al. 2020) , including
three isolates and one sign language.

From a quantitative typology point of view,
high variability in corpus size makes good sam-
pling difficult. Many languages have less than
1k tokens, while a decent description of the
language could be achieved starting from 20k
tokens. The size of Indo-European languages,
as expected, is off-dimension, with German as
the extreme example having more that 3810k
tokens. In total, 11 out of the 31 genera rep-
resented in UD have less than 10k tokens.

The study aims to evaluate UD treebanks
for typological analysis: assessing corpus size,
representativeness, and linguistic biases. A
case study on word order phenomena will be
conducted (e.g. VO-order vs. noun-adjective
order), employing various sampling techniques
and phylogenetic regression to find word order
correlations (Bakker 1998; Dryer 1989). The
results are compared to the word order distri-
butions in WALS to further evaluate the use-
fulness of UD in typological research. Since
the sample has an Indo-European bias, we will
also test on a sample of only Indo-European
languages and compare with the global sam-
ple. The comparison of results from different
sampling methods will hopefully offer some in-
sights into the state of UD treebanks and how
to best utilize them for typological research.
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