
HAL Id: hal-04895369
https://inria.hal.science/hal-04895369v1

Submitted on 18 Jan 2025

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Constant Parameter Identification: An Accelerated
Heavy-Ball-based Approach

Héctor Ríos, Denis Efimov, Rosane Ushirobira

To cite this version:
Héctor Ríos, Denis Efimov, Rosane Ushirobira. Constant Parameter Identification: An Accelerated
Heavy-Ball-based Approach. Proc. IEEE CDC, Dec 2024, MIlan, Italy. �hal-04895369�

https://inria.hal.science/hal-04895369v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Constant Parameter Identification: An Accelerated
Heavy–Ball–based Approach

Héctor Ríos†,?, Denis Efimov‡,∗, and Rosane Ushirobira‡

Abstract—This paper contributes to designing a parameter
identification algorithm for linear regression systems with
constant unknown parameters. The proposed algorithm is based
on an accelerated version of the heavy–ball method and uses
a nonlinear version of Kreisselmeier’s regressor extension.
Moreover, it can identify constant parameters in a finite time
under a persistent excitation condition. The local stability
analysis is developed using a Lyapunov function approach. The
applicability and effectiveness of the proposed parameter iden-
tification algorithm are illustrated through simulation results.

Index Terms—Parameter Identification, Heavy–Ball Method,
Finite–Time.

I. INTRODUCTION

IN control theory, the problem of control design, in the
presence of parametric uncertainties and unknown inputs,

remains challenging. The tools developed by the parameter
identification theory allow us to deal with such a lack
of knowledge. Online parameter identification has attracted
considerable attention in recent decades. Many techniques
address the identification problem, e.g., least–squares (LS)
algorithms, gradient descent–based algorithms, and adaptive
estimation, to mention a few popular techniques (see, for
instance, [1], [2], and [3]).

Most proposed approaches in parameter identification have
addressed the identification of constant parameters. To recall
some recent works, in [4], a recursive LS method is designed
to identify constant parameters for flexible joints. Under
some persistence of excitation conditions, the parameter
identification error converges to a region around the origin. In
[5], a switching adaptive parameter identification algorithm is
proposed for robot manipulators, with the error converging to
zero in finite time. In [6], a parameter identification algorithm
is proposed for homogeneous systems based on a class of
artificial neural networks. The parameter identification error
converges to a region around the origin. In [7], a linear
regression model is used to ensure the boundedness of the
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parameter identification error in a finite time without the
persistent excitation condition. In [8], an adaptive identifi-
cation method is proposed to estimate constant parameters
for sinusoidal signals, e.g., the unknown offset, amplitude,
frequency, and phase, with exponential error convergence
to a region around the origin. Similarly, in [9], an adap-
tive algorithm based on a gradient–descent method solves
the problem of constant parameter identification. However,
most of the above–mentioned algorithms can only ensure
exponential convergence rates.

One method has been proposed to improve the rate
of convergence of gradient descent–based algorithms: the
heavy–ball method, which is the first optimization approach
using momentums [10]. Nowadays, it is one of the most
popular methods for dealing with optimization problems and
designing machine learning algorithms that provide a fast
convergence rate when objective functions are smooth and
strongly convex. For instance, in [11], the authors provide
an analytical characterization of the convergence regions
of accelerated gradient descent algorithms based on the
frequency domain. The heavy–ball method is also used for
distributed optimization problems. For example, in [12], a
distributed heavy–ball method, which combines the AB algo-
rithm, i.e., a generalization of distributed first–order methods,
with gradient tracking and momentum term, is proposed to
minimize a sum of smooth and strongly–convex functions.
A similar problem is studied in [13], where the authors
develop an accelerated distributed gradient method for fixed
networks, which relies on gradient tracking techniques and
local memory to accelerate the convergence speed. In [14],
a generalized heavy–ball method is introduced to deal with
the global convergence for some non–convex problems. A
family of distributed momentum methods is proposed in
[15] for distributed optimization problems over directed
graphs. The authors develop a global R–linear convergence
analysis for smooth and strongly convex functions. In [16],
a second–order differential equation is introduced from the
control theory framework, called heavy–ball dynamics with
displaced gradient, and possesses the same convergence
properties as the original heavy–ball dynamics. The authors
use a Lyapunov function approach to characterize the asymp-
totic convergence properties of the resulting discrete–time
algorithms. In [17], a hybrid control approach is proposed
to ensure fast convergence and global asymptotic stability



2

for an optimization problem of the unique minimizer of
a convex function. The proposed approach is based on
a hysteresis mechanism that switches between Nesterov’s
accelerated gradient descent and the heavy–ball method to
ensure the asymptotic convergence employing a Lyapunov
function approach. However, none of those mentioned above
works offer a finite–time convergence rate. Moreover, only
two provide a Lyapunov function characterization of the
accelerated convergence rate.

A novel parameter identification algorithm is proposed
in this paper for linear regression systems with constant
unknown parameters. The proposed algorithm is based on
an accelerated heavy–ball method that uses a nonlinear ver-
sion of Kreisselmeier’s regressor extension. This accelerated
heavy–ball–based algorithm can identify constant unknown
parameters in finite time under a persistence of excitation
condition. The parameter identification error’s local finite–
time stability is ensured through a Lyapunov function ap-
proach. To the best of our knowledge, this is the first
time, despite a number of its modifications, that such an
accelerated version of the heavy–ball method is proposed,
ensuring finite–time convergence.

The rest of this manuscript is organized as follows. Some
preliminary knowledge is presented in Section II. The prob-
lem statement is formulated in Section III. The acceler-
ated heavy–ball–based parameter identification algorithm is
presented in Section IV. The convergence analysis of the
parameter identification error is given in Section V, while
we provide some simulation results in Section VI. Finally,
Section VII gives the concluding remarks.

Notation: We denote dscα := |s|αsign(s), for s ∈ R
and α ≥ 0. For a vector s ∈ Rn, dscα is understood
componentwise. For p ≥ 1, the Lp–norm of s ∈ Rn is
defined by |s|p = (

∑n
i=1 |si|p)

1
p . So |s|α+1

α+1 = s>dscα, for
any α > 0. The Euclidean norm of s ∈ Rn is denoted
by |s| := |s|2, and for a matrix A ∈ Rm×n, the induced
norm is the spectral norm, i.e., |A| =

√
λmax(A>A), where

λmax (respectively, λmin) is the maximum (respectively, the
minimum) eigenvalue. The set of all inputs u : R≥0 → Rp
such that its L∞ norm on [0,∞] is finite, i.e., |u|∞ :=
ess supt≥0|u(t)| < ∞, is denoted as L∞. A function
α : R≥0 → R≥0 belongs to class K if it is strictly increasing
and α(0) = 0.

II. PRELIMINARIES

Consider the system

ẋ(t) = f(t, x(t)), t ∈ R≥0, x(0) = x0, (1)

where x(t) ∈ Rn is the state vector. The function f : R≥0×
Rn → Rn is assumed to be locally bounded uniformly in t
and locally Lipschitz or Hölder continuous function in x, and
f(t, 0) = 0. For an initial condition x0 ∈ Rn, the solution of
system (1) is denoted as x(t, x0), and for brevity we assume
that it is defined for any t ≥ 0.

Definition 1. [18], [19]. At the steady state x = 0, the system
(1) is finite–time stable (FTS) if there exists a function α ∈ K
such that |x(t, x0)| ≤ α (|x0|), for all t ≥ 0 and x0 ∈ Rn,
and there exists 0 ≤ Ts < +∞ such that x(t, x0) = 0, for
all t ≥ Ts. The function T0 : x0 7→ inf{Ts ≥ 0 : x(t, x0) =
0, ∀t ≥ Ts} is called the settling–time of the system (1).

The following lemmas are used.

Lemma 1. [20]. Let x1, x2 ∈ Rn, and W (x1, x2) =
|x1|α + |x2|β − c|x1|γ |x2|δ , with some positive constants
c, α, β, γ, δ > 0. Then, the following statements hold:

1) For any value of c, W is positive definite if

γ

α
+
δ

β
> 1 and max

{
|x1|α, |x2|β

}
≤ c

1

1−( γα+ δ
β ) .

2) For any value of c, W is positive if

γ

α
+
δ

β
< 1 and max

{
|x1|α, |x2|β

}
≥ c

1

1−( γα+ δ
β ) .

3) For sufficiently small values of c and any x1, x2 ∈ Rn,
W is positive definite if

γ

α
+
δ

β
= 1.

Lemma 2. [21]. Let x1, x2 ∈ Rn, and W (x1, x2) =
|x1|α+|x2|β+c1|x1|η|x2|ζ−c2|x1|γ |x2|δ , with some positive
constants c1, c2, α, β, γ, δ, η, ζ > 0. Then, for any values of
c1, c2 > 0, W is positive definite if and only if

η

α
+
ζ

β
< 1, γ + δ

(α− η)

ζ
> α, δ + γ

(β − ζ)

η
> β.

III. PROBLEM STATEMENT

Let us consider the following linear regression system:

y(t) = φ>(t)θ, t ≥ 0, (2)

where θ ∈ Rn and y(t) ∈ R are the unknown vector
of constant parameters and the output, respectively, and
φ : R≥0 → Rn is a continuously differentiable function
of time, so–called regressor, which is known, bounded, and
persistently excited (PE). This work aims to identify the
constant parameter vector θ under the following assumption:

Assumption 1. The regressor φ is PE, bounded (i.e.,
|φφ>|∞ ≤ φ̄), and it satisfies

∣∣∣d(φφ>)dt

∣∣∣
∞
≤ φ̄d, for some

known positive constants φ̄, φ̄d > 0.

IV. HEAVY–BALL–BASED ALGORITHM

The proposed accelerated heavy–ball–based parameter
identification algorithm is given as

˙̂
θ1 = θ̂2, (3a)
˙̂
θ2 = τk1z

>
2 dz1 − z2θ̂1cα − k2dθ̂2cβ , (3b)

ż1 = τ−1ρ(z, θ̂) [φy − z1] , z1(0) = 0, (3c)

ż2 = τ−1ρ(z, θ̂)
[
φφ> − z2

]
, z2(0) = 0, (3d)

ρ(z, θ̂) =

{
1, ∀t ∈ [0, T ),

|z1 − z2θ̂1|γ+1
γ+1 + |θ̂2|µ+1

µ+1, ∀t ≥ T,
(3e)
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where θ̂1 ∈ Rn is the identified value of the parameter
vector θ, θ̂2 ∈ Rn is an auxiliary velocity vector, z1 ∈ Rn
provides a filtered version of the term φ y, z2 = z>2 ∈ Rn×n
represents a filtered version of the matrix φφ>, the filter time
constant is given by τ > 0, the positive function ρ represents
a filter nonlinear gain, with some excitation time T > 0, the
parameters of the algorithm are α, β ∈ (0, 1), and γ, µ, k1,
k2 > 0.

Note that the dynamics in (3b) describes the accelerated
heavy–ball method, where the nonlinear term dθ̂2cβ repre-
sents the added “velocity” or “momentum” term. Moreover,
the dynamics (3c)–(3e) provide a nonlinear version of Kreis-
selmeier’s regressor extension.

A. Parameter Identification Error Dynamics

Let us define the parameter identification error as

e1 = θ − θ̂1, e2 = −θ̂2. (4)

Based on (2) and (3), the error dynamics can be written
as follows

ė1 = e2, (5a)

ė2 = −τk1z>2 dz1 − z2θ̂1cα + k2dθ̂2cβ . (5b)

From (3c) and (3d), it follows that z1(t) = z2(t)θ, for all
t ≥ 0 (the initial conditions of the filters are chosen to be
zero). Therefore, the error dynamics (5) is rewritten as

ė1 = e2, e1(0) := e10, (6a)

ė2 = −τk1z>2 dz2e1cα − k2de2cβ , e2(0) := e20. (6b)

The parameter identification error dynamics (6) can be
viewed as a dynamical system, which characterizes an ac-
celerated time–dependent version of the heavy–ball method.
Clearly, e1 = e2 = 0 is an equilibrium of the system (6),
uniformly in z2. A characterization of the finite–time stability
of this error dynamics at the origin, in terms of Lyapunov
functions, is not straightforward.

B. Some Properties of z2 and ρ(z, θ̂)

First, since φ is PE, it follows that [22]

α1I ≥
∫ t+T

t

φ(σ)φ>(σ)dσ ≥ α0I, ∀t ≥ 0,

with a level of excitation α0 > 0, an excitation time T > 0,
and a positive constant α1 > 0, where I is the identity matrix
of respective dimension. The following result will help us to
deal with the stability analysis of the parameter identification
error dynamics.

Lemma 3. Let Assumption 1 be satisfied. Then, the trajec-
tories of the system (3d) satisfy

φ := e−
1
τ T
α0

τ
≤ inf
t≥T

(λmin(z2(t))), |z2|∞ ≤ φ̄. (7)

Moreover, the approximation error for φ(t)φ>(t), i.e.,
ε(t) = z2(t)− φ(t)φ>(t), satisfies

|ε|∞ ≤ φ̄+ τ φ̄d := ε+. (8)

Note that if we show that the error dynamics (6) is FTS,
then the function ρ(z, θ̂) will satisfy

lim
t→Ts

ρ(z(t), θ̂(t)) = 0,

where Ts is the convergence time of the error dynamics (6),
which is dependent on the initial conditions of the system.
The switched structure of the function ρ(z, θ̂) allows us to
avoid it reaching zero before the excitation time T , and
for the system (3), ρ(z, θ̂) = 0 is the invariant subspace
containing equilibria. Moreover, if z2 is non–singular, then
this set of equilibria is a singleton, and it corresponds to the
convergence of θ̂ to the actual value of θ.

Additionally, when ρ(z(Ts), θ̂(Ts)) = 0, we will have that
ż2(Ts) = 0, and hence z2(t) will get constant at z2(Ts), for
all t ≥ Ts. At this time Ts, we already have that z2(Ts) � 0,
and we will have that e1(t, e10) = e2(t, e20) = 0, for all
t ≥ Ts ≥ T .

V. STABILITY ANALYSIS

Let us define the following real–valued functions that are
useful in the stability analysis:

G : t 7→ τk1
α+ 1

|z2(t)e1(t)|α+1
α+1, (9a)

E : t 7→ G(t) +
1

2
e2(t)>e2(t), (9b)

F : t 7→ |z2(t)e1(t)|q−1q−1e1(t)>e2(t), q > 1. (9c)

Note that the functions G and E are continuously differ-
entiable and positive definite. Based on (6), we have

Ġ = τk1 (dz2e1cα)
>
[
z2e2 − τ−1ρ(z, θ̂)εe1

]
, (10a)

Ė = −k1ρ(z, θ̂)ε e>1 dz2e1cα − k2e>2 de2cβ , (10b)

Ḟ = −τk1|z2e1|q−1q−1|z2e1|
α+1
α+1 − k2|z2e1|

q−1
q−1e

>
1 de2cβ

+|z2e1|q−1q−1|e2|2 + (q − 1)
(
dz2e1cq−2

)>
×

×
[
z2e2 − τ−1ρ(z, θ̂)εe1

]
e>1 e2. (10c)

Based on [23], we propose the following Lyapunov func-
tion candidate

V = Er+1 + `F, (11)

for some r, ` > 0. The stability analysis, based on (11),
is performed in two steps. First, to demonstrate finite–time
stability and convergence for t ≥ T , i.e., to show, based on
lemmas 1, 2, and 3, that V̇ ≤ −η̄V u, with some η̄ > 0
and u ∈ (0, 1), for t ≥ T . Then, to show that a finite–time
escape is impossible for t ∈ [0, T ). Due to space limitations,
the complete proof is omitted.

The main result of this work is presented in the following
theorem.
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Theorem 1. Consider the system (2) under Assumption 1.
If the powers of the accelerated heavy–ball–based algorithm
(3) are designed such that the set of conditions

γ ≥ q − 2− (α+ 1)r, (12)
α+ γ + 2

q + α
+

2r

2r + β + 1
> 1, (13)

(α+ 1)(r + 1)

q + α
+

µ+ 1

2r + β + 1
> 1, (14)

α+ 1

q + α
+

2r + µ+ 1

2r + β + 1
> 1, (15)

γ + q + 1

q + α
+

1

2r + β + 1
> 1, (16)

q

q + α
+

µ+ 2

2r + β + 1
> 1, (17)

q > (α+ 1)r

+ max

(
α+ 1

2
,
α

β
,
β(α+ 1) + (1− α)

2

)
, (18)

1 > α >
q − r − 1

r
> 0, α < β, (19)

holds with some α, β ∈ (0, 1), and the gains k1 and k2 are
designed sufficiently big; then, the origin of the parameter
identification error dynamics (6) is locally FTS, with a
settling–time function satisfying

Ts ≤ T +
V 1−u(e1(T ), e2(T ))

η̄(1− u)
.

Remark 1. The set of conditions (12)–(19) always hold for
sufficiently big values of q, γ, and µ. Additionally, the finite–
time stability is always ensured for sufficiently big values of
k1 and k2.

VI. SIMULATION RESULTS

The simulations have been done in MATLAB with the
Euler explicit discretization method and sampling time equal
to 0.01[s].

Let us consider an academic example for system (2) with:

φ(t) =

(
2 cos(6t) + 3 sin(10t) + 2 sin(5t) cos(10t)
−6 sin(t) + cos(20t) + 3 sin(10t) cos(5t)

)
,

θ =

(
θ11
θ12

)
=

(
2
−4

)
.

Fixing α = 0.8, β = 0.96, γ = 0.5, µ = 1, and r = 1.5,
we can prove that the set of conditions (12), (13), (18), and
(19), hold for q = 3.674. Then, taking τ = 0.01, k1 =
0.08, k2 = 8, and T = 5, which satisfy the statements of
Theorem 1, we apply the parameter identification algorithm
(3), considering θ̂1(0) = θ̂2(0) = (3,−5)>.

For comparison purposes, we also implement the algo-
rithm (3), when the classic heavy–ball method is considered,
i.e., when α = β = 1 and ρ(z, θ̂) = 1, with the same
values for the rest of the parameters. The nomenclature to the
legends is as follows: aHB corresponds to the proposed accel-
erated heavy–ball–based algorithm, while HB corresponds to

the classic heavy–ball–based algorithm. The obtained results
are depicted by Figs. 1, 2, and 3.
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Figure 1. Parameter Identification θ11
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Figure 2. Parameter Identification θ12
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Figure 3. Parameter Identification Error
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Figs. 1 and 2 show the parameter identification provided
for each of the algorithms. We can see that both algorithms
provide a fast identification of the unknown parameters.
However, in Fig. 3, which depicts the norm of the parameter
identification error e, we can see that the proposed heavy–
ball–based algorithm possesses finite–time decay, so a faster
convergence rate, and also considerably higher precision than
the classic heavy–ball–based algorithm.

VII. CONCLUSIONS

In this paper, a novel parameter identification algorithm
was proposed for linear regression systems with constant un-
known parameters. Our algorithm is based on an accelerated
version of the heavy–ball method, which uses a nonlinear
version of Kreisselmeier’s regressor extension. This acceler-
ated version of the heavy–ball method can identify constant
unknown parameters in finite time under a persistence of
excitation condition. The local finite–time stability of the
parameter identification error dynamics was proven using a
Lyapunov function approach. The applicability and effective-
ness of the proposed parameter identification algorithm were
illustrated through some simulation results.

ACKNOWLEDGMENT

This work was supported in part by the SEP–CONACYT–
ANUIES–ECOS NORD Project 315597 and ECOS NORD
Project M20M04. The work of Héctor Ríos was supported
in part by CONAHCYT, Investigadoras e Investigadores por
México, CVU 270504 Project 922 and in part by TecNM
Projects.

REFERENCES

[1] A. Annaswammy and A. Fradkov, “A historical perspective of adaptive
control and learning,” Annual Reviews in Control, vol. 52, pp. 18–41,
2021.

[2] R. Isermann and M. Münchhof, Identification of Dynamic Systems, An
Introduction with Applications, 1st ed. Berlin: Springer-Verlag, 2011.

[3] K. Narendra and A. Annaswamy, Stable Adaptive Systems. Mineola,
NY: Dover Publications, 2005.

[4] H. Jin, Z. Liu, H. Zang, Y. Liu, and J. Zhao, “A dynamic parameter
identification method for flexible joints based on adaptive control,”
IEEE Transactions on Mechatronics, vol. 23, pp. 2896–2908, 2018.

[5] C. Yang, Y. Jiang, W. He, J. Na, Z. Li, and B. Xu, “Adaptive parameter
estimation and control design for robot manipulators with finite–time
convergence,” IEEE Transactions on Industrial Electronics, vol. 65,
pp. 8112–8123, 2018.

[6] M. Ballesteros, A. Polyakov, D. Efimov, I. Chairez, and A. Poznyak,
“Non–parametric identification of homogeneous dynamical systems,”
Automatica, vol. 129, p. 109600, 2021.

[7] J. Wang, D. Efimov, and A. Bobtsov, “On robust parameter estimation
in finite–time without persistence of excitation,” IEEE Transactions on
Automatic Control, vol. 65, pp. 1731–1738, 2019.

[8] J. Na, J. Yuang, X. Wu, and Y. Guo, “Robust adaptive parameter
estimation of sinusoidal signals,” Automatica, vol. 53, pp. 376–384,
2015.

[9] M. Kapetina, M. Repaic, A. Pisano, and Z. Jelicic, “Adaptive parameter
estimation in LTI systems,” IEEE Transactions on Automatic Control,
vol. 64, pp. 4188–4195, 2019.

[10] B. Polyak, “Some methods of speeding up the convergence of itera-
tion methods,” USSR Computational Mathematics and Mathematical
Physics, vol. 4, no. 5, pp. 1–17, 1964.

[11] H. Xiong, Y. Chi, B. Hu, and W. Zhang, “Analytical convergence
regions of accelerated gradient descent in nonconvex optimization
under regularity condition,” Automatica, vol. 113, p. 108715, 2020.

[12] R. Xin and U. Khan, “Distributed heavy-ball: A generalization and
acceleration of first–order methods with gradient tracking,” IEEE
Transactions on Automatic Control, vol. 65, no. 6, pp. 2627–2633,
2020.

[13] X. Ren, D. Li, Y. Xi, and H. Shao, “An accelerated distributed gradient
method with local memory,” Automatica, vol. 146, p. 110260, 2022.

[14] V. Ugrinovskii, I. Petersen, and I. Shames, “Global convergence
and asymptotic optimality of the heavy ball method for a class of
nonconvex optimization problems,” IEEE Control Systems Letters,
vol. 6, pp. 2449–2454, 2022.

[15] J. Gao, X. Liu, Y.-H. Dai, Y. Huang, and P. Yang, “A family
of distributed momentum methods over directed graphs with linear
convergence,” IEEE Transactions on Automatic Control, vol. 68, no. 2,
pp. 1085–1092, 2023.

[16] M. Vaquero, P. Mestres, and J. Cortés, “Resource–aware discretization
of accelerated optimization flows: The heavy–ball dynamics case,”
IEEE Transactions on Automatic Control, vol. 68, no. 4, pp. 2109–
2124, 2023.

[17] D. Hustig-Schultz and R. Sanfelice, “Uniting Nesterov and heavy
ball methods for uniform global asymptotic stability of the set of
minimizers,” Automatica, vol. 160, p. 111389, 2024.

[18] Y. Orlov, “Finite–time stability and robust control synthesis of uncer-
tain switched systems,” SIAM Journal on Control and Optimization,
vol. 43, no. 4, pp. 1253–1271, 2004.

[19] K. Zimenko, A. Polyakov, and D. Efimov, “On finite–time robust
stabilization via nonlinear state feedback,” International Journal of
Robust and Nonlinear Control, vol. 28, no. 16, pp. 4951–4965, 2018.

[20] D. Efimov and A. Aleksandrov, “Analysis of robustness of homoge-
neous systems with time delays using Lyapunov–Krasovskii function-
als,” International Journal of Robust and Nonlinear Control, vol. 31,
pp. 3730–3746, 2021.

[21] A. Aleksandrov, “Some stability conditions for nonlinear systems
with time–varying parameters,” in IFAC Proceedings Volumes, vol. 33,
no. 16, 2020, pp. 7–10.

[22] P. Ioannou and J. Sun, Robust Adaptive Control. New Jersey, USA:
Prentice Hall, Inc., 1996.

[23] A. Aleksandrov, D. Efimov, and S. Dashkovskiy, “Design of finite–
/fixed–time ISS–Lyapunov functions for mechanical systems,” Math-
ematics of Control, Signals, and Systems, vol. 35, pp. 215–235, 2023.


