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ABSTRACT
Partitioning a multi-threaded application between a secure and a
non-secure memory zone remains a challenge. The current tools
rely on data flow analysis techniques, which are unable to handle
multi-threaded C or C++ applications. To avoid this limitation, we
propose to trade the ease-of-use of data flow analysis for another
language construct: explicit secure typing. With secure typing, as
with data flow analysis, the developer annotates memory locations
that contain sensitive values. However, instead of analyzing how
the sensitive values flow, we propose to use these annotations
to only check typing rules, such as ensuring that the code never
stores a sensitive value in an unsafe memory location. By avoiding
data flow analysis, the developer has to annotate more memory
locations, but the partitioning tool can handle multi-threaded C
and C++ applications.

We implemented our explicit secure typing principle in a com-
piler named Privagic. Privagic takes a legacy application enriched
with secure types as input. It outputs an application partitioned
for Intel SGX. Our evaluation with micro- and macro-applications
shows that (i) explicit secure typing can handle multi-threaded C
and C++ applications, (ii) adding explicit secure types requires a
modest engineering effort of less than 10 modified lines of codes
in our use cases, (iii) using explicit secure typing is more efficient
than embedding a complete application in an enclave both in terms
of performance and security in our use cases.

CCS CONCEPTS
• Security and privacy→ Trusted computing; • Software and
its engineering→ Compilers.
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1 INTRODUCTION
Confidential computing consists of protecting user data when it
is processed in an untrusted system such as a cloud infrastructure
[3, 13, 14, 29]. At the hardware level, confidential computing relies
on a trusted execution environment (TEE) (Intel’s SGX [16], AMD’s
SEV [22] or ARM’s TrustZone [2, 31]). A TEE is a hardware envi-
ronment that isolates a memory zone, named an enclave, from a
potentially compromised operating system or hypervisor. For that,
a TEE relies on remote attestation for authentication, and on hard-
ware cryptography to enforce the integrity and the confidentiality
of both the code and data contained in an enclave.

Since manually partitioning an application between an enclave
and the unsafe memory is difficult, many automatic partitioning
tools have been proposed [9, 20, 23–26, 34, 42, 45–47]. With these
tools, the developer annotates some sensitive values, and the tool
then analyses the code to find which memory locations the sensitive
values flow into. Based on this analysis, the tools then partition the
data and the code of the application between the trusted and the
untrusted parts. For a modest engineering effort, these tools avoid
thus the large attack surface of the frameworks that load a whole
application inside an enclave [5, 8, 27, 32, 41] (see §9.2.2).

While the tools based on data flow analysis are promising, they
fail to handle a multi-threaded application written in the C or C++
language. Section §3 explains in detail why, but, at a high level,
the main issue is that data flow analysis analyses an application
sequentially. As a result, a data flow analysis tool does not see the
pointer modifications executed in parallel by the other threads.
The tool can wrongly conclude that a pointer points to an enclave
because this observation is correct if the code executes sequentially,
but not if the code executes in parallel. With multiple threads, data
flow analysis can thus let a sensitive value escape in unsafe memory
through a pointer wrongly identified as pointing to an enclave.

Since data flow analysis fails to handle a multi-threaded C or C++
application, we propose to start from another point in the design
space. We propose to let the developer explicitly annotate all the
memory locations that contain sensitive values. Since the developer
explicitly annotates all the sensitive memory locations, there is no
need for code analysis. We avoid thus by construction any risk of
analysis errors in a multi-threaded application. However, by trading
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1. struct account {
2. char color(blue) name[256];
3. double color(red) balance;
4. };

5. struct account* create(char* name) {
6. struct account* res = malloc(sizeof(*res));
7. strncpy(res->name, name, 256);
8. res->balance = 0.0;
9. return res;

10. }

Figure 1: A simple example of the Privagic language in C.

automatic analysis for manual annotation, we also trade the ease
of use of data flow analysis for extra work for the developer. The
evaluation presented in this paper aims to verify that the burden
placed on the developer results in a reasonable engineering effort.

To allow the developer to indicate the memory locations that
contain sensitive values, we introduce a new language construct
named a secure type. A secure type is a type enriched with an
enclave identifier, which we name color. Figure 1 illustrates the
principle with the C language. Starting from a legacy application,
the developer adds an identifier to the types of the fields name (line
2) and balance (line 3). These identifiers mean that the name field
lives in an enclave named blue and that the balance field lives in
an enclave named red.1

By explicitly adding a secure type to each sensitive memory loca-
tion, partitioning the code becomes straightforward. For example,
in Figure 1, since line 7 manipulates a blue field, the line has to be
executed in the blue enclave. Similarly, line 8 has to be executed
in the red enclave. Lines 6 and 9 do not access any color. They can
thus safely be executed in any enclave or outside any enclave.

Secure typing indicates how to partition the code. However, by
itself, secure typing does not provide any security guarantee. For
example, exactly as an integer value can be stored in a float variable,
a sensitive colored variable could be stored in unsafe memory (i.e.,
a memory location with the color of unsafe memory). To enforce
security, we propose thus complement secure typing with typing
rules. These rules first ensure confidentiality by ensuring that a
sensitive value cannot escape from its enclave. At a high level, the
rules report an error if an instruction stores a colored value in
a memory location with a different color. For integrity, the rules
ensure that a store to a colored memory location is generated in the
enclave of the memory location. The rules also prevent Iago attacks
[11], which consist of sending a poisoned value to an enclave. For
that, the rules report an error if an instruction takes inputs with
two different colors.

Explicitly typing each memory location that may contain a sen-
sitive value makes the partitioning of a multi-threaded application
possible. However, adding a secure type to each sensitive memory
location can be time-consuming for the developer. For this rea-
son, we propose to ease the use of secure typing with a simple
form of type inference. In detail, we propose to infer the type of
an uncolored local variable, but only if the code does not create a
pointer to the variable. In such a case, the variable does not escape
from the scope of a single function, which avoids inter-procedural
analysis. Moreover, since the variable does not escape from the
scope of its function, the variable cannot be accessed by another

1Note that we name the identifier a color to simplify the presentation in the paper, but
the user can use any identifier.

thread. With this restriction, inferring a secure type requires a sim-
ple use-def chain analysis, and the deduced type is correct even in
multi-threaded applications.

We implemented our principle of secure typing in the Privagic
compiler for Intel SGX and the C/C++ languages. The Privagic
compiler relies on the LLVM compiler, which means that it does
not rely on the C/C++ semantic: it considers a low-level interme-
diate representation of the code with secure types added to the
variables, the arguments, and the fields of the data structures. To
verify that using Privagic requires a decent engineering effort, we
evaluated Privagic with a complete legacy application (memcached)
and several common data structures. Overall, our evaluation shows
that:

• Secure typing correctly partitions a multi-threaded C and
C++ application, while this is not the case with data flow
analysis.
• Protecting common data structures requires the modification
of 6 lines of code or less. Protecting the central data structure
of memcached requires the modification of 9 lines of code.
With data flow analysis, the authors of Glamdring [23] report
a modification of 2 lines of code to protect the same data
structure. Secure typing is thus more intrusive than data
flow analysis, but the engineering effort remains decent.
• Partitioning significantly improves performance and reduces
the trusted computing base compared to fully embedding
a complete application in an enclave, as done, for example,
in Scone [5]. In particular, Privagic is up to 10 times faster
than Scone, and it reduces the trusted computing base within
each partition by a factor of more than 200. This observation
is consistent with performance assessments conducted by
previous work on other partitioning tools, such as Glamdring
[23].
• Thanks to its accuracy, explicit secure typing can be used
to partition an application in more than one partition by
annotating variables with different colors. We explored this
possibility, but we had a negative result. In detail, Privagic
can generate applications with multiple colors, but the gen-
erated code is not protected against Iago attack. Strongly
protecting multi-color applications is probably possible, but
would require the use of authenticated pointers, which we
let as future work.

To summarize, the paper makes the following contributions: (i)
it introduces explicit secure typing, which makes the automatic
partitioning of multi-threaded C or C++ applications possible, (ii)
it proposes the Privagic compiler, which relies on explicit secure
typing to automatically partition an application for Intel SGX, and
(iii) it shows that Privagic is easy to use, is efficient, and reduces
the trusted computing base.

The rest of the paper is organized as follows: §2 presents the
background, §3 motivates our work by analyzing the related work,
§4 presents our threat model, §5 gives an overview of Privagic, §6
presents our secure type system, §7 shows how Privagic partitions
the code, §8 discusses the limitation, §9 presents the evaluation,
and §10 concludes.
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1. @y = global i32 0 ; int y = 0;

2. define i32 @test(i32 %0) { ; int test(int a) {
3. %2 = alloca i32 ; int x;
4. %3 = add i32 %0, 42 ;
5. store i32 %3, i32* %2 ; x = a + 42;
6. store i32 %3, i32* @y ; y = a + 42;

7. %4 = call i32 @f(i32* %2) ;
8. ret i32 %4 ; return f(&x);
9. } ; }

10. declare i32 @f(i32*) #1 ; extern int f(int*);

Figure 2: Registers and memory in LLVM.

2 BACKGROUND
This section presents the background: Intel SGX and LLVM.

2.1 Intel SGX
Intel SGX protects memory zones named enclaves by defining two
processor modes: an enclave mode and a normal mode. In normal
mode, the processor prevents access to the memory of the enclaves.
When the processor enters the enclave mode, it gains access to a
single enclave, which we name the active enclave. In enclave mode,
the processor can access the memory of the active enclave and the
memory located outside any enclave, which we name the unsafe
memory. The processor can, however, not access the memory of
the non-active enclaves in enclave mode.

To protect an enclave, Intel SGX leverages read/write page per-
missions. Intel SGX also ensures that a device under the control of
an attacker cannot read the memory of an enclave in DMA (direct
memory access). For that, Intel SGX encrypts a cache line when it
leaves the CPU package. In its first version, Intel SGX also enforces
the integrity of the enclaves despite a device under the control of
an attacker. For that, Intel SGX maintains a tree of cryptographic
hashes, which is used to detect a write to an enclave in DMA [39]. In
its second version, Intel SGX does not enforce integrity if a device
is under the control of an attacker.

2.2 LLVM
LLVM considers an abstract machine with a memory and an infinite
number of typed registers. An LLVM instruction takes registers as
input and outputs a new register, which means that a register is
assigned once (i.e., Single Static Assignment representation [1]). As
a result, an instruction and its output register are equivalent.

Figure 2 presents an example of LLVM IR. A typical instruction
is the add instruction at line 4, which adds 42 to the register %0 (the
parameter of the function). This instruction outputs its result in
the register %3.

Additionally to the registers, a code can access memory with the
load and store instructions (e.g., lines 5 and 6 in Figure 2). The
code can create a memory location in the heap with malloc, a local
variable with alloca (line 3), and a global variable with global
(line 1). In each case, the instruction returns a register that points
to the variable.

As illustrated in Figure 1 (see §1), with Privagic, the developer
can enrich a type with a color. The color keyword is a macro. It

1. int a;
2. int b;
3. int* x;

4. // s is sensitive
5. void f(int s) {
6. x = &a;
7. *x = s;
8. }

9. void g() {
10. x = &b;
11. }

11. int color(blue) a;
12. int b;
13. int color(blue)* x;

14. // s is blue
15. void f(int s) {
16. x = &a;
17. *x = s;
18. }

19. void g() {
20. x = &b; // FAIL
21. }

(a) Data flow analysis (b) Explicit secure typing

Figure 3: Hidden pointer modification (f and g runs in paral-
lel).

transforms the color declaration into a generic C annotation.2 The
clang frontend does not handle itself the annotation: it simply emits
the annotation in the LLVM IR. Privagic uses these annotations to
identify the colors associated to the types.

3 MOTIVATION AND RELATEDWORKS
In order to ease the use of SGX, several frameworks propose to
run a complete application with its dependencies in an enclave
[5, 8, 27, 32, 41]. These frameworks ease the use of SGX, but they
lead to a large TCB that can reach tens of megabytes (see §9.2.2).

To avoid a large TCB, two techniques are proposed. The first
technique consists of defining new language abstractions or new
programming models [36, 37]. These abstractions ensure a high
level of safety, but they require a complete rewriting of the applica-
tion, which makes them inadequate for legacy applications with
a large code base. Similar language abstractions were proposed to
ensure the confidentiality of sensitive values in the context of a dis-
tributed system [12, 49, 50]. They also require a complete rewriting
of the application, which also makes them inadequate for legacy
applications.

The second technique consists of automatically partitioning an
application. Privagic belongs to this category. Table 1 gives an
overview of the automatic partitioning techniques used in previous
works. These works target Intel SGX, AMD’s SEV, and ARM Trust-
Zone, but also privilege separation [35], which consists of isolating
in a second process the most dangerous functions of an application.
All these works are based on data flow analysis techniques. The
developer annotates sensitive variables or functions, and then, a
tool analyzes how the data flows in the application: by using use-def
chains [1], abstract interpretation [17], in-vitro execution [45, 46],
points-to analysis [4, 7, 18, 33, 38, 44], program dependence graphs
[19] or taint analysis [6, 25].

As illustrated in Figure 3.a, data flow analysis cannot handle a
multi-threaded application in C or C++. In this example, we suppose
that s is a sensitive value. By analyzing lines 6 and 7, a data flow
analysis tool easily deduces that a contains a sensitive value. How-
ever, since a data flow analysis tool analyzes the code sequentially,
the tool does not see that line 10, which may be executed in parallel
by another thread, can change the pointer x from a to b if line 10
is executed between lines 6 and 7. Since exploring all the possible
thread inter-leavings is not possible because of the combinatorial
2E.g., __attribute__((annotate ("blue"))).
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Tool Technique Language Starting point Partitioning granularity Multiple Language
Code Data threads coverage

Glamdring [23] Abstract interpretation [17] C Func. args. Function Global variable No Complete
Privtrans [9] Use-def chains [1] C Function Function Incorrect1 No Incomplete1,4

Treillis [26] Call graph [1] C Func./glob. var. Function Incorrect1 No Incomplete1

ProgramCutter [45] In-vitro execution C None Function Incorrect1 No Incomplete1,4

SeCage [25] Taint analysis C Local variable Function Incorrect1 Yes Incomplete1
Montsalvat [47] Points-to analysis [4] Java Function Java class Java class Yes Complete
Civet [42] Points-to analysis [4] Java Java class Java class Java class Yes Complete
Rubinov at al. [34] Taint analysis [6] Java Variable Java class Java class No Incomplete3
GoTEE [20] Prog. dependence graph [19] Go goroutine goroutine Global variable Yes Complete
PtrSplit [24] Prog. dependence graph [19] Agnostic Global variable Function Global variable No Complete
SecV [46] In-vitro execution Agnostic Function Function Object No Incomplete4

Our contribution Language typing C/C++ Type Instruction Field Yes Complete

1 : does not support pointers 2 : does not support thread local storage
3 : the paper states that the technique can only handle 86% of the applications 4 : does not inspect all the code

Table 1: Automatic partitioning tools. No tool can handle multi-threaded applications in the general case.

explosion, the previous tools misbehave for a multi-threaded appli-
cation.

This limitation is clearly identified in previous work (see column
“Language coverage” of Table 1): page 52 of [10] for the abstract
interpretation engine used in Glamdring [23], [6] for the taint anal-
ysis used in Rubinov et al., and [19] for the program dependence
graph used in PtrSplit [24].

Despite the limitation of data flow analysis with multiple threads,
four tools can, however, handle multi-threaded applications: SeCage
[25], Montsalvat [47], Civet [42] and GoTEE [20]. However, they
cannot handle multi-threaded C and C++ applications in the general
case.

SeCage can handle multi-threaded C applications because it does
not handle pointers at all. As a result, SeCage cannot be used with
most of the C applications.

Montsalvat and Civet can handle multi-threaded applications
by relying on a sort of language typing simpler than the language
typing proposed in Privagic. Technically, withMontsalvat and Civet,
the developer annotates the Java classes that have to be stored in
an enclave. These annotations are enough for the Java language
because Montsalavat and Civet consider that all the fields of an
object are private, and because a Java application cannot create a
direct pointer to one of the fields inside an object. In C and C++,
the code can create such a pointer. These pointers lead to a much
more complex interaction between the code and the sensitive value:
any pointer may potentially access a sensitive value, which is not
a case handled by Civet or Montsalvat. For this reason, Privagic
goes one step further by introducing the concept of secure typing,
which makes pointer analysis doable.

GoTEE can handle threads because it considers goroutines that
are not supposed to share memory. This hypothesis does not hold
for a language such as C or C++, in which memory sharing between
the threads is allowed.

Privagic avoids the limitation of data flow analysis and can han-
dle multi-threaded C and C++ applications in the general case. With
the same example (see Figure 3.b), if the developer forgets to ex-
plicitly color b in blue, the compiler will report a type error at line
20. In detail, at line 20, x is a pointer to a blue value, but &b is a

1. int x = 0, y = 0;
2. int color(blue) b;

3. void f() {
4. if(b == 42) // basic block A
5. x = 1; // basic block B (indirect leak)
6. y = 2; // basic block C (non sensitive)
7. }

Figure 4: Indirect color propagation.

pointer to an uncolored memory location. Privagic detects thus
a type error because storing a pointer to an uncolored memory
location in a pointer to a colored memory location is prohibited,
exactly as storing a pointer to a float in a pointer to an integer is
prohibited.

4 SECURITY GUARANTEES
We suppose an attacker that fully controls a machine (operating
system, hypervisor, and hardware included). We suppose that the
attacker cannot read or write the memory of the enclaves protected
by Intel SGX. For that, we suppose that the processor, the Privagic
runtime, and the software development kit provided by Intel to
use SGX are correct and do not contain bugs. We do not consider
side-channel attacks since Intel SGX does not address this attack
vector.

With such an attacker, Privagic aims to enforce confidentiality
and integrity, as well as to prevent Iago attacks. The attacker should
not be able to (i) directly or indirectly extract a sensitive value from
an enclave, (ii) modify a sensitive value, or (iii) alter the normal
behavior of an enclave by passing it a corrupted value.

Enforcing confidentiality. Privagic enforces confidentiality by
starting from a fundamental property. A memory location or
an LLVM register can have at most one color. This property
ensures that a sensitive value can only belong to a single enclave.
To enforce this property, Privagic prevents the use of a union with
fields with different colors, as this would amount to a sensitive
value with two colors.

Starting from this property, Privagic ensures that an attacker
that controls the operating system cannot deduce the color of a
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Figure 5: Overview of Privagic.

sensitive value with five rules. The two first rules ensure that a
colored value cannot directly escape from its enclave, while the
three last rules ensure that a colored value cannot indirectly escape
from its enclave.

In detail, the first rule ensures that a colored value cannot escape
from its enclave through a store. For that, Privagic ensures that
storing a colored value in a memory location with a different color
(or without a color) is prohibited.

The second rule ensures that if an instruction consumes or out-
puts a value with the color C, then the instruction is executed in C.
This rule ensures that only the enclave C can access a value with
the color C.

The third rule prevents an explicit indirect leak. It ensures that
if an instruction takes a colored value as input, then the output has
the same color. With this rule, an attacker cannot deduce the value
of a colored value by observing a value that was computed with it.

The fourth rule ensures that a color is preserved despite a pointer
cast. This rule states that if a pointer p points to a C memory
location, p is itself C. The code can thus not assign p to a pointer q
pointing to a memory location with a different color. This prevents
any possibility of using a cast to change a color.

The fifth rule prevents an implicit indirect leak through a condi-
tional jump. Figure 4 illustrates the issue. In this code, if an attacker
observes that x is equal to 1, the attacker can deduce that b is equal
to 42. In order to avoid this leak, Privagic ensures that x has a color
compatible with b (see the details in §6.1.1).

Enforcing authenticity. To enforce authenticity, Privagic ensures
that a code executed outside an enclave cannot modify the memory
of the enclave. For that, Privagic ensures that a store to a memory
location with the color C is necessarily executed in the enclave C.

Preventing Iago attack. To prevent Iago attacks, Privagic ensures
that an instruction executed in an enclave never uses a value com-
puted outside the enclave. For that, Privagic ensures that an instruc-
tion executed in an enclave C cannot take an input with a different
color or without color.

5 OVERVIEW
The Privagic compiler partitions the code between the enclaves
and the unsafe memory. It is not specifically tailored for Intel SGX.
It supposes a memory shared between the enclaves and the un-
safe code, and a runtime that offers inter-enclave communication
primitives (see §7.3).

The Privagic compiler can run in two modes. In hardened mode,
it enforces confidentiality and integrity, and prevents Iago attacks.
In relaxed mode, it only enforces confidentiality and integrity.

Color Given to Compatible with
F (Free) Registers and instructions Any other color
U (Unsafe) Memory locations No color

S (Shared) Memory locations No color
(but becomes F when loaded)

Table 2: Initial colors given to the uncolored elements.

As shown in Figure 5, the compiler takes a LLVM bitcode file
as input. This LLVM bitcode file contains the whole LLVM Inter-
mediate Representation (IR) of the application. It is generated by a
classical toolchain, e.g., clang for the C language.

Privagic first analyzes the LLVM IR in order to prevent confiden-
tiality, integrity, or Iago issues. Privagic then partitions the LLVM IR
into several bitcode files, which are used to generate an executable
with a classical compilation toolchain.

5.1 Type inference
As stated in §1, Privagic eases the use of secure types by using type
inference in simple cases. In detail, Privagic infers the color of the
LLVM register and of the local variables. For the local variables,
Privagic only infers the color if the code does not create a pointer to
the local variable. Such registers and variables can only be accessed
by a single thread, which ensures that the inferred color is correct
in multi-threaded applications.

To simplify type inference, Privagic starts by executing the
mem2reg pass of LLVM. This pass promotes a local variable into a
register, except if the code creates a pointer to the local variable.
As a result, after the mem2reg pass, Privagic just has to infer the
colors of the registers to infer the colors of both the registers and
the local variables without a pointer.

5.2 Stabilizing algorithm
During the type analysis phase, since Privagic uses type inference,
Privagic may change the color of an input of an already visited
instruction. This happens in the case of a backward jump (a loop)
or of a recursive call. For this reason, Privagic uses a stabilizing
algorithm. In detail, Privagic runs one or several full analysis passes
on the whole IR of the application. At the end of a pass, if Privagic
inferred new colors during the pass, it restarts a new complete
analysis pass. Otherwise, the stabilizing algorithm stops.

5.3 Initial colors
After the mem2reg pass, if an LLVM element does not have a color,
Privagic considers two cases. For an uncolored register or instruc-
tion, as shown in Table 2, the element takes the color F (free). This
color indicates that the color will be deduced by type inference. If a
register or an instruction is still F at the end of the analysis, it means
that the element is not bound to any enclave. Privagic replicates
the computation of a F register in each enclave, which ensures that
using a F register is safe in any enclave. For that reason, F is the
only color compatible with any other color.

For a memory location, if the location has an explicit color, Pri-
vagic uses it. Otherwise, Privagic considers that the memory loca-
tion is located in unsafe memory. The memory location takes the
color U (untrusted) in hardened mode and the color S (shared) in
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Instruction
Color propagation

#
Registers Instruction

𝑟 = 𝑙𝑜𝑎𝑑 (𝑝 ) ∗𝑝 ∼ 𝑝 ∧ (∗𝑝 ≠ S⇒ 𝑟 ← ∗𝑝 ) 𝑖𝑛𝑠 ← ∗𝑝 1
𝑟 = 𝑜𝑝 (𝑥0, ...) ∀𝑖, 𝑟 ← 𝑥𝑖 𝑖𝑛𝑠 ← 𝑟 2
𝑠𝑡𝑜𝑟𝑒 (𝑝, 𝑟 ) ∗𝑝 ∼ 𝑝 ∧ 𝑟 ∼ ∗𝑝 𝑖𝑛𝑠 ← ∗𝑝 3
𝑥𝑛 = 𝑖𝑛𝑠 (𝑥0, ...) 𝑖𝑛𝑠 ∈ B ⇒ 𝑥𝑛 ← B 𝑖𝑛𝑠 ← B 4

𝑥 ∼ 𝑦 ⇔ 𝑥 is compatible with 𝑦 ⇔ ((𝑥 ≠ 𝑦) ∧ (𝑥 ≠ F) ∧ (𝑦 ≠ F) ⇒ error)
𝑥 ← 𝑦 ⇔ (𝑥 ∼ 𝑦) ∧ (𝑥 = F⇒ 𝑥 takes the color 𝑦)
𝑖𝑛𝑠 : any instruction 𝑜𝑝 : 𝑖𝑛𝑠 that is not a store, a load or a call
Table 3: Secure type system. 𝑥 is the color of a register 𝑥 .3

relaxed mode. Both colors are incompatible with any other color.
Compared to U, S has a special property: it becomes F when it is
loaded from memory into a register. Since a value loaded from U
remains U, an instruction that belongs to an enclave C cannot use
it, which prevents Iago attack. In relaxed mode, Privagic does not
protect against Iago attack: a value loaded from S becomes F, which
is compatible with C, and can thus be consumed by an instruction
executed in C.

6 SECURE TYPE SYSTEM
The type analysis phase of Privagic has two goals. First, it has the
goal of preventing confidentiality, integrity, or Iago issues. Then, it
has the goal of assigning a color to each instruction. This color is
used in the partitioning phase to partition the application.

6.1 Typing rules
Table 3 presents the rules used by Privagic when we ignore the
function calls. The rules ensure security by identifying the compat-
ible registers. We say that the registers x and y are compatible if
their colors 𝑥 and 𝑦 are compatible, which we note 𝑥 ∼ 𝑦. This is
the case if 𝑥 is equal to 𝑦, or if 𝑥 or 𝑦 is equal to F. Otherwise, they
are incompatible and Privagic reports an error if they should be.

To simplify the presentation, in the remainder, we consider a
color C such that C ≠ F. C can be U or S.

6.1.1 Hardened mode. In hardened mode, the unsafe memory is
U, which behaves as any other color. For this reason, we consider
the unsafe memory as any other enclave. Since the S color does not
exist in hardened mode, the ∗𝑝 ≠ S in Rule 1 is always true, and we
can simplify Rule 1 in ∗𝑝 ∼ 𝑝 ∧ 𝑟 ← ∗𝑝 .

Confidentiality - direct leak and explicit indirect leak. To prevent
an explicit indirect leak, Rules 1 to 3 ensure that color is preserved
instruction after instruction (Rule 2 with 𝑟 ← 𝑥𝑖 ), from a load (Rule
1 with 𝑟 ← ∗𝑝), up to a store (Rule 3 with ∗𝑝 ∼ 𝑟 ).

Rules 1 to 3 also ensure confidentiality by ensuring that only an
instruction generated in C can access a C register or a C memory
location. For a memory location, a load or store that accesses a C
memory location is generated in C (fourth column). For a register,
the rules ensure that a C instruction only accesses C registers. This
is the case of a load or a store thanks to 𝑝 ∼ ∗𝑝: if 𝑝 = C, then
∗𝑝 = C and the instruction is generated in C (fourth column). This

3Note that the 4th confidentiality rule in §4 is enforced by the ∗𝑝 ∼ 𝑝 of Rule 1.

is also the case of an operation (Rule 2) thanks to 𝑟 ← 𝑥𝑖 : if 𝑥𝑖 = C,
then 𝑟 = C and the instruction is generated in C (fourth column).

Confidentiality - implicit indirect leak. Rule 4 prevents implicit
indirect leaks (see §4). Without giving the implementation details,
Rule 4 assigns a color to each basic block.4 When Privagic visits
a conditional jump controlled by a C register, it assigns the color
C to the basic blocks of the “if” and “then” branches (basic bloc B
in Figure 4, see §4). It does not propagate C to the joining point of
the “if” (e.g., C in Figure 4) since this basic block does not carry
sensitive information anymore.

Rule 4 ensures that if a basic block B has the color C, then the
output register of any instruction that belongs to B has a color
compatible with C. For example, in Figure 4, Privagic reports an
error: x cannot take the blue color of B at line 5 since x is U (line
1).

Integrity. Privagic ensures that a store to a C memory location
is necessarily executed in C (fourth column). Thanks to that, an
enclave cannot modify the memory of another enclave.

Iago attacks. Privagic prevents Iago attacks by ensuring that a C
instruction only consumes inputs generated by C or loaded from
C. This is the case first because a C register is either loaded from
C (Rule 1) or computed by an instruction generated in C (Rule
2). Moreover, since Privagic replicates the computation of the F
register in each enclave, a F register is also generated in C (see §5.3).
Since Rules 1 to 3 ensure that a C instruction can only consume C
or F registers, and since the C and F registers are generated in C
or loaded from C, we can conclude that a C instruction can only
consume registers generated in C or loaded from C.

6.1.2 Relaxed mode. In relaxed mode, Privagic generates a F regis-
ter when it loads a value from S (Rule 1). The relaxed mode enforces
confidentiality because Rule 3 still ensures that a store cannot write
a C register in a S memory location. The relaxed mode also enforces
integrity because a store executed in C necessarily accesses a C
memory location (Rule 3). However, the relaxed mode does not
prevent Iago attacks. Using a F register in Rules 1 to 3 is not safe
anymore since a F register can come from S, which can be poisoned
by an attacker.

6.2 Direct call and entry points
Handling a function call is slightly more complex because the same
function can be called from two sites with arguments with different
colors. For this reason, when Privagic visits a call to a local function,
i.e., a function for which the IR is available in the analyzed file,
Privagic generates a specialized version of the function with the
actual colors of the arguments. Privagic then visits the generated
function, which means that, when Privagic visits a function, the
colors of the arguments are always known.

To start an analysis pass, Privagic also generates specialized
versions of what we name the entry points. An entry point is a
function that may be called from another project. The arguments
of an entry point are U in hardened mode, and F in relaxed mode.

4A basic block is a sequence of instructions without a jump and that do not contain
instructions that are the target of a jump, except for the first and the last instruction
[1].
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In the stabilizing algorithm (see §5.2), a pass consists of analyzing
the IR by starting from the entry points.

To handle the case where Privagic generates a library, Privagic
considers by default that any function with the extern attribute
is an entry point. The developer can also explicitly give the entry
points by using annotations (e.g., only the main function).

6.3 Other function calls
If a function is external, i.e., if the analyzed IR file does not contain
the code of the function, Privagic considers by default that the
function belongs to the untrusted part of the application. For this
reason, Privagic considers that the arguments have to be compatible
with U.

An external function may be available from within the enclave.
This is the case of the functions of the mini-libc library provided
by Intel SDK. This library provides basic functions such as memcpy
or malloc and is embedded by Privagic in each enclave. For such
a function, the developer can annotate it with the within annota-
tion. Privagic ensures that if a call to a within function takes an
argument with the color C where C ≠ F, then the call is executed
in C. Additionally, Privagic ensures that all the other arguments
are compatible with C. Moreover, if the function takes pointers as
an argument, Privagic ensures that the pointed value is compatible
with C, which ensures that an enclave cannot let a sensitive value
escape through a pointer to U during an external call.

Handling an indirect call is more complex because Privagic can-
not always identify the called function during compilation. Because
of that, Privagic uses a conservative approach. Privagic considers
an indirect call as a direct call to an external function located in the
untrusted part of the application. As for any external call, Privagic
verifies that the arguments of an indirect call are compatible with
U. Accordingly, when an instruction loads a function pointer, Pri-
vagic loads a pointer to a version of the function specialized for U
arguments.

6.4 Communication with the outside
In hardened mode, an enclave is totally isolated from the rest of
the system. To allow the enclave to communicate with the out-
side, Privagic provides the ignore annotation. A function with the
ignore annotation behaves as a function with the within anno-
tation, which means that as soon as one of the arguments is C
with C ≠ F, the call is executed in the enclave C. However, in that
case, instead of reporting an error if an argument (or the value
pointed by an argument) is incompatible with C, Privagic ignores
the argument.

Thanks to the ignore annotation, the developer can classify and
declassify values. For example, the developer can annotate with
ignore the encrypt(plain, len, key, iv, cypher) function
of the libssl library. In this case, since Privagic allows the code to
call encryptwith a C pointer for plain and a U pointer for cypher,
the developer can use encrypt to declassify the encrypted result
generated in cypher.

7 APPLICATION PARTITIONING
After having computed the colors, Privagic partitions the applica-
tion by rewriting it. It rewrites the application in three steps: it

rewrites the global variables, the multi-color structures, and finally
the functions.

7.1 Global variables
As a first step, Privagic rewrites the global variables. For the vari-
ables that are not S, Privagic places them in their enclaves. Since a
S variable can be used by any enclave in relaxed mode, a S variable
has to be accessible from any enclave. However, an enclave is a
shared library and it cannot use a symbol defined in the untrusted
part of the application, which is the case of a S variable. For this
reason, Privagic gathers all the S variables in a shared data structure
stored in unsafe memory and replaces accordingly all the accesses
to the S variables by accesses to this structure. When Privagic starts
an enclave, it gives a pointer to this structure to the enclave, which
allows the enclave to access the S variables without relying on
symbol resolution.

7.2 Multi-color structures
As a second step, Privagic handles the structures with multiple
colors, such as the data structure presented in Figure 1 (see §1).5
For a multi-color data structure, Privagic cannot keep the fields
packed in memory because an enclave is contiguous in the virtual
address space. For that reason, Privagic introduces an indirection
level: instead of storing directly the colored values in the structure,
Privagic stores pointers to the colored values. In order to introduce
this indirection, Privagic first analyzes the code to associate each
allocation site (e.g., a call to malloc) to a data structure. Then,
for each multi-color data structure, Privagic rewrites its allocation
site to allocate the structure in unsafe memory and the colored
fields in their enclave. Finally, Privagic rewrites the accesses to the
fields to replace direct access with indirect access. For example, a
memcpy(&s->f, ...) becomes a memcpy(&s->ind->f, ...).

7.3 Code rewriting
Finally, Privagic partitions the code itself. While it partitions the
code, Privagic generates a parallel code by leveraging the fact that
two instructions with different colors do not have data dependen-
cies. For that, Privagic supposes that the Privagic runtime runs
a worker thread in each enclave for each application thread. The
remainder of the section explains how Privagic partitions the code
step by step.

7.3.1 Color set and chunks. To generate a parallel code, Privagic
first computes the color set of each function. The color set of a
function is the set of colors used by a function, F excluded. Figure 6
shows an example. In this example, the color set of main (line 4 in
Figure 6) is equal to {𝑏𝑙𝑢𝑒,U} because main uses the U color at line
5, and the blue color at line 6. For the specialized version of f that
receives a blue parameter (line 9), its color set is {𝑏𝑙𝑢𝑒} because f
receives a blue argument, calls a function without using color, and
returns the F value 42. For g, its color set is {𝑟𝑒𝑑, 𝑏𝑙𝑢𝑒,U} because
it uses the red and blue colors at lines 14 and 15, and then executes
a call to an external function, which is colored in U during the type
analysis phase.

5Note that Privagic handles a bitfield because, in LLVM, a bitfield is translated into a
normal field with a specific number of bits.
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Global variables
Function main Function f Function g

𝑐𝑜𝑙𝑜𝑟𝑠𝑒𝑡 = {𝑏𝑙𝑢𝑒,U} 𝑐𝑜𝑙𝑜𝑟𝑠𝑒𝑡 = {𝑏𝑙𝑢𝑒 } 𝑐𝑜𝑙𝑜𝑟𝑠𝑒𝑡 = {𝑟𝑒𝑑,𝑏𝑙𝑢𝑒,U}
1. int color(U) unsafe = 0;
2. int color(blue) blue = 10;
3. int color(red) red = 0;

4. int main() {
5. unsafe = 1;
6. int x = f(blue);
7. return x;
8. }

9. int f(int y) {
10. g(21);
11. return 42;
12. }

13. void g(int n) {
14. blue = n;
15. red = n;
16. printf("Hello\n");
17. }

Figure 6: A complete example.
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Figure 7: Execution of the example given in Figure 6.

For each color of a color set, Privagic generates a colored version
of the function, which we call a chunk. For example, as shown
in Figure 7, Privagic generates three chunks for the function g.
Privagic partitions the code by generating the C instructions of a
function in its C chunks.6 Privagic also replicates the F instructions
in each chunk, which ensures that using a F value in a chunk in
hardened mode is safe (see §6.1.2). If the F instruction is uselessly
replicated, a dead-code-elimination pass [1] eliminates it after.

7.3.2 Function call. For each call site, Privagic compares the color
set of the caller with the color set of the callee. If a color C is
common between the two color sets, Privagic generates a call to
the chunk C of the callee directly in the chunk C of the caller. In
that case, the chunk of the caller calls the chunk of the callee with
the C and F arguments, but not with the others arguments. For
example, in Figure 7, main.blue directly calls f.bluewith the blue
argument (10).
6As a corner case, for a store in S in a function without a S chunk, Privagic generates
the store in an existing chunk to avoid uselessly creating a S chunk.

To handle the case where one of the colors of the callee is not
in the color set of the caller, the Privagic runtime manages com-
munication channels between the enclaves. In detail, each worker
thread has a communication channel implemented as a lock-free
FIFO queue [21, 28] stored in unsafe memory. To start a missing
chunk, the Privagic runtime provides the spawn message, which
takes as argument the identifier of the missing chunk.

The missing chunk may need F arguments, which are only com-
puted in the caller. In this case, Privagic reports an error in hardened
mode since using a value computed by another enclave is unsafe. In
relaxed mode, using an unsafe value is authorized, and the Privagic
runtime provides thus the cont message to send a F argument, and
the wait function to wait for a message. In detail, for the F argu-
ments, Privagic generates a trampoline in charge of receiving them
from the caller, and then of calling the chunk. Figure 7 illustrates
this case to start g from f. In this example, f.blue sends the spawn
messages 𝑠2 and 𝑠3 in order to start the trampolines for the chunks
g.red and g.U. Then, f.blue sends the F argument 21 with the
contmessages 𝑐1 and 𝑐2. Finally, the trampolines in g.red and g.U
receive the argument 21 and call the chunks.

7.3.3 Synchronization barriers. Some instructions have a visible
effect and have thus to be executed in the sequential order of the
source code. This is the case of a store to S and of a call to an exter-
nal function (e.g., printf). When Privagic generates the code of an
instruction that has a visible effect, Privagic generates a synchro-
nization barrier by using the cont message and the wait function.
For example, for the printf of g at line 16 in Figure 6, as shown in
Figure 7, Privagic generates a synchronization barrier.

7.3.4 Entry points and indirect calls. For each entry point and each
function indirectly called, Privagic considers that it executes only
in U. For that reason, Privagic generates an interface version of
these functions. An interface version keeps the original name of the
function. It is in charge of starting the missing chunks. For example,
in Figure 7, the interface function of main starts the execution of
main.blue by sending a spawn message to the blue enclave and
then directly calls main.U.

8 DISCUSSIONS AND LIMITATIONS
With Privagic, an attacker may try to attack an enclave by gener-
ating cont and spawn messages. Because a cont message simply
unblocks an enclave without changing its execution flow, an at-
tacker cannot temper the execution flow of an enclave with cont
messages. In hardened mode, a cont message cannot carry a F
value. This ensures that the enclave executes exactly the code that
it is supposed to execute, even if an attacker sends unexpected
cont messages. In relaxed mode, when a cont message carries a F
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value, as for any value that comes from the untrusted part of the
application, the developer may have to check its integrity.

An attacker can temper the execution flow of the application by
sending unexpected spawn messages. To protect Privagic against
this attack vector, identifying the valid sequences of spawn mes-
sages is required, which we let as future work.

A limitation of our prototype comes from the number of worker
threads. Currently, for each thread of the application, Privagic runs
one worker thread per enclave, which multiplies the number of
threads by the number of colors plus one. We did not optimize this
part of Privagic, but techniques such as configless switchless calls
[48] should allow Privagic to adapt the number of worker threads
to the workload.

Another limitation of our prototype comes from the impossibility
of using multi-color structures in hardened mode. Because of the
indirection introduced between the structure located in unsafe
memory and the colored fields (see §7.2), an enclave has to load a
pointer to a colored field from unsafe memory, which requires the
use of the relaxed mode. Currently, in hardened mode, a developer
can thus only use multiple colors if they do not belong to the
same data structure. Using multi-color structures in hardened mode
requires the use of authenticated pointers, which we let as a future
work. Note that this restriction does not exist with a single color
and that our goal is not to use multiple colors, but to partition
multi-threaded applications.

9 EVALUATION
Explicit secure typing makes the partitioning of a multi-threaded
application possible. However, it requires more engineering effort
than data flow analysis. The first and main goal of our evaluation
is thus to verify that this effort remains modest. Additionally, as
for any tool that automatically partitions an application, Privagic is
supposed to decrease the trusted computing base without degrading
the performance too much. The second goal of our evaluation is
thus to verify that this is the case. To evaluate the engineering effort,
the trusted computing base, and the performance, we consider a
large application (memcached) and several common data structures
found in many applications.

9.1 Hardware and software setting
We evaluate Privagic on two machines. Machine A is an Intel i5-
9500 CPU 3GHz with 16GiB memory. This 6-core CPU ships SGX
version 1 with a maximal EPC size usable by the enclaves of 93MiB.
Machine B is an Intel Xeon Gold 5415+ with 16 CPUs, 120GiB of
memory, and 22.5MiB of last-level cache. This processor supports
SGX version 2 with a maximum EPC size of 8131MiB.

Machines A and B run Linux 5.15.0, glibc 2.31, clang 10.0.0, and
Intel SGX SDK 2.19.100. We run at least 5 times the applications
and report the average and the variance.

9.2 Memcached
We first evaluate a legacy application: memcached 1.6.12 (24 841
lines of C code). Memcached is an in-memory cache widely used in
production. It is designed as an event-based system with multiple
threads to handle the requests. We inject the load with the standard
Java version of the YCSB benchmark [15] through the loopback

Modified (C locs) TCB (KiB) User code (LLVM)
Scone 0 51271 78106 + libraries
Privagic 9 268 1 238

Table 4: Memcached metrics (locs: lines of code).

network on the same machine. YCSB simulates 6 clients with 6
threads. YCSB uses a record size of 1024B and runs 8, 000, 000
operations. We evaluate data sets ranging from 1MiB to 32GiB by
changing the number of records.

We configure memcached with 7 threads: a worker thread, a net-
work listener thread, and some miscellaneous background threads,
e.g., in charge of maintaining the least recently used key/value pairs
in memory.7

We evaluate three configurations of memcached on machine B.
Unprotected is an unprotected memcached running in a docker
container. Scone relies on Scone [5] v5.7.0 to run memcached in a
container fully embedded in an SGX enclave. Scone calls the oper-
ating system by using switchless calls [5]. Privagic is our version
of memcached. It prevents an attacker from reading or writing the
key/value pairs of memcached by coloring the central map of mem-
cached. Privagic is generated in hardened mode. For a get operation,
Privagic declassifies the result as soon as it is retrieved from the
map. Declassifying a value is not necessary for a put operation.

9.2.1 Engineering effort. Column “Modified” of Table 4 reports
the number of modified lines of code. Scone does not require any
modification since memcached is fully embedded in an enclave. For
Privagic, we modified 9 lines of code: 2 to add the colors to the
central map, and 7 to declassify the values. With Glamdring [23],
the authors report only 2 modified lines of code for memcached.
The engineering effort required to use Privagic is thus larger but
remains modest and realistic for a complete application.8

9.2.2 TCB size. As shown in the “TCB” column of Table 4, the
binary code loaded in the enclave with Privagic is roughly 200 times
smaller than the binary code loaded with Scone. With Scone, this
code includes memcached (349 KiB), the musl C library (14.7MiB),
and the OS library shipped with Scone (36.2MiB). Any bug from
any of these components may lead to a threat inside the enclave.

The 268 KiB of Privagic includes the Intel SDK runtime and the
Privagic runtime. If we exclude this code, the user code generated
by Privagic from the source code of the application contains 1238
lines of LLVM code (column “User code”). We cannot report the
exact user code with Scone because Scone does not disclose its
source code. However, even if we ignore the musl C library and
the library OS of Scone, the code of memcached embedded in an
enclave is already 63 times larger (78106 lines of LLVM code).

Overall, these results show that Privagic significantly reduces
the TCB as compared to fully embedding the application in the
enclave, and for a modest engineering effort.

9.2.3 Performance. Figure 8 reports the throughput of memcached
on machine B.

7https://github.com/memcached/memcached/blob/master/doc/threads.txt
8Note that the code generated by Glamdring is correct in this case because memcached
does not face the concurrency issue presented in Figure 3. However, in the general
case, Glamdring cannot handle multiple threads because of the limitation of the Eva
plugin of Frama-C [10].
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Figure 8: Memcached with YCSB.

Small data set. For a small dataset (less than 200MiB), the through-
put of Privagic is between 8.5 to 10.0 better than the throughput of
Scone. The throughput of Privagic is only 5% to 20% lower than the
throughput of Unprotected for a small dataset.

With Scone, the overhead is larger than with Privagic for two
reasons. First, we measured that the time to enter and leave the
enclave to execute a request is larger with Scone than with Privagic.
Then, since Scone fully executes in an enclave, Scone has to perform
many system calls from the enclave: for the network operations
and to acquire/release locks. Even if Scone optimizes the system
calls with switchless calls, the large number of system calls in Scone
significantly slows down the execution of a request. This is not
the case with Privagic because Privagic minimizes the code in the
enclave. With Privagic, the code in the enclave accesses the data
structure and only calls the operating system twice: to acquire a
lock and to release it.

Large data set.We also observe that the latency and the through-
put of Privagic degrades when the dataset size increases. In the
worst case (dataset of 32GiB), the throughput of Privagic remains,
however, at least 2.3 times higher than the throughput of Scone.

The throughput of Privagic decreases with a large dataset be-
cause of cache effects. In detail, the central map of memcached
becomes larger with a larger dataset. Retrieving a key thus leads
to more memory accesses, which translates into more last-level
cache (LLC) misses. This is the case for Unprotected, Privagic and
Scone. For example, in Unprotected, we measured that increasing
the dataset from 236MiB to 32GiBmultiplies the ratio of LLCmisses
roughly by 3 (from 6.5% to 17.6% LLC misses).

For Privagic and Scone, the higher number of cache misses has
an important effect because they happen while the processor is in
enclave mode. As reported in [30], an LLC miss in enclave mode
takes between 5.6 to 9.5 more time than in normal mode. As a
result, while the higher number of LLC misses has a marginal effect
for Unprotected, this is not the case for Privagic and Scone. For
Privagic, the higher number of LLC misses translates into a worse
latency, which itself translates into a degraded throughput. The
throughput degradation with Scone also exists but is less visible
because the latency of Scone is already high with a small dataset.

9.3 Data structures
To evaluate the engineering effort required to adapt an application
for Privagic, we now focus on classical data structures found in
many applications: a linked-list, a red-black tree (balanced tree)
and a hashmap. The hashmap uses a separate chaining algorithm:
it is designed as an array of linked lists, in which each linked list
contains the keys that collide. We use the data structures as maps,
i.e., they associate keys to values. The map is stored in a global
variable, and we inject the load with our re-implementation in C
of the YCSB benchmark [15]. The benchmark directly accesses the
map in the same thread without involving the network in order to
observe the cost of using SGX.

We evaluate five configurations. Unprotected does not use SGX.
In Privagic-1, we color the whole data structure with Privagic in
hardened mode. In Privagic-2, we use the relaxed mode of Privagic
to color the keys and the valueswith two different colors. Intel-sdk-1
exposes the interface of the maps in EDL (i.e., put, get). Intel-sdk-2
uses two enclaves in EDL: one for the keys and the other for the
values.

In each configuration, we use keys of 8 bytes and values of 1024
bytes. We use machine A for this evaluation. For the experiments
with a single color, we pre-initialize the map with 100 000 keys and
then run the experiment. For the experiments with two colors, we
pre-initialize the map with only 20 000 keys because the runs are
much longer.

9.3.1 Engineering effort. With one color, protecting the data struc-
ture with Privagic by starting from the unprotected version leads
to the modification of at most 5 lines of code. For example, for the
hashmap, we modified 1 line to color the data structure, 2 lines to
color two local variables, and 2 lines to declassify the result of the
get function. For two colors, we modified at most 6 lines in total.
For example, for the hashmap, we modified 2 lines to add the colors
to the fields, 1 line to color a local variable, 2 lines to declassify the
result of a get, and 1 line to declassify the result of a call to a hash
function.

Manually porting the unprotected code to use one color with In-
tel SDK is relatively straightforward, but leads, for example, to 206
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Figure 9: Data structures with YCSB (1 color).
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Figure 10: Hashmap with YCSB (2 colors).

modified lines of code for the hashmap. Manually porting the un-
protected code to use two colors with Intel SDK is more challenging.
To exchange data between the enclaves, we have to manually han-
dle the allocations of the keys and values in the different enclaves,
and to expose several functions of the enclaves to the untrusted
part of the application. Overall, these modifications lead to a whole
redesign of the code.

9.3.2 Performance analysis. Figure 9 reports the performance with
one color, and Figure 10 with two colors.

In Figure 9, when we compare Intel-sdk-1 with Privagic-1, we
observe that Privagic multiplies the throughput by 2.2 to 2.7 for
the treemap, by 1.6 to 2.7 for the hashmap, and by 1.1 to 1.2 for
the linked-list. The worse throughput of Intel-sdk-1 comes from a
higher cost of crossing the enclave boundary: Privagic relies on a
lock-free queue for communication while Intel-sdk-1 implements a
switchless call with a lock [40, 43]. The performance improvement
brought by Privagic is more interesting with the treemap and the
hashmap than with the linked list because retrieving a key in a
linked list requires visiting many (key, value) couples (50 000 in
average), which amortizes the cost of crossing an enclave boundary.

Compared to Unprotected, Privagic-1 divides the throughput by
19.5 to 26.7 for the treemap, by 3.6 to 6.1 for the hashmap, and by 1.2
to 1.7 for the linked list. The degradation is more important with the
treemap because of the uniform access pattern. This pattern leads to
many LLC misses, which are 5.6 to 9.5 more costly in enclave mode
[30]. The degradation is lower with the hashmap because of the
zipfian access pattern, which leads to fewer LLC misses. In this case,
the overhead comes from the cost of exchanging messages between
the thread in normal mode and the thread in enclave mode. This
cost dominates in this experiment because access to the hashmap
only costs a few memory accesses. The overhead becomes lower
with the linked list because the time to traverse the list is larger, and
thus hides the cost of exchanging messages between the threads.

In Figure 10, we observe that Privagic divides the latency by
6.4 to 9.2 times. Two colors exacerbate the advantage of using
Privagic compared to using Intel SDK because of more enclave
transitions. We also observe that Privagic-2 significantly degrades
latency compared to Unprotected for the same reason: Privagic-2
pays a large cost to cross multiple enclave boundaries for each
request, while this cost does not exist with Unprotected.

9.4 Assessment
Overall, our evaluation shows that: (i) Privagic requires a modest
engineering effort (at most 9 modified lines of code if we consider
all our use cases), (ii) we can easily use Privagic with different data
structures, (iii) Privagic is more efficient than using Intel SDK or
than fully embedding the application in an enclave, and (iv) Privagic
reduces the trusted computing base compared to fully embedding
the application in an enclave.

10 CONCLUSION
This paper proposes explicit secure typing to ease the use of a
TEE in a legacy application. Our evaluation shows that (i) explicit
secure typing handles multiple threads in the general case, (ii) using
explicit secure typing in a legacy application requires a modest
engineering effort, and (iii) explicit secure typing reduces the TCB
and is more efficient than embedding a whole application in an
enclave.
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