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FastSGX: a message-passing based runtime for
SGX

Subashiny Tanigassalame1, Yohan Pipereau1, Adam Chader1, Jana Toljaga1, and
Gaël Thomas2

Abstract Designing an efficient privacy-preserving application with Intel SGX is
difficult. The problem comes from the prohibitive cost of switching the processor
from the non-secure mode to the secure mode. To avoid this cost, we propose to
design an SGX application as a distributed system with worker threads that commu-
nicate by exchanging messages. We implemented FastSGX, a runtime that exposes
this programming model to the developer, and evaluated it with several data struc-
tures. Our evaluation with different workloads shows that the applications designed
with FastSGX consistently outperform the equivalent applications designed with the
software development kit provided by Intel to use SGX.

1 Introduction

Today, citizens deploy their sensitive data in cloud infrastructures. However, a
cloud infrastructure is an untrusted system. A cloud infrastructure is shared among
many users, which makes it an especially interesting target for an attacker. A cloud
provider may also be honest but curious. Protecting user data when it is processed in
a cloud infrastructure is thus today paramount to protect the privacy of the citizens.

In order to help users protect their personal data, Intel proposes a Trusted Exe-
cution Environment (TEE) named Intel SGX [6]. A TEE is a secure computation
mode provided by a processor. A TEE is able to protect a memory zone, which is
named an enclave, against an attacker, who fully controls the operating system, the
hypervisor, and even the hardware. For that, a TEE relies on cryptography to enforce
the confidentiality, integrity, and authenticity of an enclave.

Because of the cost of entering or leaving an enclave, designing an efficient appli-
cation for Intel SGX is difficult. This cost is prohibitive: while a standard call costs
only a few cycles, entering or leaving an enclave costs 7000 cycles [18, 27, 28].
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Several research works show that we can avoid this cost by using switchless calls
[1,24,28,33,34]. A switchless call consists of leveraging worker threads in order to
avoid switching the processor from the non-secure mode to the secure mode. In de-
tail, each worker thread runs in a security domain: either the non-secure domain or
in an enclave. In order to perform a call from one domain to another, a worker thread
of one domain sends a message to a worker thread in the other. To send this mes-
sage, the worker thread simply writes a value in a shared memory zone named an
activation zone. Transferring the control from one domain to another costs a single
cache miss: the cache miss that loads the activation zone from the core of the sender
thread in the core of the receiver thread. Since transferring a cache line costs a few
hundred cycles instead of several thousand, a switchless call significantly improves
performance compared to switching the processor mode.

Whereas switchless call is a well-known technique, using this technique effi-
ciently remains challenging for three reasons.

The first issue comes from the fact that the worker threads are hidden to the de-
veloper and configured statically. In detail, the SGX runtime provided by Intel can
internally use worker threads to optimize the time to transfer the control from/to
an enclave. These workers threads consume CPU resources when they idle because
they actively spin on the activation zone. Unfortunately, the developer can only stat-
ically configure the number of worker threads, which is inadequate if the workload
evolves over time. In such a case, the developer either over-provisions the num-
ber of worker threads, which wastes CPU resources when the workload is low, or
under-provisions the number of worker threads, which leads to inefficiencies when
the workload increases [33].

The second issue comes from the function semantic exposed by the SGX runtime
provided by Intel. With a call semantic, the caller is suspended during a call. The
caller uselessly wastes a CPU while actively waiting for the termination of the call.
The developer can thus not use the wasted CPU resource to execute useful code in
parallel.

The third issue comes from the design of the current SGX runtimes, which pre-
vent a direct call from one enclave to another. Because of this design, while a worker
thread in an enclave could easily transfer directly the control to a worker thread in
another enclave, a worker thread has first to transfer the control back to a thread in
non-secure mode in order to transfer the control to another enclave.

In this paper, we propose to use the switchless call technique more efficiently
with a new programming model. In detail, we propose to explicitly design an SGX
application as a distributed system with worker threads that communicate by ex-
changing messages. With our programming model, as with switchless calls, each
worker thread runs in its security domain. However, the worker threads are made
visible to the developer, who can create and destroy worker threads on the fly. The
developer can thus adapt the number of worker threads to the workload on the fly.
Moreover, instead of exposing a function-call abstraction, we propose to expose a
message-passing abstraction. Thanks to this modification, a worker thread can con-
tinue its execution while another worker thread proceeds a message, which avoids
wasting the CPU of the sender during a call. Finally, by exposing to the developer
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an interface to send and receive messages, a developer can send a message from
any worker threads to any other worker threads, which avoids the need to uselessly
transfer the control to a worker thread in the non-secure domain in the case of an
inter-enclave call.

We implemented our message-passing programming model in a new SGX run-
time named FastSGX. We evaluated FastSGX with two classical data structures: a
hashmap and a treemap. We evaluated versions of these data structures with one and
two enclaves. Our evaluation with different access patterns shows that:

• The interface of FastSGX, with its 4 main functions, is simple enough to be
usable in practice,

• FastSGX can be used to design efficient multi-enclave applications, while current
switchless call runtimes become especially inefficient in this case,

• The data structures implemented with FastSGX consistently outperform the
equivalent data structures implemented with the Intel development of Intel.

The remainder of the paper is organized as follows: §2 gives the background, §3
presents the design of FastSGX, §4 details our evaluation, §5 presents related works,
and §6 concludes.

2 Background and threat model

In order to use Intel SGX, a developer defines enclaves. An enclave is a contiguous
memory zone located inside the virtual address space of a process. Intel SGX pro-
tects an enclave by leveraging two processor execution modes: a non-secure mode
and a secure mode. When the processor runs in non-secure mode, it prevents any
access to the memory of the enclaves. When the processor enters secure mode, it
gains access to a single enclave. In secure mode, the processor can access the mem-
ory of that enclave, the memory located outside any enclave, but not the memory of
the other enclaves.

In order to protect the enclaves, the processor first prevents read and write access
to the pages that belong to the enclave. Only preventing read and write access from
the processor is not enough if we suppose an attacker that controls the operating
system, the hypervisor, or the hardware. Such an attacker can bypass the protection
mechanisms of the processor by using direct memory access from the devices. In
order to prevent such attacks, the processor encrypts the cache lines before sending
them to the main memory, which enforces confidentiality. With Intel SGX v1, the
processor additionally enforces authenticity by maintaining a tree of hashes used to
detect unintended writes [23].

In the remainder of the paper, we suppose an attacker that fully controls a ma-
chine (operating system and hypervisor included). We suppose that the attacker can-
not read or write the memory of the enclaves protected by Intel SGX. For that, we
suppose that the processor, the FastSGX runtime, and the software development
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1 // initialize the runtime with nenclaves enclaves
2 int initialize(size_t nenclaves, ...);

3 // create a worker thread in the enclave eid
4 int new_worker(pthread_t* tid, size_t eid);

5 // send the value to the enclave eid with the message id mid
6 void send(size_t eid, size_t mid, union value value);

7 // receive a message with the message id mid from eid
8 void recv(size_t eid, size_t mid, union value* value);

Fig. 1 Main functions of the FastSGX interface.

kit provided by Intel to use SGX are correct and do not contain bugs. We do not
consider side-channel attacks since Intel SGX does not address this attack vector.

3 FastSGX design

FastSGX is a message-oriented runtime for Intel SGX. It manages a set of enclaves.
For each enclave, FastSGX creates a communication channel. Internally, FastSGX
implements a communication channel as a lock-free FIFO queue stored in unsafe
memory [9]. FastSGX also implements a lock-free memory allocator in order to
allocate and free the messages. For that, FastSGX uses a simple lock free stack [9].

Additionally to the enclaves and communication channels, FastSGX manages
a set of worker threads. Each worker thread is associated to a single enclave. It
receives messages through the communication channel of its enclave. If several
worker threads are associated to the same enclave, they share the communication
channel. In this case, a message is not broadcasted to the worker threads: each mes-
sage is only received by a single worker thread.

3.1 Interface

Figure 1 presents the main functions provided by FastSGX. To initialize the runtime,
a developer calls the initialize function. This function takes the number of enclaves
that have to be created as a parameter and, for each enclave, a path to the binary that
has to be loaded in the enclave. The initialize function gives sequentially an enclave
identifier for each enclave by starting with the eid 1. After initialization, FastSGX
considers that the pseudo-enclave with the eid 0 represents the code and data located
in unsafe memory. It also considers that the main thread of a process, i.e., the thread
that called initialize, is a worker thread associated to enclave 0.
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In order to start executing code in the enclaves, the developer has to call the
new worker function. This function creates a new worker thread. The new worker
thread enters the enclave eid given as a parameter by executing the function named
start routine, which is located in the binary loaded in enclave eid.

As soon as worker threads execute in the enclaves, they can communicate by
exchanging messages. For that, FastSGX provides the send and recv functions.
The send function takes three parameters: the destination (eid), a message identifier
(mid), and a content (value). The message identifier is used to address a message to
a specific recv function, which is useful to avoid confusing two messages with
two different meanings received in parallel. The value exchanged in a message is a
union that has the size of a machine word (64 bits on an Intel).

The recv function takes the same three parameters. If eid is equal to -1, the func-
tion receives messages from any enclave, otherwise, it only receives messages from
eid. If mid is equal to -1, the function receives messages with any mid, otherwise,
it only receives messages with the mid given as a parameter. The recv function
blocks until a message that matches eid/mid is received. For that, as with switchless
call, the recv function actively spins on the message queue while waiting for a new
message. When such a message arrives in the communication channel of an enclave,
the recv function removes the message from the channel, fills the value with the
content of the message, and returns.

3.2 Hazard pointers

Since FastSGX implements the communication channels with lock-free queues, it
is subject to the ABA problem [17]. This problem appears with lock-free data struc-
tures implemented with compare and swaps.

To illustrate, we first give an overview of the algorithm used to implement a
lock-free queue. We suppose a queue with two messages A and X. To dequeue A,
a receiver thread t1 loads a pointer to A from the head of the queue and then loads
a pointer to X from the next field of A. Finally, the receiver thread replaces the
head by the pointer to X. Since another receiver thread could dequeue A between
the read of the head and its update in t1, t1 only updates the head from A to X if the
head is still equal to A. For that, t1 uses an atomic compare and swap instruction,
which atomically compares head to A, and, if they are equal, replaces head by X.
This simple algorithm is correct, but only if a message is never freed. In FastSGX, a
receiver has to free a message when it is consumed in order to avoid a memory leak,
which leads to the ABA problem described below.

To illustrate the ABA problem, we also suppose a queue with two messages A
and X. The receiver thread t1 loads A and X, and then, another receiver thread t2 is
scheduled. t2 dequeues A and X, and frees the messages. Finally, a sender thread t3
inserts a new message B. At this step, the queue contains a single message: B. When
t1 is re-scheduled, the compare and swap is supposed to fail because B is not the A
message. However, this is not necessarily the case: since A is free when t3 allocates
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a message, B may be allocated at the location of A. In such a case, the compare and
swap of t1 succeeds since t1 thinks that A is still the head of the list. t1 thus install a
pointer to X as the head of the queue, which is incorrect because X was freed by t2.

FastSGX avoids the ABA problem by using hazard pointers [17]. Technically,
when a receiver loads the head pointer, it signals to the other threads that freeing the
pointed message is unsafe. For that, the receiver thread records the head pointer in an
array named the hazard pointer array. Then, to free a message, FastSGX leverages
two lists: a purgatory list and a free list. When the application frees a message,
FastSGX adds the message in the purgatory list. When an application allocates a
message, FastSGX uses the free list. If the free list is empty, FastSGX tries to move a
batch of N messages from the purgatory list to the free list. It inspects the purgatory
list by starting from the least recently added message, and, if the message is still
referenced by the hazard array, FastSGX ignores the message since a receiver may
still use the message. Otherwise, FastSGX moves the message to the free list.

4 Evaluation

We evaluate the performance of FastSGX on an Intel i5-9500 CPU 3 GHz with
16 GiB memory. This 6-core CPU ships SGX version 1 with a maximal memory
size usable by the enclaves of 93 MiB. The machine runs Linux 5.15.0, glibc 2.31,
clang 10.0.0, and Intel SGX SDK 2.19.100.

4.1 Data structures

We first evaluate two maps that associate keys to values: a hashmap and a treemap.
The hashmap uses a separate chaining algorithm: it is designed as an array of linked-
lists, in which each linked-list contains the keys that collide. The treemap is imple-
mented as a red-black tree, which ensures that the tree remains balanced.

We evaluate three versions with a single enclave: IntelSDK-1, IntelSDK-s-1
and FastSGX-1. These versions store the whole map in a single enclave. The
two IntelSDK versions expose the put/get functions to the non-secure domain.
IntelSDK-1 switches the processor mode during a call, while IntelSDK-s-1 uses
switchless calls. FastSGX-1 is implemented with FastSGX. For a get, the worker
thread in the non-secure domain sends a message to execute the get in the enclave,
and waits for the result. For a put, since the result of a put is not used, the worker
thread in the non-secure domain sends a message to execute put, but continues its
execution in parallel.

We also evaluate three versions with two enclaves. These versions store the keys
in one enclave and the values in another, which makes the communication pat-
tern between the enclaves more complex. As with a single enclave, we evaluate
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Fig. 2 Latency of the data structures. X/Y: get/put ratio.

(i) IntelSDK-2, which switches the processor mode, (ii) IntelSDK-s-2, which uses
switchless calls, and (iii) FastSGX-2, which uses message passing.

Figure 2 reports the latency and Figure 3 the throughput with different put/get
ratios. With one color, we execute 100 000 operations in a map with 100 000 keys,
and with two colors, 20 000 operations in a map with 20 000 keys. A key is 8-bytes
long and a value 1024-byte long.

With one enclave, we observe that, as expected, IntelSDK-s-1 consistently per-
forms better than IntelSDK-1. We also observe that FastSGX-1 is consistently better
than IntelSDK-1 and IntelSDK-s-1. The better performance of FastSGX-1 comes
from two complementary phenomenons.

First, with a high number of puts, a put is executed in parallel with the load
injector in FastSGX-1. This is not the case with IntelSDK-s-1, which suspends the
caller during a call. The better parallelism of FastSGX-1 explains why FastSGX-1
is better than IntelSDK-s-1 with a high number of puts (right of the curves).

Second, FastSGX is designed with lock-free data structures while Intel SDK uses
a blocking scheme. In detail, with IntelSDK-s-1, a thread takes a spin-lock when it
accesses an activation zone. FastSGX-1 does not take a lock since it uses lock-free
data structures. Thanks to the use of lock-free data structures, FastSGX-1 is also
better than IntelSDK-s-1 with a high number of get operations (left of the curve).

With two enclaves, we observe similar results. With two enclaves, the relative
difference between FastSGX and the Intel SDK versions is higher because FastSGX
allows the two enclaves to communicate directly. This is not the case with the Intel
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Fig. 3 Throughput of the data structures. X/Y: get/put ratio.
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Fig. 4 Ping-pong time with Intel SDK and with FastSGX.

SDK versions, which pay an additional transfer of control to the non-secure do-
main for each operation. This result confirms that using an explicit message-passing
scheme is important to optimize a multi-enclave application.

4.2 Ping-pong

In this experiment, we compare the cost of switching the processor with the cost of
exchanging messages. For that, we evaluate a ping pong application in three config-
urations: FastSGX/copy, FastSGX/reference and Intel SDK.
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With FastSGX/copy and FastSGX/reference, we run two worker threads: one
worker thread in the non-secure domain and one worker thread in an enclave. The
non-secure worker thread sends a ping to the enclave worker thread, which answers
with a pong message. The ping message contains a pointer to an array of bytes. In
FastSGX/copy, the application copies the pointed array in a buffer before replying
with a pong. In FastSGX/reference, the application ignores the argument.

With Intel SDK, the non-secure thread of the application calls a ping function
provided by the enclave. The non-secure thread of the application is blocked during
the execution of the ping function, which is equivalent to waiting for a pong. With
Intel SDK, the buffer is copied from the non-secure domain into the enclave.

Figure 4 reports the results of the experiment. We first observe that, when the
size of the argument is equal to 0, using message passing instead of mode switch-
ing divides the function execution time by 12 (11.2 µs for Intel SDK versus 0.9 µs
for FastSGX/copy or FastSGX/nocopy). This result highlights the benefit of using
messages instead of switching the processor mode.

We also observe that, when the argument size increases, the cost of copying the
buffer becomes larger than the cost of transferring the control. With a buffer of
32 KiB, we observe, however, that using message passing still saves 28% of the
time (76.1 µs for Intel SDK versus 54.6 µs for FastSGX/copy). This result shows
that, even for an application that protects large user data sets by copying them in an
enclave, using message passing remains interesting.

5 Related works

Many applications directly rely on the Intel SDK to use SGX [3,5,7,11,22,30,35].
Since using the Intel SDK can be complex for legacy applications, several frame-
works propose to run a complete application with its dependencies in an en-
clave [1, 2, 16, 19, 25]. These frameworks are not satisfactory because they lead
to a large trusted computing base. Other tools propose to automatically parti-
tion an application by starting from variables or functions annotated as sensitive
[4, 8, 10, 12–15, 20, 26, 29, 31, 32]. These tools ease the development while min-
imizing the trusted computing base. These tools are complementary to FastSGX:
they could rely on FastSGX to optimize the time to transfer the control from/to an
enclave.

As presented in the introduction, several runtimes rely on switchless calls to
avoid the cost of switching the processor from/to secure mode [1, 24, 28, 33, 34].
These runtimes hide the worker threads to the developer, which makes the dynamic
optimization of the number of worker threads difficult, prevents the execution of
code in parallel in the worker threads, and is sub-optimal for a multi-enclave ap-
plication. With FastSGX, by exposing the worker threads to the developer, and by
exposing a message-passing interface, we avoid these three limitations.

EActors [21] proposes to design a SGX application as a set of actors. As in
FastSGX, EActors runs worker threads in the enclaves. The worker threads execute
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eactors, which communicate by exchanging messages. Using EActors requires a
whole redesign of an application in order to implement the application with actors.
Using FastSGX is more straightforward since only adding calls to send and receive
messages is required. Moreover, with FastSGX, the developer explicitly creates on
the fly the worker threads, which allows the developer to dynamically adjust the
number of worker threads to the workload. This is not the case with EActors. With
EActors, the number of worker threads is configured statically, which is inadequate
for an application with a dynamic workload because worker threads may become
useless in case of a low workload, or saturated in case of a high workload.

6 Conclusion

This paper presents FastSGX, a message-based runtime for SGX. FastSGX relies
on the switchless call principle, but avoids the limitations of the current implemen-
tations. In detail, FastSGX (i) allows the developer to adjust the number of worker
thread to the actual workload on the fly, (ii) allows the developer to execute code in
parallel in the sender while a receiver proceeds a message, and (iii) allows the de-
veloper to directly transfer the control from an enclave to another. Thanks to these
properties, our evaluation with different data structures and workloads shows that
FastSGX consistently outperforms the SGX development kit of Intel, and with one
or two enclaves. Our evaluation also shows that FastSGX, with its 4 main functions,
is simple and usable in practice.
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32. Peterson Yuhala, Jämes Ménétrey, Pascal Felber, Valerio Schiavoni, Alain Tchana, Gaël
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