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In the Next Computing Paradigm (NCP), numerous home sensors will communicate 
with servers and services. The multitude of data and communication is bound to raise 
privacy issues and these must be taken care of for the NCP to succeed. 

More data for the NCP implies 
more privacy risks 

by Bart Coppens and Olivier Zendra 

Key insights 

• Even the most innocuous data sources, such 
as those from IoT-based sensors, can be used 
to infer personal and private information. 

• Integrating different sources of data signifi-
cantly increases the amount of personal and 
private information that can be inferred. 

• When such data is exposed, this creates an 
enormous privacy problem for the affected 
people. 

• Systems that are tightly integrated into peo-
ple’s daily lives thus lead to a significant pri-
vacy risk. 

• The NCP is such a tightly-integrated system 
which could lead to a significant privacy risk 
if not properly designed and implemented. 

Key recommendations 

• Promote research into technologies that en-
hance people’s privacy and reduce the risks 
and impact of leaks of private data.  

• Stand by EU principles of privacy for its cit-
izens, requiring companies to actively adhere 
to the principles of privacy by design. In par-
ticular, functional requirements for systems 
should include: 

o be designed to not leak data in any form 
whatsoever, except with the explicit con-
sent of the users; no backdoors should 
be allowed. 

o give the user the option to decide (with 
explicit consent) what data is collected,  
and to understand what that consent im-
plies. 
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Innocuous Data Sources Can 
Leak Personal and Private Data 

Data stored by systems can come from numerous 
sources. Once source is users uploading or ex-
plicitly sharing their own data (when writing in an 
online editor, sharing photos, sending messages, 
etc.). In these cases, users often know that they 
share information with others and can mentally 
distinguish between personal and private data. 
However, this explicitly user-shared data is only 
the tip of the proverbial iceberg of data. Other 
sources of data include the (logs of the) user’s ac-
tivity, and the sensors that increasingly pervade 
our daily lives. Users are typically unaware of 
these sources and cannot estimate how personal 
or private data extracted from them can be.  In 
this article, we focus on the privacy of data in-
ferred from actual, physical sensors; however 
data extracted from digital interactions with a sys-
tem presents major privacy concerns too. 

Different sensors keep being introduced into our 
lives. Obvious ones include security cameras in 
our cities and villages, and ANPR cameras that 
track car license plates. Our mental picture of 
these cameras seems quite clear: they are on fixed 
spots, and relatively visible, and we ‘know’ their 
purpose is catching criminals. However, the pri-
vacy implications might not always be immedi-
ately as clear. But these cameras of course do not 
magically only turn themselves on when a con-
victed criminal passes by: they are always on. 

While such cameras can already lead to some pri-
vacy worries, they are in public locations, and we 
are typically aware of them. Mobile device cam-
eras are more intriguing. Google Glass faced a 
backlash, with people calling users using Glass in 
a creepy manner ‘glassholes’ [19], and venues 
banning their use because of privacy concerns 
[20,21,22]. Google Glass was first rebranded to 
focus on productivity in professional settings, 
such as technicians and factory workers [6], but 
was eventually completely discontinued [16]. 

A more nuanced example of cameras in private 
places are those found on laptops and 
smartphones. Many laptops have a front-facing 
camera for video calls. Unfortunately, this means 
the laptop camera faces the user when making 
video calls. This would be fine if the camera just 
recorded what the user wants, when the user 
wants it. However, an attacker could illegally ac-
cess the laptop, enable the camera (which is al-
ways there) without consent or awareness of the 

user, and record whatever private and personal is 
happening in front of the camera. Because this 
worries customers, some laptop makers add a pri-
vacy screen for laptop cameras so users can phys-
ically prevent unwanted recording. Since privacy 
screens physically obstruct the camera lens, users 
can clearly see when they're active.  More im-
portantly, this cannot be overridden from soft-
ware. The latter is crucial: if an attacker has gained 
control of the laptop and secretly enabled the 
camera, the attacker could also try to override any 
software-based protection. Note that not all users 
care about this issue. Some users will trust that 
their browser's / smartphone's webcam prompts 
are sufficient protection, others will say they don't 
think they'll be targeted, or aren't high-profile 
enough to warrant circumventing protections, 
and others will say they don't care if they're filmed 
by an attacker, or that the privacy screen's hassle 
outweighs its benefits. An additional considera-
tion is that if an attacker takes over a device to 
control a camera, that attacker probably has ac-
cess to all files on that device. While people can 
know upfront what information is (not) stored on 
a device,  they cannot know what will be said or 
done in front of a camera. It is important to real-
ize that the aforementioned considerations divide 
people: some find them unimportant, while oth-
ers find them crucial. These very personal and in-
dividual trade-offs have varied outcomes for var-
ious persons. This is fine because such users were 
given the choice, can weigh the advantages and 
downsides for their specific situation, and can make 
an informed decision.  

However, given the success of these privacy 
screens, this example should be considered more 
broadly. While users are aware and actively decide 
whether or not their laptop’s camera can record 
them, they are typically less aware of their 
smartphone cameras.  These however may partially 
face the same scenes that the laptop's webcam 
was deemed too risky or private to capture. Peo-
ple rarely even think about their phones' cameras, 
let alone privacy screens for them. Even when 
people mask their laptop's camera, their laptop 
and smartphone contain microphones able to 
record private talks. As with cameras, some indi-
viduals trade off that this is not a real threat, while 
others do. 

Microphones may indeed constitute a privacy 
risk. Academics were (and still are) reluctant to 
provide recordings of online classes due to pri-
vacy concerns [24] and the risk of excerpts being 
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taken out of context [23], even though such clas-
ses are semi-public. In intimate conversations, 
privacy becomes more obvious: who wants an 
automated assistant listening in on their MD or 
partner in bed? While some might not care, oth-
ers would. This is similar to Orwell's "1984" 
novel, where telescreens gather video and audio 
[25], except that now it is primarily corporations 
doing so (although some governments still strive 
to get that information).  

Once pointed out, most people can reason about 
the privacy implications of cameras and micro-
phones spying on private scenes and conversa-
tions. But not all sensors and types of data will 
elicit the same reaction, because even though the 
privacy implications are high, it can be harder to 
intuitively grasp attackers' imaginative possibili-
ties. For example, not only may microphones be 
used to listen to conversations, but an eavesdrop-
per can recognise the sounds a keyboard makes 
when typing, which can reveal confidential mes-
sages or passwords [26,27]. A smartphone could 
thus even leak information typed on a non-inter-
net-connected computer. A microphone isn't 
even required for such an attack: an accelerome-
ter in a smartphone on the same table as a laptop 
can capture what's being typed on the laptop 
through table vibrations [17].  

One last example: smart building CO2 sensors. 
These can monitor building air quality and con-
trol ventilation. However, these sensors can de-
tect a room's occupant [18].  

Again, these sensors being present does not mean 
data will be utilised against user privacy expecta-
tions. But there is a non-zero risk that an attacker 
will surreptitiously enable sensors when they 
should not be, or that sensors' data will be ex-
ploited to deduce and disclose personal infor-
mation. How much risk is tolerated varies by 
user. 

Integrating Different Data 
Sources Increases Privacy Issues 

More sensors and data sources increase privacy 
danger. The main reason is that all of these 
sources have a privacy risk, and having more 
combines them. However, that is not the end of 
the story. 

Multiple data sources that individually do not re-
veal privacy-sensitive information may leak it 

when combined. Consider GPS position. As an in-
dividual data source, it already allows attackers to 
determine that people's homes are where their 
GPS signals remain most nights, their workplaces 
are where they stay during the day, etc. GPS com-
bined with public map data reveals vast amounts of 
private information. A GPS location staying near 
churches, gay clubs, abortion clinics, etc., can re-
veal very sensitive information about religion, 
sexual preferences, health, etc. People may be 
wary of sharing such precise location data with 
huge firms like e.g. Google, but they often forget 
that when using Google Maps or Waze they 
transmit the same information to Google. 

One example is de-anonymizing (potentially in-
nocent) media-reported crime suspects. This re-
porting can include initials, age, profession, loca-
tion, etc. While each of these bits of information 
is individually shared harmlessly with many people, 
combined they deanonymize reports, identifying 
the report's person. This information can be fur-
ther integrated with semi-public sources like 
white pages, data breaches, and leaks [3].  

Fitness monitoring social networks like Strava are 
another example. Some people want to share 
their cycling and running successes, but they 
don't want others to know where they live or 
work. Sharing their entire track would however 
reveal that. This caused social media platforms to 
implement endpoint privacy zones that hide track 
ends. However, these websites reported the track 
length and middle part of the track. This infor-
mation can be used with maps to confine the start 
and end positions of the tracks, revealing critical 
information [4]. Similarly, soldiers' exercise paths 
have been used to locate military bases abroad, 
raising concerns about location data shared with 
fitness trackers like Strava [2]. Using runners' itin-
eraries, Figure 1 even shows a military base’s in-
ternal map, in Helmand Province, Afghanistan 
[2]. 

 

Figure 1. A military base in Helmand Province, Afghanistan with 
routes taken by joggers highlighted by Strava. Photograph: Strava 

Heatmap. Caption & image from The Guardian [2]. 
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This also ties in with the difficulty of anonymiza-
tion of data sets. If one collects precise GPS in-
formation, but ‘anonymizes’ it by removing the 
name, it is really not anonymized in any practical 
sense. The more information can be combined, 
the more options to deanonymize, the more op-
tions to reveal privacy-sensitive information [28]. 

The Risks of Systems that Tightly 
Integrate with People’s Lives 

What does this mean for systems that tightly in-
tegrate into people’s lives?  We discussed 
smartphones, computers, fitness trackers, etc., 
and their sensors before. The privacy risks of all 
the data such technologies can collect are obvi-
ous. Perhaps surprisingly, cars too contain multi-
ple sensors that are tightly integrated into our 
daily lives. Systems are being developed to meas-
ure driver eye activity, tension, and well-being [9]. 
The Mozilla Foundation examined car manufac-
turers' privacy practices [1,7]. The outcomes were 
appalling. Modern cars come with numerous sen-
sors inside and outside and can connect to your 
phone. They can monitor your music, access your 
contact list, even record and intercept text com-
munications [8]. This leads to privacy policies re-
lating to music preferences, employment, and 
sometimes ‘sexual activity’, ‘sex life’, ‘psychologi-
cal trends’, ‘intelligence,’ ‘genetic characteristics’, 
and many other characteristics that many people 
would find creepy to think their car can collect or 
infer [1,7,10].  These policies also explain how car 
companies can not only collect such data, but also 
sell them [1,7,10]. 

It should be clear that systems which tightly inte-
grate in our daily lives can collect a dizzying and 
overwhelming amount of private data. Once col-
lected, what can be done with the data? Of course 
they can be sold. Even when they are not sold, 
but are merely collected for ‘internal’ or ‘business’ 
purposes, these sensitive data persist as a privacy 
risk. Who has access to such data is unclear even 
in such cases. A few years ago, for Siri's voice as-
sistant quality control, Apple supplied contrac-
tors portions of recorded conversations, even 
those where Siri misidentified its activation in-
struction  [13]. These fragments included record-
ings of people having sex, or discussing confiden-
tial medical information [13].  Another, worse ex-
ample is Tesla personnel internally exchanging 
and joking about embarrassing or intimate cus-
tomer recordings collected by Tesla cars [11]. 

Even when all employees and contractors be-
have, a breach could expose this data, since auto-
motive manufacturers are also involved in data 
leaks and breaches [12,14,15]. 

Even if not all such information would be explic-
itly kept or inferred for European customers due 
to regulations, it’s important to realize that the sen-
sors are still there. The sensors will still be there, re-
cording data. Even if not everything is sent or 
stored by default, it’s still possible to enable record-
ing or storing of data. The data, once recorded, 
still allow for inferences about privacy-sensitive 
topics to be made, if not now, then perhaps later 
if it is stored. The sensors, even if they should be 
disabled and not recording, are not necessarily so. 
For example, consider the Pegasus spyware, 
which amongst its many spying features allows a 
remote attacker to surreptitiously activate cam-
eras and microphones on an infected smartphone 
[5]. This spyware was used by authoritative gov-
ernments, allowing them to spy not only on their 
own citizens, but also on foreign citizens [5]. Im-
portantly, if governments are able to do so, crim-
inals can try to make use of the same mechanisms 
to spy on people. This should be a dire warning 
to not require (and even forbid) such backdoors, as 
they also introduce a significant additional risk to 
the privacy of end users because that back door 
could also enable criminals to listen in on them 
directly. 

Some of the above privacy risks may surprise 
many people. Often individuals are ignorant of 
the sensors and the data they record or infer, 
alone or in combination. They are often unaware 
that talking about sensitive information near a 
seemingly-inactive phone might still be sending 
fragments of that conversation to contractors or 
that their car might take nude pictures of them 
and send them to the car manufacturer who can 
then make fun of them. They are often unaware 
that their car's GPS (built-in or smartphone app) 
can deduce their sexual preference, pregnancy, 
health, etc. 

Complex systems with many sensors always re-
quire a balance: the more you want a system inte-
grated into people's life to measure, the more sen-
sors it needs, and the greater the privacy risk. Not 
everyone has this issue, everyone's risk assess-
ment trade-off is different. Users should be able 
to determine their own trade-offs and accept risk if 
relevant. But to do so, the user must be aware of 
the risk. Too often, privacy policies hide these 
risks in tiny corners with opaque legal wording 
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and/or imprecise language, obscuring the actual 
impact. Users can authorise or decline data col-
lection only if they understand it. Furthermore, 
their consent must be a meaningful choice, not 
simply 'either use our product with all sensor data 
being collected, or don't use it at all'. Expecting 
customers to either have their car collect mental 
state data or not drive a (modern) car is a false 
choice. Users must have a meaningful choice to 
disable unnecessary sensors and collected and in-
ferred data without losing the entire system ac-
cess. In addition, systems should never disclose or 
leak data without the explicit, informed and 
meaningful consent of the user.  

Finally, it is worth considering the design space 
of possible approaches to fulfil such goals. 
Webcam privacy screens are an interesting design 
choice, though not always applicable. It plainly 
reveals whether explicit or accidental video re-
cording is allowed, in a way that is not corruptible 
or subvertible in software. This visual cue makes 
the webcam difficult to overlook. The laptop's 
non-webcam functions can still be used when the 
webcam is disabled. Thus, a system in which the 
sensor whose functionality a user does not need 
can be physically removed (either temporarily or 
permanently, e.g. by physically disabling or re-
moving it) can give the user a clear choice that is 
not subvertible by software, hence reducing the at-
tack surface in a meaningful way. 

To achieve such goals, research into technologies 
that improve privacy and prevent data leaks is 
crucial. This should cover both the design of sys-
tems, as well as their implementation. 

The NCP is precisely such a system integrating 
tightly into people’s lives, comprising many sen-
sors, and combining many different data sources. 
From a privacy perspective, it is crucial that its 
design includes the above requirements for in-
forming the user clearly about the potential risks, 
allowing the user to enable or disable certain sen-
sors and information sources from being inte-
grated into the system, and only sharing infor-
mation with any party with the user's explicit, in-
formed and meaningful consent, so that each user can 
make their own trade-off. Again, the NCP's de-
sign and implementation must both meet privacy 
criteria. Its functionalities must gracefully de-
grade depending on user privacy choices. 

Conclusion 

Even innocuous data sources like IoT sensors 
can reveal personal information. Integrating data 
sources greatly increases the amount of personal 
and private information inferred. When such data 
is exposed, affected users face huge privacy is-
sues. Integrating systems tightly into people's 
daily life increases privacy risks. Due to its inti-
mate integration, the NCP could present a con-
siderable privacy risk if not properly designed and 
implemented. Thus, the NCP must be designed 
and implemented to let users consent — or deny 
— to data collection and data sharing knowingly. 
In addition, the NCP must make that choice a 
meaningful one, by having only the specific fea-
tures, in the narrowest sense, that actually need 
the denied information degraded by that refusal. 
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