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Introduction 

The last few editions of the HiPEAC Vision have 
taken the form of a list of recommendations 
shaped by a series of articles, and this release is no 
exception. This ‘Rationale’ document is a collec-
tion of essays on different topics, authored both 
by experts in HiPEAC field (principally high-per-
formance, edge and cloud computing systems), 
and by experts in related areas, such as the tech-
nologies that power such systems and the applica-
tions that depend on them.  

A companion to the main HiPEAC Vision 2024 
recommendations, this volume comprises five 
sections, each focusing on one of the main areas 
of the HiPEAC Vision 2024. These are as follows: 

Leadership race on the next computing 
paradigm (NCP) 

Merging aspects of the web, the cloud, cyber-
physical systems, the internet of things, digital 
twins, the metaverse and artificial intelligence into 
a coherent continuum of computing, the ‘next 
computing paradigm’ (NCP) is the backbone of 
the HiPEAC Vision 2024. 

This section sets out what the NCP is and which 
areas need to be developed to make it a reality, as 
well as exploring societal implications of some of 
these computing trends. 

Leadership race on artificial intelligence 
(AI) 

One of the key ingredients of the NCP, artificial 
intelligence (AI) has come to dominate the com-
puting landscape in recent years. The articles in 
this section – some authored using the large lan-
guage model ChatGPT – take stock of the state of 
the art and analyse Europe’s position in the mar-
ket, drawing out directions in which Europe 
should focus in future years. 

As well as considering AI as an end in itself, arti-
cles in this section also consider the future impact 

of AI on software development and hardware en-
gineering, respectively. 

Leadership race on new hardware 

New workloads demand new hardware, and the 
NCP will be a key driver of hardware innovation. 
With a slowing Moore’s law and the end of Den-
nard scaling forcing new paths to efficiency gains, 
with the Chips Act poised to reinvigorate the Eu-
ropean semiconductor landscape, and with open 
standards lowering the barrier to entry, there are 
plenty of opportunities for hardware development 
in Europe. 

Articles in the hardware section consider the key 
components necessary for a  quantum ecosystem, 
show how open hardware offers an opportunity 
for Europe, and explain why specialization and 
heterogeneity in hardware are here to stay.  

Leadership race on cybersecurity 

Representing a shift towards even greater inter-
connectivity, the NCP throws up even greater cy-
bersecurity and privacy challenges than those 
faced today. In addition to a greater attack surface, 
the cyberphysical aspect means that cyberattacks 
could have tangible, even life-threatening, conse-
quences. Cybersecurity is therefore a requirement 
for trust, which is essential if the NCP is to be ac-
cepted. 

The articles in the cybersecurity section approach 
the problem from different angles. In addition to 
setting out cybersecurity and privacy issues in the 
NCP, they propose potential methods and solu-
tions for greater trust, such as a decentralized in-
ternet paradigm, formal security methods for mi-
croarchitecture, and a roadmap to secure the mi-
croelectronics supply chain, respectively. 
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Leadership race on sustainability  

The final tranche of articles in this volume discuss 
the topic of sustainability, arguably the greatest 
challenge of the 21st century. With information 
and communication technology (ICT) represent-
ing an ever-increasing proportion of the world’s 
energy consumption, while also requiring rare 
minerals and precious resources for their manu-
facture, sustainability is becoming increasingly ur-
gent in the electronics field. 

The articles in this section discuss what it means 
to be sustainable, consider the issue of sustainable 
materials and production, and set out the main 
concerns for sustainable computer architecture, 
respectively.  

You can find the full suite of articles at vision.hipeac.net 

Visit hipeac.net/vision for the HiPEAC Vision 
2024 recommendations and further context. 

The HiPEAC Vision 2024 editorial board is indebted to 
the authors for sharing their knowledge for the enrichment 
of the community. 
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Revolutionizing the Digital World: Unveiling the Future of Computing with Spatial 
Awareness, Generative AI, and Dynamic Web Integrations! 

The next computing paradigm: 
an introduction 

by Tullio Vardanega and Marc Duranton 

What will be the future of computing systems (in-
frastructure, software and hardware)? HiPEAC 
envisions the next computing paradigm (NCP), focus-
ing on a seamless integration of key ingredients 
from various digital elements like the Web, the 
Cloud, Cyber-Physical Systems, the Internet of 
Things, digital twins, the metaverse, and Artificial 
Intelligence. Envisioning the NCP emphasizes the 
evolution towards a spatial dimension in compu-
ting, a coherent continuum of computing, inter-
twining the real world with the cyberworld, incor-
porating Generative AI, and dynamic orchestra-
tions of resources. The aim is to create a seamless, 
networked cooperative structure where resources 
are accessed and manipulated with streamlined 
Web-type protocols, where programs (in fact ser-
vices) and data flow smoothly onto computing re-
sources that cooperate with each other enhancing 
context-awareness and efficiency in digital interac-
tions. 

Key insights 

• Integration of Digital Elements: This dimen-
sion combines the Web, the Cloud, Cyber-
Physical Systems, the Internet of Things, dig-
ital twins, the metaverse, and Artificial Intelli-
gence, for a holistic digital experience. 

• Spatial Computing: This dimension adds a 
spatial-awareness trait to digital interactions, 
considering physical constraints and location-
dependent factors as well as time, resulting in 
(at least) a 4D computing paradigm. 

• Generative AI at the Edge: This dimension 
embeds personalized AI engines in edge de-
vices for dynamic, on-the-fly construction of 
smart ad-hoc orchestrated hoc applications. 

• Dynamic Web Integrations: This dimen-
sion focuses on ephemeral, context-aware ag-
gregations based on web resources, improving 
accessibility and efficiency. 

• Shift Towards User-Centric Models: This 
dimension moves computation closer to users 
or data sources to balance latency, privacy, 
and energy requirements. 

Key recommendations 

Enacting the Next Computing Paradigm vision 
outlined in this part of the HiPEAC vision re-
quires a number of distinct demanding technology 
improvements, each of which shall pay great at-
tention to interoperability: 

• Developing stacks of 4D-aware implementa-
tion technologies capable of spatial and time-
aware computing. Doing so will entail merg-
ing streamlined evolutive versions of HTTP-
based REST-like web protocols with Spatial 
Web protocols (HSML and HSTP, 
OpenUSD), and augmenting them so that 
they can guarantee timely delivery for any 
granularity of time. 

• Augmenting APIs with contract-based in-
teroperable specifications that enable ephem-
eral (on-the-fly) compositions based on the 
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pairing of assume/guarantee declarations 
across required and provided interfaces. 

• Allowing computation to move after traveling 
users or objects, or toward specific data 
sources, seeking best balance among latency, 
privacy, data freshness and provenance, and 
energy requirements. Seeking this objective 
will require improving WebAssembly-type 
technology capable of enabling sandboxed 
hosting and efficient (interpreted) execution 
of in-transit bundles of computations. 

• Developing AI-powered Edge-based trust-
worthy (robustly loyal) orchestrators that dy-
namically, opportunistically, and ephemerally 
assemble remote APIs into ad-hoc private ser-
vice compositions. 

Our modern world 

If we wanted to enumerate the key elements of the 
digital space that surrounds us as individuals, pro-
fessionals, and members of the social fabric in 
which we live, we would likely agree on the fol-
lowing list of items: 

• The Web, as the infrastructure that supports 
most of our activities over the Internet. The 
Internet, inaugurated about 40 years ago, was 
the primary enabler to worldwide connectiv-
ity. The Web came some 10 years afterwards, 
and progressively changed just about every-
thing as far as everyone’s experience of net-
working goes. If we corresponded our “navi-
gating the network” to moving around a (gi-
gantic and virtual) building, the Internet 
would be its foundation, so much below 
ground to be invisible, and the infrastructure 
of the building, which holds all contents to-
gether and allow users to move conveniently 
around them, would be the Web. So the Web 
infrastructure – its protocols and way of use – 
is essential to where we stand today. 

• The Cloud, probably the most impactful by-
product of the Web to date, which renders 
each digital thing available as a web resource 
in an as-a-service mode. The concept of 
Cloud originated from the visionary realiza-
tion that everything could be exposed and ac-
cess as a web resource, not only static data, 
but also computation (apps), and computing 
resources (CPUs, storage, networking). Re-
markably, this vision was put forward in 1969 
(!) by one of the founders of the ARPANET 
that predated the subsequent Internet. 

Intrinsic to the realization of that vision was 
the Web infrastructure that we have come to 
know as “the Cloud”, thus becoming the most 
global and ubiquitous programming-and-exe-
cution platform that ever existed. Very much 
in line with the Web logic of access to the re-
sources exposed in it, the as-a-service model 
that characterizes the Cloud allows tapping 
applications without needing to install them 
locally (This should be no surprise: when you 
“navigate” to a resource, you consume it lo-
cally to your home base, but you know very 
well that it stays where it was). As part of that 
innovation, the REST architectural style made 
HTTP – the principal enabler of the design of 
modern Web apps – the means to access and 
manipulate web resources programmatically 
in a uniform and consistent way. REST is a 
most natural and productive way to leverage 
the as-a-service style of the Cloud: with 
REST, higher-level services can easily be real-
ized by orchestrating others, in a most versa-
tile value-added way. So we can say that the 
HTTP-based and RESTful view of the Web 
infrastructure is the foundation to modern 
digital services and applications. 

• The Internet of Things, which timidly origi-
nated from equipping non-digital items with 
radio-frequency identification devices that 
would allow them to be interrogated digitally, 
if only for tracking purposes. Soon after, that 
rudimentary concept evolved into requiring 
such items to become “smart”, thus, capable 
of sensing and actuation, and sometimes even 
of basic in-place processing, eventually inter-
connecting them with human-side devices or 
among themselves. The IoT has become a 
rich and pervasive mesh of connected digital 
“things”, which allows mission-specific value-
added services to be provided, to various 
types of target groups, up to entire popula-
tions, as it would be in a “smart city”. So we 
can say that the digital means (protocols and 
software infrastructures) to get things smart 
and connected is a transformative conven-
ience to lots of our daily activities, whether 
professional, social, or personal.  

• Cyberphysical Systems, which can be seen 
as the command-and-control processing part 
of all sorts of articulations of IoT devices de-
ployed into mission-critical products that help 
us build “intelligent” industrial and civil infra-
structures. CPSs are perhaps not very con-
spicuous to the general population, but they 
are found at all places where controlled 
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automation is needed to guarantee the deliv-
ery of critical services in transportation, 
health, manufacturing, and a growing number 
of other sectors. As CPSs control physical de-
vices, safety concerns arise, together with se-
curity concerns, which are common to all 
other critical ICT infrastructures. The central 
tenet of modern CPSs is its holistic view of 
concerns, components, and implementation 
competences. The range of functionalities re-
quired of CPSs increasingly include Web-ena-
bled components, which conjoins CPSs to the 
landscape of the next computing paradigm. 

Figure 1: a cartoon-type representation of the conjoining of the elements 
listed above (created by Dall-E on 6 November 2023. 

• Digital Twins, which are the digital represen-
tation of real-world entities, hosted on com-
pute infrastructures that may or may not be 
digitally connected to their actual counterpart. 
Digital Twins have a tremendous potential, 
for science, learning, conceiving, building, op-
timizing, planning, maintenance. They are es-
sential for the 4D computing because they al-
low to use time as a real variable: we can see 
what happed in the past by simulation, finding 
the cause of phenomenon’s, and also to make 
forecast by analysing the evolution in the fu-
ture, therefore finding better options. Some 
capture the potential of Digital Twins under 
the umbrella term of metaverses (this is a 3D 
rendering of the realm of computing of the 
digital twins, visualized for humans). Regard-
less of the denomination, it is easy to see that 

Digital Twins may be realized and exposed as 
web resources. If they are so, then they be-
come part of the general (or specialized) Web 
space, thus making metaverses less secluded 
and self-contained and more permeable and 
pertinent to the vision we are discussing here. 

Recently, two further important innovations have 
arisen, with potential to cause disruptive evolution 
of the landscape formed by the elements discussed 
above: 

• Generative AI, a vertex of narrow (task-spe-
cific) artificial intelligence that is able to pro-
duce digital products of any sort, including 
computer programs and control commands, 
using “generative models”. Such models rec-
ognize structural and correlative patterns in 
training data extracted from specific target do-
mains, and return rich digital outputs that fea-
ture similar patterns consistent with the re-
ceived prompts. Current-generation models 
are massive, for size of data and need of train-
ing, but there are also smaller models emerg-
ing that are usable in a particular context. 
These needs demand massive investments for 
their production, which makes them espe-
cially attractive to commercial exploitation. 
Most evidently, however, the disruptive 
power of innovation carried by such models 
is also of crucial public interest. This concern 
will likely promote two parallel routes of evo-
lution: (1) the development and preservation 
of (regional, national, continental) open-
source publicly regulated foundation models, 
i.e., the general-purpose platforms that sup-
port the creation of generative AI applica-
tions; (2) the development of task-specific 
learned models and associated engines that 
can be deployed on resource-constrained de-
vices for personal use or in industrial or civil 
infrastructures. 

Route (2) will push generative AI to the Edge, 
and have it render personalized services. In 
previous editions of the HiPEAC Vision we 
have discussed of such AI-assisted personal-
ized services as Guardian Angel and Digel, 
short for Digital Genius Loci (Duranton, 
2023). This section of the HiPEAC vision 
builds on the vision presented in those docu-
ments. 
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Figure 2: a view of Foundation Models as the next step from Large Language Models, and as enablers to task-specific models 
(source: "On the Opportunities and Risks of Foundation Models", Stanford University). 

• The Continuum of Computing, as the digi-
tal integration of all elements listed above into 
a seamless networked platform where:  

o All available resources, regardless of their 
place of residence, are exposed as as-a-ser-
vice web resources and accessed using 
streamlined Web-level protocols; 

o individual application services can be feder-
ated dynamically into ephemeral aggrega-
tions orchestrated into RESTful workflows 
originated at any point of the continuum, 
possibly constructed by task-specific edge-
device-friendly generative AI engines; 

o the execution of the parts of those orches-
trations will no longer be bound to a host 
device but may be able to move opportun-
istically from handheld or Edge devices to 
the centre of the Cloud, seeking to balance 
latency, privacy, data freshness, energy effi-
ciency, and location requirements. 

The latter prediction perhaps requires some ra-
tionale. It is vastly acknowledged that the Cloud-
centric mode of service delivery causes all sorts 
and quantities of data to be transported from their 
source to the centre of the Cloud, where most ap-
plication services reside, for specialized pro-
cessing. This transfer is energetically costly, it is 
privacy-threatening, and it incurs delivery latencies 
that may be from fastidious to untenable for time-
sensitive services. The natural countermeasure 
would be to have applications (or parts of them, 

including their orchestration logic) travel toward 
the data sources of interest, instead of the oppo-
site. As value-added applications will likely be 
ephemeral and opportunistic, it is impractical that 
they be recompiled for their destination target and 
equally undesirable that their ability to travel be 
constrained by compatibility constraints. This ob-
servation carries the implication that the execution 
environment at any compute note of the contin-
uum that wishes to be part of that infrastructure 
be able to host and execute these application com-
ponents. 

 

Figure 3: a scene from the HiPEAC Comic Book published in 2019  
(see: https://www.hipeac.net/media/public/files/46/7/HiPEAC-
2019-Comic-Book.pdf), which evoked the Guardian Angel concept as 

it was described in [1]. 
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Figure 4: How artificial intelligence (Dall-E 3) sees the continuum of 
computing 

Key implications 

The anticipated convergence of all the elements 
listed above will give rise to what the HiPEAC Vi-
sion 2024 terms “the Next Computing Para-
digm”, NCP. The key tenets of the NCP vision 
postulate: 

• The integration of the “web of humans” with 
the “web of machines”, where all the digital 
resources represented in that integration ex-
pose as-a-service interfaces that can be ac-
cessed, manipulated, and aggregated using 
Web-type protocols. To this end, such proto-
cols will have to be maximally streamlined to 
become sustainable for use with all types of 
compute devices.  

o This direction of evolution will require the 
specification capabilities of the interface 
points for such Web-type protocols to be 
augmented to capture an increasing range 
of non-functional requirements (energy, la-
tency, provenance, service level, etc.) 

• The impetuous emergence of a spatial (and 
time) dimension to the next-generation web-
inspired platform evoked above, which will be 
crucial to warrant context-awareness in the re-
gard of physical constraints, location-depend-
ent rules (e.g., norms and legislation), local 
knowledge. The spatial augmentation of Web-
type protocols will: 

o Require a standard language to encode 
properties of physical objects and spaces, 
logical concepts and allowable activities as-
sociated with them. 

o Require a suite of standard protocols to ex-
pose contract-based interfaces associated 
to zones and objects, and to support cre-
dentialed requests and interrogations on 
them. 

o Equally apply to mobile computation (exe-
cution bundles that may move for and dur-
ing execution) and to mobile devices 
(where executions are statically bound to a 
moving host), unmanned aerial vehicles, 
and other semi-autonomous transportation 
vehicles. 

 

Figure 4: a view of the Spatial Web contrasted with the Web as it cur-
rently is. Excerpted from “The Spatial Web”, by G. René and D. 

Mapes, 2019, page 35. 

• The envisioned spatial computing will be 
CPS-like (operating with and for physical sys-
tems, coping with time constrains of the real 
world), swarm-like (supporting opportunistic 
dynamic and mobile aggregations of compute 
nodes within variable-size logical regions), 
4D-enabled (fit for extended reality, spatial 
digital twins involved in time-sensitive opera-
tion). 

• The embedding of Generative AI engines 
(models and prompt handlers) in Edge de-
vices, whether handheld or deployed in indus-
trial or civil installations to provide for the on-
the-fly construction of ad-hoc applications 
expressed as dynamic, opportunities, ephem-
eral, smart orchestrations of calls to as-a-ser-
vice interfaces exposed in the logical or phys-
ical regions of interest. Interestingly, such re-
gions can well be temporary self-sufficient 
federated clusters of Edge devices that may 
even occasionally happen to be partitioned 
from the Internet. The prompts that will trig-
ger creation, deployment, and execution of 
these dynamic orchestrations will use any con-
ceivable “natural” interfaces, including voice 
for humans, and video imaging for automated 
requestors. 
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Conclusion 

The document presents a transformative vision 
for the future of computing, emphasizing the in-
tegration of digital and physical realms through 
advanced web protocols, spatial awareness, and 
Generative AI. This paradigm shift aims to create 
a more efficient, context-aware, and user-centric 
digital ecosystem, paving the way for innovative 
applications and services in various sectors. The 
success of this vision hinges on technological ad-
vancements and collaborative efforts across mul-
tiple domains. 

 

Figure 5: The Next Computing Paradigm, hallucinated by Dall-E 3. 
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We stand on the brink of a technological revolution where the web as we know it will 
break out from behind the screen and exist in the physical world along with us. 
Sometimes referred to as Web 3.0, the spatial web will seamlessly blend our physical 
and digital worlds together. 

The Spatial Web: interconnecting 
people, places, things and AI for a 
smarter world 

by Philippe Sayegh, Safae Essafi Tremblay, Dan Richardson and Chase Pletts 

The Spatial Web is a concept in the evolution of 
the internet that envisions a multi-dimensional 
online space intertwined with the physical world. 
Unlike the traditional two-dimensional web, the 
Spatial Web integrates digital information with 
physical locations and objects, creating a seamless 
blend between the digital realm of ones and ze-
roes, and the physical realm of places and spaces. 
This unifying web marks the evolution from a net-
work of pages to one of spaces – cyber-physical 
and conceptual alike – and will interconnect activ-
ities, people, places and things, as well as AI to 
form a smarter world. 

AI will join with existing and new Cyber Physical 
Systems (CPS), e.g., sensors and actuators, IoT de-
vices and appliances, and autonomous vehicles, to 
become Autonomous Intelligent Systems (AIS), 
stemming from the fusion of AI, CPS and the IoT. 

This paradigm shift will impact massively on the 
fabric of our professional, social, and personal life, 
creating smarter urban environments, advancing 
personalized healthcare and immersive educa-
tional experiences. Embedded computing devices 
will enable feedback loops where physical pro-
cesses affect computational learning and vice 
versa. 

The Spatial Web brings with it the possibility of 
creating a smarter world with new realms of pos-
sibility for individuals, organizations, and civiliza-
tion as a whole.  

Key insights 

• We're entering a new era of the internet: the 
“Spatial Web” – where the digital and physical 
worlds merge seamlessly, where compute and 
data knowledge will come out of our screens 
and into the world. This Spatial Web is some-
times called web 3.0, industry 4.0, the 
metaverse, or society 5.0, depending on your 
vantage point.  It integrates AI with Cyber 
Physical Systems, creating automated and au-
tonomous Intelligent Systems. It will revolu-
tionize everything, from urban living to 
healthcare and education, making the world 
smarter and rich with new possibilities. 

• This next web will be a network of distributed 
intelligent agents (both human and machines) 
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working together. To ensure that these auton-
omous systems understand, operate and con-
nect with each other within the boundaries of 
safety, privacy, law, and ethics, new types of 
orchestration and governance will be needed.  

• The underlying infrastructure will need to be 
augmented and will require new socio-tech-
nical standards that are designed to provide 
governance capabilities, transparency, and au-
ditability for autonomous agents and ecosys-
tems of agents. 

• Furthermore, a shift in AI methodologies to-
wards an approach based on Active Inference 
will enable AI that is transparent and explaina-
ble. AI agents that leverage the Active Infer-
ence framework are able to continuously sense, 
understand, predict, and act. This ongoing cy-
cle produces AI that can adapt and evolve over 
time. They are explainable and self-learning by 
design. 

Key recommendations 

To propel the Spatial Web towards its maximal 
potential, we propose the following strategic initi-
atives: 

• World Model Creation: Develop models based 
on standards and spatial and multidimensional 
data to simulate impactful scenarios. 

• Promotion of socio-technical standards: Ad-
vocate for standardization in adaptive compu-
ting and metadata. 

• Upskilling: Encourage talents to master the im-
plementation and methodology of spatial web 
standards. 

• Join Collaborative Bodies: Participate in 
groups like the Spatial Web Foundation and 
the IEEE Spatial Web Working Group 
(P2874). 

• Awareness and Collaboration: Engage in 
hackathons and competence networks to drive 
adoption of Active Inference based AI. 

• Funding: Allocate funds to support startups 
and applications using these standards and ac-
tive inference based AI. 

• Industry-wide Implementation: Collabora-
tively work on broad-scale implementation of 
socio-technical standards. 

 
 

Figure 1. The Spatial Web concept in relation to its predecessors. 
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Challenges and requirements 

With all this power for change comes great re-
sponsibility. The convergence of exponential 
technologies has the potential to test civilization 
as much as it can help it. This shift necessitates 
responsible stewardship and serious ethical con-
sideration. As industries are transformed by AI 
and our quality of life improves, it will be critical 
that governance keeps pace with innovation.  

The emergence of Autonomous Intelligent Sys-
tems (AIS) introduces an entirely new set of chal-
lenges. Advanced entities, such as autonomous 
drones, sophisticated manufacturing robots, and 
interactive companion devices, will operate auton-
omously, learn from their surroundings, and effect 
tangible changes in the real world. Ensuring uni-
versal interoperability becomes essential as the 
current 8 billion humans and 30 billion devices are 
expected to come online by 2030 to the Spatial 
Web. 

Promoting this vision begs the following ques-
tions: 

• How do we get all these diverse systems to talk 
to each other?  

• And once they can talk to each other, how do 
we govern these systems that are on the path 
to become self-governing?  

The answer lies in the foundation of the Spatial 
Web, i.e., an augmentation of the current internet 
infrastructure with new standards, a new approach 
to modeling data and to AI. The new standard in-
frastructure will become the fabric that we use to 
connect to AI, and that AI agents will use to con-
nect with each other. These innovations will allow 
controlling how knowledge is structured and how 
information is shared on the network, also making 
it possible to build governance directly into the 
web itself. For this to happen, we need to upgrade 
the standards and protocols that are the backbone 
of the current Web 2.0. 

 

1 http://tinyurl.com/mrxnab5e 

Socio-technical Standards enable 
shared understanding between 
humans and machines  

The web as we know it today runs on a suite of 
technical standards, where HTML and HTTP 
have become predominant. The web technologies 
were not explicitly tailored to handle the demands 
for transactions, interoperability, security, and pri-
vacy, of contemporary complex systems and the 
connected smart world. However, they were open 
by design, which allowed for sufficient though la-
borious and creative adaptations. 

As AI turns into an online commodity and be-
comes networked, the privacy and security chal-
lenges that are inherent in Web 2.0 technologies 
will grow exponentially. Ultimately, it may become 
impossible to course-correct as AI gets more and 
more powerful. It is therefore the case that we 
should turn our attention to the fundamental in-
frastructure of the web: the standards that define 
it.  

Historically, society has deployed technical stand-
ards to foster safety and interoperability in the use 
of technology.  

“Cars run on gas from any gas station, the plugs for 
electrical devices fit into any socket, and smartphones 
connect to anything equipped with Bluetooth. All of 
these conveniences depend on technical standards, the si-
lent and often forgotten foundations of technological so-
cieties.” 
– The New York Times1 

Considering the power of AI to alter virtually 
every sector of the world economy, technical 
standards aren’t enough. A new generation of web 
standards will also need to address social require-
ments around transparency, explainability, ac-
countability, safety, and other societal or human-
centered values.  

A hybrid approach of socio-technical standards 
can bridge the gap between technology and soci-
ety. Socio-technical standards could enable AI and 
AIS to be technically sound, socially beneficial, 
safe, compliant with laws, and able to be aligned 
with societal norms and values.  
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In 2020, The IEEE P2874 Spatial Web Working 
Group was formed to lead the development of so-
cio-technical standards for AI and AIS alignment, 
interoperability, and governance. These standards 
are informed by IEEE’s Ethically-Aligned Design 
P7000 Series of standards that address human 
rights, well-being, accountability, and transpar-
ency for AI and AIS. 

The IEEE P2874’s Spatial Web Standards are be-
ing developed to address the following: 

1. Shared understanding of meaning and 
context between humans and AIs. 

2. Explainability of AI systems, enabled by 
the explicit modeling of their decision-
making processes. 

3. Interoperability of data and models that 
enable universal interaction and collabo-
ration across organizations, networks, 
and borders. 

4. Compliance features that are built to 
adapt by design with diverse local, re-
gional, national, and international regula-
tory demands, cultural norms, and ethics. 

5. Authentication and credentialing, driving 
compliance and control over critical ac-
tivities, with privacy, security, and ex-
plainability built-in by design as well. 

These standards lay the foundations for the effi-
cient integration and adoption of AI technologies 
while minimizing the risk inherent in AI. In the 
sequel, we highlight a few essential components of 
the Spatial Web Standards. 

Socio-technical Standards enable 
comprehensive world modeling 

World modeling in AI involves creating internal 
representations of the external environment, uti-
lizing abstract symbols to understand and interact 
effectively. However, this process encounters a 
crucial challenge known as the grounding prob-
lem. This challenge emerges when translating 
symbolic representations into a meaningful reflec-
tion of real-world entities, requiring a bridge be-
tween the abstract and the concrete. Successful 
world modeling addresses the grounding problem 
by integrating sensory input and learning from 
real-world interactions. The resolution of the 
grounding problem enhances the accuracy and 
context-awareness of AI systems, enabling them 

to navigate diverse environments with a deeper 
understanding. 

The successful implementation of AIS is therefore 
dependent on their ability to create comprehen-
sive and dynamic world models. AI and AIS sys-
tems will need hyperdimensional world modeling 
to enhance performance and explainability. These 
systems must be adept at understanding and inter-
preting complex models of the world from as 
many perspectives and sensory inputs as required 
by the problem they are trying to solve or the ac-
tivity they are trying to predict and optimize. For 
IoT and cyber-physical systems to stay pertinent 
and adjust to shifting use cases and scenarios, data 
must be integrated within a broad world model. 

World modeling is multi-dimensional. It encapsu-
lates identities, activities, environments, policies 
and credentials, which need to be expressed in a 
coherent and shared manner in different contexts: 

• Semantic (meaning and logic) 

• Spatial (physical and situational)  

• Societal (values and value) 

• Systems (networks and ecosystems) 

Comprehensive world modeling needs to: 

• Be stateful 

• Be multi-modal / multi-dimensional 

• Be interpretable and actionable by ma-
chines 

• Be shareable between heterogeneous net-
works, devices and applications, and hu-
mans 

• Maintain coherence over time and space 
for all the actors/edges involved in a use 
case 

The Spatial Web socio-technical standards, Hy-
per-Spatial Modeling Language (HSML) and Hy-
per-Spatial Transaction Protocol (HSTP), enable 
world modeling by structuring spatial information 
and securing efficient transactions. 

HSML 

Hyper-Spatial Modeling Language is a knowledge 
modeling language that enables systems to encode 
properties of physical objects, logical concepts, 
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and contextual activities. HSML facilitates multi-
modal world modeling and knowledge sharing 
among machines and humans, encompassing eth-
ical, moral, economic, and societal considerations. 
HSML models relationships and activities, ad-
dressing the Who, What, When, Where, How, and 
Why.  

HSML allows for the detailed description of enti-
ties and their relationships with other entities 
within the Spatial Web. It serves as a modeling lan-
guage and semantic data ontology schema, crucial 
for creating complex and accurate models of spa-
tial environments and contracts. By providing a 
framework for encoding these models in a way 
that is both human- and machine-readable, HSML 
facilitates the construction of dynamic, interactive 
world models. 

 

Figure 2. Modelling elements of HSML. 

HSTP 

Hyper-Spatial Transaction Protocol provides the 
methods for passing HSML messages in the Spa-
tial Web. It provides a universal, secure, and veri-
fiable protocol for communication between digital 
or physical systems, ensuring seamless interaction 
and cooperation between diverse AI systems. It 
incorporates a zero-trust architecture and strict 
authentication measures for secure data exchange 
and control over AI operations.  

HSTP manages the transactional aspect of models 
of spatial environments and contracts. It is de-
signed to support automated contracting, ensuring 
decentralized, secure, and privacy-respecting in-
teractions within the Spatial Web. By providing 
APIs for distributed computing platforms, HSTP 
enables smooth and secure exchange of infor-
mation and resources within the modeled world, 
thereby supporting dynamic interactions and op-
erations in world modeling. 

HSTP’s zero-trust architecture ensures that data 
sharing across environments is done so with secu-
rity and privacy principles embedded by design, in 
particular as it mandates verifiable credentials for 
any interaction between systems. This rigorous 
credential-based authentication process is particu-
larly crucial for AI activities, as it allows them to 
operate within a secure and compliant framework, 

 

Figure 3. A simplified view of the HSTP query language. 
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protecting against unauthorized access, ensuring 
the integrity of data and operations, and signifi-
cantly enhancing the security and trustworthiness 
of all operations across the Spatial Web. 

 

Figure 4. HSML over HSTP. 

In contrast to the open structure of the Internet 
and the World Wide Web, the Spatial Web, based 
on HSTP, is designed as a permissioned network 
by design. This fundamental shift in architecture 
not only enhances security but also increases the 
reliability and predictability of AI operations 
within this environment. 

A new Approach to AI 

The field of AI is at a critical juncture where tradi-
tional methods, often based on narrow, task-spe-
cific algorithms, are reaching their limits in terms 
of adaptability, generalizability, and understanding 
complex, real-world environments. This limitation 
calls for a new approach that can bridge the gap 
between highly specialized AI and the more versa-
tile, adaptive intelligence seen in natural systems. 
Active Inference emerges as a promising answer 
to this challenge. 

Active Inference 

The framework of Active Inference decodes bio-
logical intelligence by analyzing how the human 
brain creates mental models and makes predic-
tions based on those models. VERSES is now ap-
plying this framework to the fields of computer 
science and AI. 

 
2 AD Scientific Index 2024 

Originally developed by Karl Friston—most 
highly cited neuroscientist2, theoretician at Uni-
versity College London, and Chief Science Officer 
at VERSES—active inference has the potential to 
completely transform the field of artificial intelli-
gence by creating intelligent agents that can model 
the world, and use those models to think, plan, 
predict, and act.  

Active inference defines in mathematical terms 
the process by which agents, whether living organ-
isms or digital systems, learn by interacting with 
their environment. It posits that all intelligent 
agents are fundamentally engaged in minimizing 
the uncertainty between expected sensory inputs 
and actual sensory inputs. Agents make predic-
tions about the world and then act to make those 
predictions come true. The goal is to reduce the 
level of surprise an agent experiences. The less un-
certainty an agent must navigate, the better its 
chance of survival. 

Active inference involves creating an internal rep-
resentation of the external world. This world 
model enables active inference-based agents to 
make predictions about the causes of sensory in-
puts and the likely outcomes of actions.  

As the agent takes action in the world, it may learn 
something new about its environment. It can then 
update its world model with this new information. 
Agents can also access a shared world model that 
is continuously updated by multiple agents, result-
ing in a world model that is shared and always up 
to date. 

For AI and robotics, active inference offers a blue-
print for creating systems that can autonomously 
learn and make informed decisions. These agents 
use predictions based on an always-up-to-date 
world model to guide their behavior, constantly 
adjusting their actions based on new data from the 
environment. This creates a feedback loop where 
the AI's actions are both informed by and inform 
its predictions, leading to a self-correcting system 
that can become more sophisticated over time. 

The shift towards self-learning and agentive AI 
necessarily poses crucial regulatory questions – 
How do we effectively regulate a system inherently 
designed for self-regulation? The evolving nature 
of AIS and its potential autonomy raise urgent 
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considerations for regulatory frameworks, 
prompting a need to strike a balance between fos-
tering innovation and ensuring responsible gov-
ernance. 

Governance and Regulations 

Historically, laws have primarily focused on hu-
man-to-human interactions, where actors and 
subjects are humans or human-controlled entities. 
With the arrival of AI, however, there has been a 
shift in focus to human-to-AI interactions. This 
includes issues such as data privacy, algorithmic 
bias, intellectual property rights in AI-generated 
content, and questions around liability for deci-
sions made by AI systems. Laws are being updated 
and new ones created to address these unique 
challenges, where the lines between the creator 
(human) and the creation (AI) are often blurred. 

Looking ahead, there’s an anticipation that the le-
gal system will need to evolve further to govern 
AI-to-AI interactions. This emerging field is likely 
to present unprecedented challenges. Key issues 
may include the autonomous decision-making by 
AI entities, interactions between different AI sys-
tems without direct human oversight, and the con-
sequences of these interactions. For instance, two 
AI systems might negotiate contracts, conduct 
transactions, or even engage in conflict resolution 
without human intervention. 

For AI systems to understand and apply laws, 
these laws must be converted into a format that 
machines can understand and process. This in-
volves translating legal texts into structured data 
that can be easily understood in all contextual di-
mensions by computer algorithms. This would 
mean coding laws in a way that captures their es-
sence and directives without ambiguity, which is a 
significant challenge given the complexity and nu-
anced nature of legal language. Beyond just being 
readable, laws need to be interpretable by AI. This 
means that the AI must be able to understand the 
intent, context, and application of the law. Devel-
oping a universally accepted socio-technical stand-
ard for how laws are encoded is therefore crucial. 
This ensures consistency in how different AI sys-
tems interpret and apply the law. Without stand-
ardization, there could be significant discrepancies 
in legal interpretations, leading to unpredictability 
and potential injustices. Moreover, laws evolve 
over time, responding to societal changes, new un-
derstandings, and precedents. AI systems will 
need to be adaptable to these changes, requiring 

mechanisms for continuous learning and updating 
of legal knowledge bases. 

Additionally, machine-readable and interpretable 
laws must be accessible to those who are subject 
to them, including humans. This means that while 
laws need to be encoded for machines, they also 
need to be understandable by humans in a trans-
parent manner, ensuring that the legal process re-
mains open and fair. These laws also need to be 
explainable, in order to respond to auditability and 
liability concerns. It is crucial that the rationale be-
hind automated legal decisions is clearly outlined 
and can be scrutinized. This ensures that in cases 
where disputes arise, or errors occur, there is a 
traceable decision-making process. This not only 
aids in holding systems and their creators account-
able but also fosters trust in the technology by 
demonstrating that decisions are made based on 
logical and fair principles, and that there are mech-
anisms in place to rectify any mistakes or biases. 

AIS International Rating System (AIRS) 

Intelligent machines may need to operate opti-
mally across a range of governance frameworks, 
from centralized to federated to distributed. 
Standards that facilitate interoperability across the 
spectrum will be essential. 

The chart below illustrates how AI systems that 
become increasingly intelligent gain the potential 
for greater autonomy, which is reflected in the 
corresponding governance framework that be-
comes available, along with all other governance 
frameworks that came before it. 
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The Next Computing Paradigm will draw upon the continued integration advances for 
the development of future large-scale safety-critical systems, involving many technol-
ogy and influencer communities. Novel approaches and tools will be required to tackle 
the increasingly multi-dimensional challenges between the communities to benefit 
these future systems, especially their adaptability to new technologies. 

Bridging the stakeholder 
communities that produce 
cyber-physical systems 

by Charles Robinson, with representation of communities from Rajendra Akerkar, 
Djamila Aouada, Alessandra Bagnato, Miklós Györffi, Michael Henshaw, 
Peter Gorm Larsen, Carles Hernandez Luz, Hugo Daniel Macedo, Claudio Pastrone, 
Peter Popov, Claudio Sassanelli, Marcus Völp, Thorsten Weyer 1 

Today, there are many communities involved in 
the creation of large-scale safety-critical systems, 
which are used in domains including transport, 
health, robotics, manufacturing and, in the longer 
term, will be in the home, where miniaturization 
will play a role. These applications have the en-
compassing term of cyber-physical systems (CPS), 
of which CPS technologies consider the integra-
tions of the system parts across the digital and real 
world boundaries. Thanks to great advances in 
connectivity (including IoT, Big Data), pattern 
recognition and decision making (AI) and integra-
tion technologies (CPS), with computing as a 
backbone, there is a convergence of technology 
domains and the real world towards the Next 
Computing Paradigm (NCP). The integration 
concerns typical in the realm of CPS, including 
certified dependability, energy management and 
real-time capacities, will become pervasive for 
NCP and tomorrow’s systems. 

In this article we explain that engineering for fu-
ture CPS needs a centre of gravity in order to draw 

 
1 For the list of contributors, see the acknowledgements 

these communities together. This will provide 
common goals around which technical advances 
can be aligned. Overviews of the communities in-
volved are provided, with examples of their rele-
vance in the creation of CPS and to some com-
mon challenges.  

Advancements of aggregating technologies are 
multi-dimensional challenges, representing many 
influencing dependencies from all communities, 
especially at higher levels where the whole system 
product is drawn together. This means that, to 
make good progress, Europe will require new 
forms of coordination in order to orchestrate re-
search and to capitalize on lessons learned related 
to the cumulative advances between the commu-
nities.   

Key insights 

• Large-scale safety-critical systems, encompass 
a common perspective of what is classed as 
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cyber-physical systems [39]. These CPS are 
physically interactive (high certification obli-
gation) and increasingly collaborative (task 
sharing).  They involve many contributor and 
influencer communities in their creation, who 
each tend to make advances in isolation. Cre-
ating the technical bridges between these communities 
to channel technology development is essential for these 
future systems.   

• The scope for bridging the communities is 
wide and they need technical interfaces 
around which to align. Discussions have indi-
cated self-alignment of these groups is needed 
through centres of gravity, particularly on the topic of 
real-time safe and secure automation. 

• A new form of research coordination is necessary to 
direct cumulative integrated developments from 
the stakeholder communities. CPS projects 
should provide technical advances on re-
searcher supports in addition to system tech-
nologies. 

• The development of CPS requires a holistic 
approach, guided by target products, that 
brings together a wide range of disciplines. 
These should include not only functional, sys-
tem and enabling technologies, but also the 
fields of psychology, sociology and ethnogra-
phy, among others.  

• Aggregating, or system technologies, have dif-
ferent and much longer industrial uptake 
lifecycles than part specific or component 
technologies.  Research programmes mostly 
treat them the same and both technology 
types suffer. A dedicated team from the research 
programmes would be very beneficial for investigat-
ing and implementing new technical capacities for 
multi-stakeholder complex group research 

• CPS represent a significant part of national in-
frastructures and where lie some of the most 
devious and complex research integration 
challenges to be solved. Infrastructure repre-
sent an important means of market capture 
and thus sovereignty, whilst system architec-
ture is a determining factor of technology up-
take and the green transition. National fund-
ing for infrastructure stability and adaptability, 
particularly investing in system thinking/in-
terdisciplinarity will play a critical role for Eu-
rope on the world stage.  This is not only in 
terms of economic stability and productivity 
but also moving to a culture that ensures also 
a functioning natural world for future genera-
tions.  

Key recommendations 

• Develop new support capacities to carry out 
cross-domain research on multi-dimensional 
critical complex group challenges.  Draw on 
best practices for systems thinking\interdisci-
plinarity to develop methodologies and sup-
portive tooling that will act as the technical 
bridges between communities contributing to 
large-scale safety-critical systems. It is relevant 
to considering other interdisciplinary fields 
treating complex systems such as governance 
of climate change and world food security. 

• Motivate convergence through centers of 
gravity, including advancing an integrated 
view in real-time, safe and secure automation, 
a common interest for communities contrib-
uting to large-scale safety-critical systems.  

• Build up research orchestration techniques 
for coordinating cross-community research to 
future large-scale safety-critical systems.  This 
also calls for projects tackling challenges that 
are common across the contributing commu-
nities.  

• Establish a research instrument, transversal to 
European research programmes with stable 
financing, for advancing aggregating technol-
ogies in particular and the technology uptake 
by large-scale safety-critical systems in gen-
eral.    

Introduction and new cross-
community development 
approaches 

In order to manage large complex problems, peo-
ple break them down into parts. It is for this rea-
son that, from the technology point of view, there 
are many contributing and influencing communi-
ties involved in the creation of future safety-criti-
cal products. Of course, the parts subsequently 
need to be assembled together in order to address 
the initial complex problem. For the same reasons, 
the various technological contributions for future 
large-scale safety-critical systems require layered 
aggregation in order to achieve these physically in-
teractive and collaborating systems.  

This means that there are significant, multi-dimen-
sional influences across CPS communities, which 
contribute to our ability to transfer technology to 
industry. It also poses challenges for assuring CPS, 
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which should be based on sound methods of jus-
tifying that a CPS is fit for purpose and that all 
risks of using it are adequately addressed, notwith-
standing the complexity and the heterogeneity of 
the CPS components and of the communities of 
stakeholders involved. For instance, assurance 
alone historically has relied heavily on expert judge-
ment and this worked. Recently the complexity of 
the CPS that we try to assure as safe has increased 
very dramatically. In these circumstances, expert 
judgement based on previous experience alone be-
comes problematic. The current trend (see Assur-
ance 2.0 [40]) is that we need new methods for 
building assurance cases which should rely on for-
mal methods and also on automation to process 
complex arguments on which assurance is built. 

For the purposes of this article, we take CPS in the 
context of an application; that is to say, the term 
could be replaced directly with an example CPS 
application such as railway transport, an autono-
mous vehicle, or satellite constellations. In this 
framing, CPS therefore represent physically interac-
tive and collaborating systems that are present in many 
domains including transport, health and manufac-
turing. (For an in-depth definition of CPS, see, for 
instance [39]). 

Communities involved in CPS, discussed in the 
subsequent section, range from providers of a) 
functional properties including sensing, physical 
action, communication, energy provision, pro-
cessing and coordinated collaboration to b) sys-
tem-level engineering including properties like 
safety and performance specifications, managing 
customer requirements, architecting, system veri-
fication and validation, mechanical engineering 
and control engineering.  There are technology 
support communities providing c) enabling tech-
nology domains like the Internet of Things (IoT), 
Systems of Systems, Big Data, Artificial Intelli-
gence/machine learning and High-Performance 
Computing. Finally, there are the influencing com-
munities from d) the production environment, 
with enterprise processes and product line, and e) 
the market, such as regulation and current and fu-
ture needs of society.  

These communities have tended to transfer tech-
nology as a one-to-one mapping with products. 
However, to respond the challenges of future CPS 
and to enhance technology transfer, they will need 
to take relations with the other contributing com-
munities increasingly into account. While the chal-
lenges and importance of advancing aggregation 
techniques are discussed later, there also needs to 

be a common focal point from which one com-
munity can interact with any of the other commu-
nities. This point should provide a common inter-
est based on the physical challenges of these sys-
tems. Discussions have proposed this centre of gravity to be 
real-time, safe and secure automation of CPS develop-
ment and operation.   

Research on CPS should seek to enhance the in-
terrelations and automation of these three de-
pendability properties, i.e., real-time, safety and se-
curity. They are goals that must be achieved at a 
global level when all the technologies are com-
bined. As an example, each piece of hardware has 
an impact on the energy consumption of the 
whole system. Similarly, individual software and 
hardware components can jeopardize safety if 
they fail naturally or due to a security breach. 
These goals can also be variable and related to en-
vironmental conditions, such as a train reducing 
its speed (performance) in response to heavy 
showers (to maintain safety).  

Hence for technologies to be accepted in these 
systems, they must guarantee these dependability 
properties, i.e., they must comply with the safety 
and security constraints of a product in the in-
tended operational environment and not violate 
the constraints on real-time responses. This means 
that the easier it is to couple your technology with 
these system constraints (through automation), 
the easier it becomes to adjust it to the system (or 
adjust the system for new technologies).  

It is usually the case that, in order to add new tech-
nologies to a CPS, the whole system requires re-
certification. This can be prohibitively expensive 
without sufficient automated information about 
the impact of the new technologies on these de-
pendability properties – and particularly the inter-
relations of those properties. Take systems certi-
fied, for instance, against an extreme earthquake 
occurring every 1000 years (for safety), such as a 
nuclear plant: in this case, the safety experts cur-
rently would prefer no new technologies or 
patches for security to be added to these systems 
due to the certification costs.    

As a result, historically, interrelations between sys-
tem properties have been limited to minimize 
complexity, but the current need for adaptability 
(to new technologies, to environmental or internal 
changes) requires this design mindset to be read-
dressed. So in summary, a centre of gravity, as 
shown in Figure 1, will provide a useful point to 
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channel us towards more impactful research ad-
vances for these future large-scale safety-critical 
systems. 

While the management of trade-offs between the 
system properties of performance, safety and se-
curity is an established skill in system develop-
ment, it still remains very much a manual and qual-
itative process and one that is based on prior ex-
perience. It remains to this day very much a bot-
tleneck and is holding back the communities con-
tributing to CPS development from ensuring that 
advances in areas such as trust in artificial intelli-
gence (AI) are applied to CPS.  

System-level engineering for CPS is therefore in 
need of transformative automation. Fortunately, 
automation between system-level dependability 
properties can rely on a number of decades of re-
search in techniques [1], some of which have al-
ready been applied in industry but are generally in 
need of new approaches for technology transfer. 
Such approaches are included in the coordination 
suggestions for research orchestration described 
later in this article.  

Of course, current pressures for industry to find 
advanced solutions for managing system property 
trade-offs are also driving the search for auto-
mated coupling. As examples of some initiatives, 
the UK Research Institute in Trustworthy Inter-
connected Cyber Physical Systems (RITICS) [2] 
involves dozens of UK universities and industrial 
collaborators. Topics include safety, security and 
autonomous systems. Relating to autonomous ve-
hicles, the Intel Research Collaborative Institute 
of Safety of Autonomous Cars (ICRI-SAVe [3]), 
deserves a mention as a vibrant community. Like-
wise, the VVM project (Verification and Valida-
tion Methods, https://www.vvm-projekt.de/) 
built up a sizeable research community addressing 

the challenges of “safety verification of automated 
vehicles … on driving functions up to full auto-
mation of vehicles (SAE Level 4 and 5)”. 

Many industries are actively looking for solutions 
to manage the performance, safety and security of 
their products, including large enterprise like Sie-
mens, Thales and AVL, who have been forming 
combined safety-security teams. The challenge 
also affects small and medium-sized enterprises 
(SMEs) in their products and services. This recent 
momentum has visibility, for example, in the Ada 
and IEEE conferences, in the IET code of prac-
tice on cybersecurity and safety [4], in recent large 
research collaborations including MERgE [5], 
SeSaMo [6] and AQUAS [7], and in co-engineer-
ing discussions. 

Overview of stakeholder communities for 
creating and advancing CPS 

We now provide overviews of the five communi-
ties, indicated in the previous figure, which are in-
volved in creating CPS. We give descriptions and 
examples of their relevance to CPS as well as their 
relation to cross-community challenges for future 
development.  These include embedded compu-
ting as a CPS backbone, system decentralization 
and decomposability, and physical collaborations 
with people. 

Functional-property communities  

CPS functional properties must address aspects 
that cover sensing, actuation, communication, en-
ergy provision, processing and coordinated collab-
oration. Such properties are key characteristics of 
these systems, with actors in specific communities 
researching and developing the different compo-
nents. 

 

Figure 1: The stakeholder communities for creating CPS. 
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The relevance of functional properties becomes 
more evident when considering novel and innova-
tive advanced applications that are being progres-
sively adopted in several large-scale, safety-critical 
domains, such as industrial automation, transpor-
tation, smart cities, critical infrastructures, space, 
etc. Some examples can be found in H2020 pro-
jects such as CPSwarm [8], or Chips Joint Under-
taking such as AIDOaRT project [36] and other 
CPS cluster initiatives. 

Industry-driven needs and the well-established na-
ture of general research communities in the CPS 
domain mean that it is feasible to envision projects 
that might prototype concepts such as swarms of 
unmanned aerial vehicles and rovers supporting 
safety and security operations; swarm of un-
manned aerial vehicles and possibly ground robots 
supporting critical infrastructure management; 
swarms of automated ground robots that collabo-
ratively support humans in logistic operations 
within a smart warehouse or in last mile delivery 
operations within a smart city; or enhanced and 
dynamic platooning applications for autonomous 
freight vehicles. Currently, the development of 
such applications cannot leverage a simple plug-
and-play integration of the various technologies 
entailed, given the complexity of managing teams 
of systems and humans in evolving and dynamic 
scenarios with emergent properties. 

Therefore, to properly combine and integrate the 
different technology building blocks required, the 
various ‘functional properties communities’ have 
to be properly engaged. Experts from the func-
tional property communities will need to work 
with other actors with collaborative systems com-
petence. Moreover, while the increased adoption 
of CPS has resulted in the maturation of solutions 
for CPS development, a single consistent science 
for future CPS has not yet been consolidated. Few 
functional properties community members have 
already started working alongside other communi-
ties on a connective framework e.g., using model-
ling, design/development tools and methodolo-
gies, deployment solutions, monitoring and con-
trolling solutions for large-scale challenges. In this 
context, model-centric approaches have clear rel-
evance for facilitating collaboration between ex-
perts from different sectors and thus enabling the 
definition, composition, verification and simula-
tion of collaborative, autonomous CPS.  

For these reasons, it is important for future CPS 
to be considered not only from the technology 
perspective but also as an application domain 

where the technology of the functional property 
communities plays a role for aggregation of CPS-
related research. To promote this, closer and 
wider collaboration is needed within the commu-
nities, along with new research initiatives. Under-
standing the nature of this aggregation from the 
bottom up and top down is important for driving 
the communities towards much-needed technol-
ogy advances. The resulting collaboration plays a 
very important role in finding solutions to the bot-
tlenecks that currently prevent CPS from having 
greater impact on society; such solutions would 
also promote market uptake, open new markets 
and optimize the use of resources in the various 
industry sectors.  

These communities have many cross-cutting chal-
lenges for future CPS. Embedded computing will 
evolve significantly and plays an essential enabling 
role for functional properties. For instance, the 
need to use specific sensors on a CPS and to 
timely process the relevant raw data onboard will 
need increased computational power. However, 
energy limitations introduce other constraints; 
only a holistic vision of CPS can help driving re-
search initiatives. Moreover, the envisioned com-
bination of 5G, beyond 5G and Smart Networks 
and Services/6G technologies with distributed 
and high-performance computing will pave the 
way towards a deep integration of future CPS in 
the computing continuum, where there are also di-
rect links with enabling technologies, discussed 
presently, such as IoT and Systems of System. In 
relation to decentralization and decomposability, 
with distributed intelligence and emergent proper-
ties, an example research context would aim to 
solve/work on delays in physical, computing and 
actuation timing. This requires model design and 
simulation approaches to capture the full hetero-
geneity of the system and its contributing commu-
nities. Physical interaction with people requires a 
system to have high fidelity knowledge of its envi-
ronment and its physical dynamics. This requires 
the technologies of the functional properties com-
munity, which in turn need integration with the 
safety and security measures set by the system-en-
gineering community. In the future, achieving 
greater energy efficiency will pose an additional 
challenge for CPS. The evolution of CPS must 
consider their overall energy footprint to mini-
mize their environmental impact. To achieve this 
goal, all aspects, components, and technologies re-
lated to CPS need to be carefully considered. This 
effort will involve traceability among the contrib-
uting communities. It is therefore evident that the 
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best way to advance future CPS is to further sup-
port integration and aggregation approaches for 
community collaboration.  

Systems-engineering communities 

The development of CPS requires a holistic devel-
opment approach that brings together a wide 
range of disciplines. This includes the typical sys-
tems engineering disciplines, such as requirements 
engineering, architectural design, implementation 
and quality assurance including system-wide re-
sponsiveness, safety and security.  The disciplines 
of this community are important in terms of both 
the CPS in general and individual systems engi-
neering sub-processes, such as mechanical engi-
neering, control theory, electrical engineering and 
software engineering.  

In almost all of our application-driven future sce-
narios, like in autonomous driving and Industry 
4.0, CPS must be able to fulfil their purpose to a 
large extent without intervention of human users 
[9]. According to the Society of Automotive En-
gineers (SAE) taxonomy for autonomous driving, 
we refer to such systems as highly automated or 
fully automated CPS [9]. Already today and even 
more so in the future, systems engineering is one 
of the core competence fields for building such 
highly automated or fully automated CPS. 

In the case of highly automated CPS, it is neces-
sary to have a more comprehensive understanding 
of the term ‘functional safety’. In contrast to the 
understanding of the term by the ISO 26262 
standard, which essentially considers the malfunc-
tion of system components, highly automated 
CPS require an analysis of the interaction of a) the 
functionality of the CPS under consideration with 
b) its context (e.g. other CPS in collaboration). 
This analysis serves to detect possible safety 
threats resulting from the interaction between sys-
tem functions and contextual conditions, such as 
the interaction between the autonomous driving 
function of a vehicle and the failure of the signal-
ling system at an automated road intersection. 
This new understanding of functional analysis, 
which goes far beyond the requirements of ISO 
26262, is the subject of the SOTIF standard [10].  

It is important to understand that security threats 
can also arise from inadequate or non-compliant 
cyber security. Relevant cyber security standards, 
such as ISO 21434 [37] in the automotive sector, 
have recently attempted to take this into account. 
Corresponding measures to mitigate such security 

issues then refer to the establishment of appropri-
ate measures and technologies to increase the 
cyber security of the CPS to an adequate level. It 
becomes evident that systems engineering re-
search in the CPS field needs to take holistic, 
tightly integrated approaches for safety and cyber 
security engineering that consider both the engi-
neering of the CPS and the management of its op-
eration. 

These threats to safety must be identified during 
the development process and mitigated, e.g. by 
specifying suitable requirements or safety devices 
(safety monitors) which bring the CPS to a safe 
state should CPS fail to behave according to re-
quirements or expectations. Since CPS often mon-
itor and control technical or physical processes, 
control theory is a discipline of great importance 
in the development of such systems. In this con-
text, the concepts of monitoring and controlling 
technical/physical processes are reflected in vari-
ous artefacts of systems engineering. For instance, 
the requirements originated from the way the pro-
cesses should be controlled, as well as from deci-
sions made about the design of the necessary sen-
sors and actuators or even about the design of the 
algorithm for the computational processes of the 
feedback system. 

In order to be able to develop such complex tech-
nical systems consisting of software and hardware, 
seamless systems engineering processes are re-
quired, establishing techniques, methods and tools 
for challenges such as the following examples. 
Since CPS in many fields of application work to-
gether in dynamically formed networks at runtime 
to pursue higher-level goals, possible collabora-
tion structures must be identified and analysed in 
requirements engineering. For example, in the de-
velopment of autonomous vehicles, the collabora-
tion structures in which these vehicles must oper-
ate should be taken into account. Examples of 
such structures might be vehicle convoys to opti-
mize the flow of traffic or at automated intersec-
tions to ensure safe crossing of the intersection, 
even with high traffic volumes and in complex 
traffic situations. In collaborative CPS, the issue of 
coordinated decentralized monitoring and control 
of technical/physical processes is added; an exam-
ple of this is the coordinated acceleration or decel-
eration of the various vehicles within a convoy of 
vehicles.  

In the case of highly automated systems, the in-
volvement of the human user is required in (a few) 
defined situations to ensure that the system is able 
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to fulfil its purpose of ensuring safe operation. 
The integration of the human user must be effec-
tive, i.e. the user interface of these systems must 
be designed in such a way that the human user is 
able to perform the necessary tasks according to 
the intention, as free from errors as possible and 
within the existing time restrictions. One might 
think here of the example of autonomous road 
traffic, where highly automated systems require 
the driver to take control of the vehicle when a 
critical driving situation occurs. 

Enabling-technology communities  

Internet of Things (IoT) 

The Internet of Things community developed 
around the goal of providing a means for all de-
vices to be globally connected via the internet. The 
name ‘Internet of Things’ was used in 1999 by 
Kevin Ashton during a presentation to his higher 
management at Procter & Gamble. He described 
IoT as a technology that connected several devices 
with the help of RFID tags (radio frequency iden-
tification) for supply-chain management [11]. In 
2008 the first international conference on IoT 
took place in Switzerland, discussing RFID, short-
range wireless communications, and sensor net-
works; today, these topics continue to represent 
the major technological research domain for ad-
vancing the IoT, gathering information about the 
real world that can then be made useful in some 
way [12].  

Since 2010 it has been normal for many different 
devices to be in our homes to be connected to the 
internet. Connected devices are used extensively 
in the consumer domain.  In 2015, to support ad-
vancement of IoT for industry, the European 
Commission created the Alliance for Internet of 
Things Innovation (AIOTI).   Applying IoT to the 
industrial environment has been termed industrial 
IoT, or IIoT, and has the goal of optimizing pro-
duction value while considering the many addi-
tional challenges related to safety, security and 
performance. IIoT technologies support intercon-
nectivity with the internet in the context of these 
challenges, enabling not only networked smart ob-
jects and information technologies but also “op-
tional cloud or edge computing platforms, which 
enable real-time, intelligent, and autonomous ac-
cess, collection, analysis, communications, and ex-
change of process, product and/or service infor-
mation, within the industrial environment” [13]. 
IoT technologies, in particular those for the IIoT, 

will be standard constituent elements of future 
safety-critical frameworks. 

Enabling the infrastructure to support distributed 
intelligence and information exchange is at the 
core of IoT, so supporting cross-community work 
on CPS decentralization, decomposability and hu-
man interaction is important.  These are already 
areas receiving some focus from the IoT commu-
nity [14], [15], as indeed is the case for bringing 
communities around an embedded computing 
backbone, with work considering edge-cloud 
computing [16] exchanges. As an enabling tech-
nology, IoT responds to support other domains 
which means its focuses change based on the lat-
est domain challenges, corroborated in recent IoT 
road mapping activities that its landscape is 
changeable in nature [17]. 

Artificial intelligence (AI)   

Autonomy will bring incredible new benefits to 
CPS, but there are major challenges that must be 
overcome.  The intelligence that can be applied is 
limited by current approaches to certification, le-
gal frameworks and (lack of) trust for such sys-
tems. There is also a fundamental mismatch be-
tween the approach to functional safety software 
(top-down, correct by design) and current ap-
proaches to deep-learning programs (bottom-up, 
data driven), as addressed by projects such as 
SAFEXPLAIN [18]. These need to be addressed 
while maintaining and increasing the safety of 
such systems (which calls for improved traceabil-
ity of the influences between the contributing 
communities to CPS). Safety of such systems is a 
serious challenge as the levels of reliability achiev-
able by ML/AI are simply inadequate for high in-
tegrity systems (safety integrity levels 3 and 4) by 
and are an active area of research attracting invest-
ment from public and private sector.  Cyber secu-
rity of such systems is even greater challenge as 
vulnerabilities of ML/AI are significant and 
widely spread. 

Reducing or mitigating these limiting factors will 
be an enabler for many advanced AI technologies 
related to decision making, learning etc, for the 
operation of the systems. In parallel, the other 
communities can provide more robust technolo-
gies for systems that are evolving as a result of AI. 
Of course, there are identified routes for AI to be-
come “more trustable”; these include explainabil-
ity of actions in human language, and the applica-
tion of AI to non-safety-related aspects of CPS 
like decision support for system design. A serious 
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concern is that the approach to making AI/ML 
adequate for use in safety-critical context seems to 
lack the “system context”. Judging whether an 
AI/ML-based component is adequate for use in a 
safety-critical system should be done for the sys-
tem that it is intended to be used. To illustrate take 
the so called safety monitors as an example, devices 
meant to mitigate the risks from insufficient relia-
bility in autonomous vehicles including of compo-
nents built with AI/ML. In a recent paper Terrosi 
et. al. demonstrated that the accuracy of safety 
monitors is not merely a property of the monitor, 
but is significantly affected by the system it moni-
tors (e.g., an autonomous vehicle). 

A significant characteristic of CPS will be coordi-
nated collaboration. This relates to the way com-
ponents of a CPS coordinate with each other or 
with people for outcomes only achievable through 
such cooperation.  AI can bring strong support 
here such as through the field of decentralized in-
telligence called multi-agent systems (MAS) [19]. 
Regarding design, the needs of CPS include the 
explicit representation of the environment and the 
need to represent abstraction layers, from the 
physical layer to the components and system, as 
CPS are closely coupled to the hardware elements 
of the system. Finally, it may also be necessary to 
represent the non-functional requirements, such 
as safety or resilience. Some MAS design tools, 
such as Tropos [20], if correctly used, may help to 
meet these requirements. 

In terms of decentralized intelligence for CPS, 
there are many challenges to that need to be ad-
dressed, in particular methods for executing coor-
dination. The whole system needs to be able to re-
act in real time, which is not the case for most de-
centralized AI coordination protocols, which rely 
on negotiation, usually with no defined deadline 
for decisions [20]. As another example, finding 
ways to work with the functional property com-
munity on communication middleware for intelli-
gent collaboration is likely another issue to need-
ing to be tackled. 

High-Performance Computing (HPC) 

High-performance Computing (HPC) consists of 
the aggregation of powerful computing resources 
for solving problems that require large computing 
power [21]. Recently, HPC technologies were only 
required in the context of traditional massively 
parallel “number crunching” applications like 
weather prediction, computational chemistry, or 
computational fluid dynamics. However, the latest 

developments in low-power computing technolo-
gies [22] – required in the HPC industry to scale 
performance levels further – has facilitated the 
adoption of HPC technologies in a wide range of 
CPS applications. 

Existing HPC platforms offer the computation ca-
pabilities needed by the most demanding CPS ap-
plications within an affordable power budget in 
domains such as automotive, space, avionics, ro-
botics and factory automation. Centralized do-
main architectures that replace the traditional fed-
erated computing architectures – like those re-
quired by economically affordable autonomous 
driving systems – are only possible when HPC 
technologies are deployed.  Single-chip high-per-
formance embedded computing platforms reduce 
the traffic flow through CPS’ electronic networks 
and enable high-speed communication as required 
for processing vast amounts of information in real 
time. So this community will be important for 
consolidating the embedded computing back-
bone.  

Furthermore, these technologies involve parallel 
processing, that is, splitting the tasks up into parts 
for several computers (or multiple cores) to pro-
cess, thus reducing the time taken to complete 
tasks. This characteristic thus holds a direct rela-
tion with the CPS challenges of decomposability 
and decentralization – how tasks can be split up 
while ensuring safety and security for people, the 
system and its environment. 

Unfortunately, the deployment of HPC in a CPS 
increases the complexity of the resulting system 
and may have non-negligible impact on the verifi-
cation and validation costs of relevant system 
properties (e.g. safety and security). Thus, an ef-
fective exploitation of HPC technologies in cyber-
physical applications requires at least either the de-
velopment of new methodologies to verify and 
validate such complex systems or the adaptation 
of key technologies to the specific context, as ex-
plored in the EU-funded PROXIMA [23] and 
MASTECS [24] projects, for example. 

Big Data  

Cyber-physical systems are being driven by the 
combination of embedded and internet technolo-
gies and a vision of “smart anything everywhere” 
[25]. The blend of this cyber, physical (and social) 
data can help us to understand incidents and 
changes in our adjacent environments better, 
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monitor and control buildings and urban infra-
structure, and provide better healthcare and care 
services for older people, among many other ap-
plications. To make effective use of the physical-
cyber-social data, integration and processing of 
data from a variety of heterogeneous sources is 
necessary. A key objective for big data in CPS is 
to analyse very large, fast, and heterogeneous data 
streams, mostly from industrial rather than con-
sumer environments. This can be achieved 
through machine learning, which is the most com-
mon technique used to extract information from 
the data. 

The core Big Data applications in CPS are in var-
ied fields, including energy utilization, city man-
agement, transportation systems and disaster 
management. For example, a smart transportation 
system would generate big data consisting of driv-
ers’ behaviour, commuter information, vehicle lo-
cations, traffic-signal management, accident re-
porting, automatic fare calculations, and so on. 
Robot-aided surgical systems (i.e. human-in-the-
loop CPS) comprise a teleoperation console oper-
ated by a surgeon, an embedded system hosting 
the control of the automated robot, and the phys-
ical robotic actuators and sensors. Big Data meth-
ods can be used here for the modelling of surgical 
skills, for the detection and classification of surgi-
cal motions for automation and environment, and 
for the integration of this knowledge into control 
and automation of surgical robots.  

In the operation of complex systems (e.g. aircraft 
and industrial processes), fault-detection and 
fault-isolation schemes are designed to detect the 
onset of adverse events. Such systems use big data 
methods (such as machine-learning classifiers) to 
enhance the diagnostic accuracy of the online rea-
soner on board the aircraft. Moreover, big data 
can be utilised in command and control with 
cyber-physical infrastructures for emergency ser-
vices and defence. 

The value of the Big Data community as a con-
tributor to CPS products can only grow in the fu-
ture due to increasing interest in data as an im-
portant business asset. The combination of heter-
ogeneous data from numerous sources will require 
new applications for integration, query and analy-
sis, along with embedded computing, high-perfor-
mance computing, and data-reduction techniques. 
This remains an open research issue for CPS. The 
variety of types and sources of data will give rise 
to new kinds of data stores to sustain flexible data 
models.  

Another important issue is that of remote storage 
of big data. Until now, cloud-based models have 
facilitated the storage and processing of big data 
sets, providing data accessibility and better IT 
power. However, this creates a centralized data 
store that does not scale in the CPS setting. To 
facilitate decentralized data storage and pro-
cessing, a number of problems (e.g. replication, 
parallelism and requirements) arise. There is an ur-
gent need for new approaches and techniques. 

System of systems 

The “System of Systems” (SoS) concept has been 
around for at least fifty years, but in the last twenty 
it has been an area of major concern. Following 
the description of its characteristics by Maier [26]; 
it is defined in ISO15228 as: “SoS…brings to-
gether a set of systems for a task that none of the 
systems can accomplish on its own. Each constit-
uent system keeps its own management, goals, and 
resources while coordinating within the SoS and 
adapting to meet SoS goals” [27]. As for CPS, SoS 
represents a type of application, which can be the 
same, e.g. railway systems, as well as a technology 
domain - where the focuses are different. 

 

Figure 2: Technology relations of SoS, IoT, and CPS [35] 

Broadly, one can consider SoS applications as in-
dependent systems that interoperate (work to-
gether) to achieve a purpose, with a significant 
amount of ubiquitous networking. In the case 
where they have extensive software control be-
tween safety-critical systems, the application itself 
is both a SoS and a CPS because they share com-
mon characteristics. Figure 2 describes the rela-
tionship between SoS, CPS, and the Internet of 
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Things. Where infrastructure interactions are sup-
ported by internet protocol, then the CPS is also 
described as IoT, which is necessarily always a 
SoS.  There are also interesting SoS-CPS applica-
tions that interact through means other than the 
internet protocol (e.g. mechanical or electromag-
netic interactions) and the engineer may need to 
guard against such interactions for safety or per-
formance reasons. 

However, from the technology perspective, CPS 
application research considers how all technology 
communities are integrated to create a system and 
its interactions, with the SoS technology commu-
nity contributing to the coordinated collaboration 
aspect.  This is a key property for future CPS, 
meaning that SoS research is indispensable for cre-
ating future CPS.  In relation to embedded com-
puting, the importance of localized processing, 
while maintaining a connection to centralized pro-
cessing capacity, is recognized as a priority in areas 
such as edge computing, which uses SoS technol-
ogy. This also links directly with the challenge of 
decentralization or decomposability where sys-
tems work together. A smart city is an example of 
human interaction and SoS, for example; it man-
ages busy traffic at city junctions to minimize de-
lays for drivers and pedestrians. 

In 2012, INCOSE conducted a survey to identify 
“pain points” for SoS practitioners, i.e., the prob-
lems that kept systems engineers and managers 
awake at night [28]. The study indicated seven 
main areas of concern: SoS authorities; leadership; 
constituent systems; capabilities and require-
ments; autonomy, interdependencies and emer-
gence; testing, validation and learning; and SoS 
principles. It is no coincidence that creating CPS 
includes these pain points, because they are con-
cerned with networked, intelligent systems of high 
complexity. This suggests that the communities of 
SoS and CPS have areas of common interest suit-
able for collaboration. 

Digital Twins and the Metaverse  

Human-CPS interaction will also advance with the 
advent of digital-twin and “metaverse” technolo-
gies [29], in particular when CPS operate in close 
proximity or hand-in-hand with human operators. 
The metaverse will provide haptic feedback over 
robots that complement and advance human ca-
pabilities [30]. Human operators will receive visual 
guidance in their view of augmented reality, and 
will obtain the ability to project themselves into 

the CPS they control. They will sense, act and in-
teract through the impersonated system with 
other humans and with the environment in which 
the CPS operates. They will receive extended cog-
nition and operating capabilities over swarms and 
manage the complexity of CPS hierarchies with 
ample application areas. Human caretakers may 
intervene in case of emergency or when service ro-
bots hit the boundaries of autonomy. At the same 
time, the fact that the environments surrounding 
a CPS are very diverse and unpredictable, will re-
quire that they also be incorporated in these virtual 
representations. Any kind of CPS autonomy risk-
ing damage to people or goods in the surround-
ings must be accounted for from a trustworthiness 
perspective. 

Swarms will act in harsh environments on Earth, 
in space and on remote celestial bodies instead of 
exposing humans to the risks they have to take to-
day. Examples include mining, nuclear-waste han-
dling and reactor deconstruction, but also asteroid 
mining and exploration. Replacing the internet 
with a network of immersive virtual worlds, cyber-
physical systems will allow the metaverse to bridge 
into reality, with all the benefits, but also all pri-
vacy, safety and security risks this entails. 

Digital twinning is one of the enabling technolo-
gies for exercising such advanced control from the 
digital realm over the real, physical world. Digital 
twins are virtual models of reality that are contin-
ually updated about the actual state of their physi-
cal counterparts and which can enable decision-
making that, in turn, leads to changes in the real 
world. The long-term goal of digital twins is to be 
able to capture the intentions and objectives of the 
physical twin, but also to improve overall perfor-
mance through digital simulation, testing and 
monitoring how the real-world physical system 
will act in its environment. While the aim is to ad-
vance into a better future, this can threaten safety 
and security when not handled with utmost care. 
Thus, it will be inevitable for the metaverse and 
digital-twin communities to join forces with the 
CPS community to achieve real-time safe, secure, 
and cyber-attack resilient automation from the 
moment metaverse-enlightened CPS are designed 
and throughout their lifetime. 

Production-environment influencer 
communities  

Members of the production-environment com-
munities are responsible for the industrial product 
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process and lifecycle. This includes enterprise pol-
icy and processes, decisions about technology us-
age and the evolving physical plant [31]. They 
drive the large-scale production of goods using 
equipment in the form of modular automated 
product lines. Such equipment typically combines 
mechanical, electrical, and software components; 
it also requires substantial initial investment and 
maintenance costs. Throughout its long lifecycle 
(15-30 years) [31], the equipment operator and 
component suppliers cooperate to repair and re-
purpose/upgrade parts at a minimal cost. This im-
poses several constraints on component models 
and their versions, which in turn constrains policy 
and process management.  

In addition, the arrival of digitalization and the 
CPS revolution brings the “servitization in manu-
facturing” opportunity, a paradigm shift where 
manufacturers shift to offer product-related ser-
vices, beyond just selling a tangible asset. In the 
above example of automated product lines, com-
ponent providers could offer monitoring, online 
maintenance, repair, and overhaul services [32] 
among other value-added services. Service con-
tracts generate more steady revenue compared to 
the cyclical product business, but, in general, or-
ganizations in manufacturing struggle to drive ser-
vitization [32], because the introduction of the 
new services incurs higher costs without propor-
tional returns. 

The adoption of digitalization tools and solutions 
and the development of innovative services lever-
aging the full potential of CPS require incentives 
and coordinated efforts among different partners. 
Research projects, partnerships in which early 
movers and less-digital companies cooperate to 
embrace servitization and adopt CPS tools, pro-
vide a nurturing environment, where decision-
makers find that the “test-before-invest” concept 
is an incentive that helps lower barriers and can 
evaluate potential benefits. For example, in the 
H2020 HUBCAP [33] project, less digitally fo-
cused SMEs were able to pair up with model-
based design providers to adopt digital innovation 
and enhance their solutions using model-based 
design technology.  

Among the success stories, there is the example of 
the partnership between Mototok International 
GmbH, a provider of innovative aircraft tug solu-
tions, and Evitado Technologies GmbH, a pro-
vider of LiDAR-based algorithms adding ad-
vances from the self-driving car industry to an al-
ready innovative CPS product. Other examples 

show how advances were made in training for in-
dustry 4.0, the development of innovative organ 
preservation devices in the medical domain, smart 
textiles, and precision agriculture. 

 

Figure 3 : Snapshot from the Sandbox showing SME asset 

The prime innovative aspect of HUBCAP is a 
web-based collaboration platform that facilitates 
stakeholders’ access to computing resources and 
advanced CPS design and engineering solutions, 
by providing a cloud-based sandbox solution. The 
sandbox provides pre-install vied models and 
tools, allowing companies to experiment with new 
tools and assets in a ready-to-use virtual machine 
available via a regular web browser, with emphasis 
on performance and interaction between partners. 
This is taken forward and combined with DevOps 
capabilities, also in a digital twin as a service 
(DTaaS) setting [38].  

Production-environment community members 
are deeply involved with the cross-community 
challenges identified. There is a historical synergy 
with the development and advancement of em-
bedded computing, which will continue in the fu-
ture. This community is always demanding ad-
vancements in embedded computing, and ad-
vances in manufacturing also affect how we pro-
duce the embedded platforms of the future. Re-
garding decentralization and decomposability, 
there are several lessons learned and case studies 
in which cooperation and adaptation to local and 
greener processes promote research, discussion, 
and changes to manufacturing. Finally, this com-
munity has a particular interest in the challenge of 
physical collaboration with people. This interest is 
from both an internal perspective, covering topics 
such as human-machine interaction and collabo-
rative robots, and an external perspective, where 
the potential for improvement from product us-
age data needs to be fully explored.  
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Market-influencer communities (society 
needs, regulation, standards, policy) 

CPS are believed to have an enormous impact on 
many aspects of socio-economic life.  Therefore, 
a number of stakeholders grouped here under the 
generic name of ‘market influencers’ will have a 
stake in shaping the future of CPS and of the con-
tributing communities. 

Societal needs may be described basically by 
means of individuals or groups putting forward re-
quirements and benefitting from CPS. The indi-
vidual appears here as the consumer who is, in one 
way or another, making use of either a product in-
corporating CPS, or elements of larger CPS imple-
mentations, addressing communities of end users 
in terms of mobility, personal life (general wellbe-
ing), healthcare, leisure, environment, etc. Other 
needs may be identified in the area of public ser-
vices offered at local and national government 
level, including education, healthcare services, 
community services, and operation of public insti-
tutions. 

As well as responding to societal needs, however, 
CPS also pose new challenges. Some specific fields 
include education and employment, as CPS induce 
the obsolescence of certain professions and create 
new ones. Therefore education, including training 
and retraining will be affected, as will the employ-
ability of the existing and future workforce, which 
will have implications for the labour market and 
social security.   

Regulation – both hard and soft legislation - will 
have to be adapted in order to govern CPS so as 
to ensure their smooth integration into society. 
However, given the rapid cross-border spread of 
CPS technology, international agreements might 
be needed, too, particularly if we consider the 
globalised nature of today’s value chains. Regula-
tion will have to address the interplay between 
CPS actors (producers, consumers) as well the 
foreseen and unforeseen effects of the technology. 
Regulation is also supposed to be structured ac-
cording to the societal needs that the technology 
is supposed to fulfil. A particular aspect of related 
regulation might address the human individual, 
chiefly in relation to human-machine interaction, 
which is anticipated to increase significantly in the 
coming years (intruding into both privacy and 
healthcare). The “must be implemented” regula-
tion should be supplemented with recommenda-
tion-type measures of indicative nature. 

Standards ensure interoperability and compatibil-
ity of products from different producers and allow 
the market presence of a large number of actors. 
Moreover, standards are important in order to set 
and describe safety levels and quality frameworks. 
To some extent, standards provide the technical 
base for legislation governing the area and also 
give room to innovation as usually standard spec-
ifications can be fulfilled in a variety of competing 
ways. 

Policy aims to achieve certain results in a given 
field by reflecting society’s needs or goals. Public 
policy in particular is directed towards supporting 
certain areas through frameworks of development 
in terms of tax incentives, grants or even regula-
tion. Policy also includes public investment in fa-
cilities or processes of general interest. A further 
aspect for consideration is policies aiming to in-
crease employment in a differential manner within 
the given population (i.e. in favour of disadvan-
taged groups), or to ensure development of re-
gions lagging behind. Such policies also set out to 
address issues of general interest like climate 
change (that can only be done at international 
level) or the environment.  

Beyond public policy, one should take into con-
sideration policies of generically named “groups 
of interest”. Pressure groups such as non-govern-
mental organizations (NGOs) consumer associa-
tions also have policies for their vision and proce-
dures to supporting their realisation, which can in-
directly influence the market.    

These “market influencer” stakeholders between 
them represent the conditions under which all the 
other communities operate for producing future 
CPS. The relevance of their involvement should 
be apparent, especially when considering the ag-
gregative effects of contributing and cross-com-
munity technologies. Deficits in education in one 
community can have a knock-on effect on other 
communities. Training approaches and certifica-
tion can be a deciding factor in the sustainability 
of mixed-community technologies. Policy can 
evolve approaches and perspectives that enhance 
behaviours supporting longer-term governance or 
culture, providing resilience, value generation and 
trust in new technologies. 
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Research orchestration for large-
scale safety-critical systems   

With respect to coordinating CPS research as an 
application domain, additional approaches and or-
chestration should be introduced. This is because 
the application-domain perspective is based on 
the product side, with cumulative effects being 
considered through the aggregation of layered 
contributions from the stakeholder communities. 
Another issue is that disruptive discoveries, tech-
nologies or developments might influence the cy-
cle of research. For example, if significant pro-
gress is made on quantum computing, or discov-
eries in material/biological science, that could 
make sensors more different.  

Orchestration of research is particularly about 
knowledge management, longer development cy-
cles, persistence and refinement of multi-discipli-
nary approaches for collaboration between com-
munities. Take the example of constructing a 
building where a new team takes over every few 
months. Limited progress can be made without 
guidance at a higher level. This is similar for ad-
vancing CPS research. Persistence of acquired in-
teraction techniques, between project collabora-
tions, is significantly more difficult to maintain. 
For instance, usability and sensor experts have 
specific languages for their domains.  

Therefore, approaches that support collaborations 
and which have been developed during collabora-
tions should be taken, refined, and applied in sub-
sequent collaborations of different groups.  A ded-
icated CPS research instrument could advance this 
concept, in conjunction with future CPS support 
action projects. Projects themselves will also need 
to provide environments with favourable condi-
tions for aggregative research considering the 
multi-dimensional challenges, with conditions sig-
nificantly different to those for developing com-
ponent technologies.  

Considerations for future CPS projects 

For advancing CPS research as a technology do-
main, useful mechanisms already exist. For exam-
ple, there have been projects following the stand-
ard approach, which gathers technology providers 
around one or more CPS-related use case. If 
awarded funding, the partners then work together 
for a few years to bring their technologies closer 
to market deployment (i.e. advancing “technology 
readiness levels” or TRL).  

Cascade funding, where funded projects them-
selves fund smaller initiatives, has also shown it-
self to be a useful means for transferring compo-
nent technologies for CPS, because the smaller in-
itiatives are directly managed by companies look-
ing for particular solutions.   

However, for the application domain side of CPS 
research, new project approaches and higher sup-
port mechanisms also need to be introduced, ena-
bling the multi-dimensional challenges previously 
discussed to be tackled.  The characteristics that 
are believed to be essential in such projects are: 

• Use cases: physically interactive and collabo-
rative systems; of relevance to all communi-
ties, likely to be uniquely large industry or with 
integrated small-medium enterprises. Sup-
plied also with the intention of advancing in-
dustry-side “industrial readiness levels” of 
production and product lifecycles for new 
technologies.  

• CPS centre of gravity: all projects addressing 
the multi-dimensional challenges between 
communities should interface on work ad-
vancing real-time safe and secure automation, 
including interrelations, for CPS design and 
operation. 

• Cross-community challenges: projects on ap-
plication domain research should focus on 
grand challenges that need contributions from 
each community. Proposed call topics in-
clude: 

1. Embedded computing backbone 

2. Decentralization and decomposability 

3. Physical collaborations with people 

• Developing the support environment:  tools 
and approaches are required not only by in-
dustry, but also by researchers to support en-
gagement of the different CPS stakeholders 
and perspectives. We propose that such pro-
jects include some dedicated work (a work 
package) that develops support for collabora-
tion on the multi-dimensional challenges. 

• New approaches established iteratively: or-
chestration approaches should be imple-
mented in a manner that can be refined. We 
should avoid ‘one-hit wonders’ that seek to 
solve everything at once. A second iteration 
of such projects could also include smaller 
spin-offs and initial stage smart city investiga-
tory projects. 
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Contributions of the communities to be these pro-
jects can be visualised, as shown in  

Figure 4, to involve the technology component 
providers, the influencers/aggregative technology 
providers and those developing the culture and 
support environment.  This provides the means to 
advance the CPS aggregation techniques which 
are required to address the multi-dimensional CPS 
challenges.  

These HiPEAC-proposed project characteristics 
(for application-domain research) relate directly to 
previous CPS community recommendations to 
the European Commission, including trustworthy 
and societal scale CPS, ethics data protection and 
liability, CPS engineering, interoperability, com-
plexity, edge computing, humans-in-the-loop, co-
engineering of system properties and enhancing 
uptake of CPS technologies. 

Considerations for future advisory 
coordination and support actions for the 
CPS communities 

The European Commission funds coordination 
and support actions (CSAs) to accompany, coor-
dinate and stimulate innovation in particular tech-
nology fields and their communities. A particular 
challenge for a CPS CSA is that it is in fact a multi-
community subject. This is because, as discussed, 
while CPS is a technology domain with specific 
complex challenges related to cyber and physical 
integration and cyber to physical plan realisation, 
CPS is foremost an application domain.  This is of 
consequence because CPS and other technologies 
can be much more difficult to apply to the final 

systems without also advancing the means for 
their combination.  

To support application domain research projects, 
future CPS CSAs will likely support the transfer 
and synchronization of project environments, 
support the “big picture” metrics of aggregations 
in CPS and specific return-on-investment (ROI) 
valuation techniques to pre-empt industry needs. 
In particular, they will support a focal point for all 
the contributor technology and influencer com-
munities. 

Research Instrument for technology 
orchestration: Supporting projects, 
funding programmes and industry  

A team providing support across relevant research 
programmes, dedicated to supporting the chan-
nelling of different community contributions into 
safety-critical applications, in particular, would be 
very beneficial for supporting in particular tech-
nology orchestration/aggregation and technology 
uptake by safety-critical systems/CPS in general. 
This can only really be properly realized if this 
team provides an ever-present pivot for CPS pro-
jects and CSAs, developing the support environ-
ment required to manage the multi-dimensional 
challenges.   

They would have two support roles: the develop-
ment and investigation of concepts that are pro-
vided by projects and programmes that had been 
identified as useful support assets (to the projects), 
but their implementation being normally unattain-
able in the scope of the projects and programmes. 

 

Figure 4: Stakeholder inputs to projects. 

 

HiPEAC Vision 2024 rationale

Bridging CPS communities32



On the development side, support to programmes 
would include, as an example, enhanced tool tech-
niques for directed communication (the right in-
formation, to the right people, at the right time – 
especially for start-ups). The research instrument 
team provides prototyping tools to relevant CSAs 
that would support deployment in technology or-
chestration projects, who then test and further de-
velop the tools.  Support for the creation and test-
ing of tools largely depends on results from the 
investigatory side. Some examples include:  

• Inter-community supports like wiki-type pro-
ject glossaries to manage the multiple perspec-
tives (e.g. mediation between safety/security, 
medical/railway, SMEs/large enterprises).  

• Multi-community access like digital passports, 
allowing users to access and test many re-
search tools with the same account. 

• Improved techniques like supporting manage-
ment of intellectual property rights. 

• Connecting contributions, such as a holistic 
view of open-source tool advancement across 
projects. 

The investigatory side considers and proposes en-
hancements from the product-side perspective, 
for projects, programmes and industrial policy. 
These would be potential assets for promoting in 
particular aggregative technology uptake and 
longer-term profitability. Investigations would 
consider enhancements outside our normal fields 
of operation.  Potential concepts include: 

• Supporting the project environment for capi-
talization on and continuation of knowledge 
from multi-stakeholder interactions. Ap-
proaches for iterative improvement. Incen-
tives, performance measures, mentoring.  

• How are CPS-specific and aggregative tech-
nologies advancing, what is the funding flow 
to the contributing communities? Studies on 
benefits – but also consequences of lack of 
funding.  

• Managed contributions, e.g. open-source re-
sults – rather than a default expectation, 
should be with respect to conditions (such as 
business model, maintenance, community 
building).  

• Considerations for adapting the destination 
(industrial processes) to the new technologies; 
how to lift constraints at the product-side. 

• Lighthouse initiatives within programmes (ad-
vancing structuring and management policies) 
may provide ideas to be explored.  

• Currently, technology readiness levels (TRLs) 
measure the advancement of individual com-
ponents rather than aggregations of compo-
nents. A complementary approach, let us say 
aggregative-TRLs, is therefore required. This 
is not to be confused with the “integration 
readiness levels” measuring the interface be-
tween technologies (how they connect), rather 
than aggregating technologies (managing their 
combined effect).  

• Supporting the development of a body of 
knowledge and teach the science of CPS engi-
neering. 

• Balancing local/national/European interests 
across networks. For instance, cross-border 
Digital Innovation Hubs (DIH) could com-
plement the specific interests of regional or 
national DIHs.   

• Policy on protection of EU business data 
(~B2B GDPR). CPS representation would be 
relevant here to consider the effects of such a 
policy on CPS technology advancement.  

• Studies to advise/encourage industry towards 
longer-term strategies. This may also include 
changes in government regulation to shift 
from short-term competition of yearly quotas 
towards longer-term and more profitable 
competition and managing incentives where 
average employee turnaround is 3-4 years. No 
CPS-specific studies on corporate evolution 
seem to exist yet. 

The proposed ways forward through this higher-
level support from a CSA and a research instru-
ment not only enables significant advancements 
for future large-scale safety-critical systems re-
search, but also addresses the recommendations 
made by previous projects for CPS technology 
(such as Platforms4CPS [34], which represents an 
update of several roadmaps). These earlier recom-
mendations included: collaboration and 
defragmentation of siloes; public understanding of 
the importance of CPS; supervisory support to 
draw together a common body of knowledge; and 
developing talent in order to maintain Europe’s 
leadership and sovereignty of diverse technology 
aggregations for multi-domain applications in-
cluding transport, manufacturing and health. 
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Internet giants are betting fortunes the size of Latvia’s or Slovenia’s GDP on Large Lan-
guage AI Models for returns much bigger: no sovereign can afford to let corporate mach-
inations dominate the evolution of humanity’s social code. 

Open-Source AI, why it is the best 
way forward for Europe 

by Thomas Hoberg 

Key insights 

• The explosion of humanity was fueled by its 
ability to create ‘social code’ whose evolution-
ary pace and expansion operates vastly faster 
than genetic or animal behavioral codes: shift-
ing even parts its evolution to computers may 
be as transformative as the invention of 
speech 

• The degree and range diversity of our social 
code diversity is much bigger than any indi-
vidual can imagine. The quest for efficiency 
through scale can exert unwanted and danger-
ous homogenization pressure 

• Opening source and sharing knowledge is one 
of the most potent measures to release ten-
sion 

• The vast majority of humanity’s digitally ac-
cessible global knowledge base is coded in 
English, local sovereignty requires both mak-
ing local language content accessible to others 
(push) and making global content accessible 
in the local language (pull) 

• G42s Open-Source AI initiative shows how 
to progress both directions with Arabic 

• Corporate AI giants grow out of control and 
need immediate countermeasures to retain 
sovereignty 

Key recommendations 

• Investigate G42 JAIS project, because it could 
be a base for a near global collaboration or 
blueprint for a similar EU initiative 

• Collaborating with partners that are furthest 
away from a Western ethos, enables AIs to in-
corporate social code from the largest range 
of populations and then provide service to 
them, because it helps to eliminate the invasive-
ness of foreign social code 

• Giant AI models in foreign corporate hands 
are ‘invasive species’ with potentially cata-
strophic consequences for local societies: they 
need to be countered via regulation prescrib-
ing ground-truth partitioning, open source, 
and interdiction of unauthorized data grabs  
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Evolving at the Speed of Code 

Ever since Darwin had us not just come out of the 
trees, but with living cousins still left there, identi-
fying what justifies our innate sense of human su-
periority became ever more involved. 

Using or fabricating tools isn’t even limited to our 
cousins, far more distant relation like raven man-
age that. Even our sense of self, awareness of us 
vs others, including empathy, which unfortunately 
always seems to require more effort than enmity, 
isn’t at all unique to our kind. It is found with ever 
more species who also develop culture, which 
emerges as soon as this mix of awareness, emo-
tions and knowledge come together and create 
motivation to pass it on to offspring as social code 
via some type of communication. 

Its most recognizable manifestation is play, an in-
stinct that has cubs running through simulations 
of a future where they need to take care of them-
selves and their charges and where they constantly 
hone, evolve, and seek to improve skills and the 
social code they inherit from parents and peers. 
That play involves demonstrative teachers, who 
double as immensely dedicated critics, giving very 
immediate, sometimes gentle, sometimes forceful 
feedback via anything from posture to pain: you 
don’t need to take their word to get the message 
and work that into your knowledge base! 

And while those abilities build on a giant genetic 
base, it’s the much faster pace of social code evo-
lution, which accelerated the emergence of higher 
life forms and finally allows us place a defining 
hurdle between us and our cousins: speech as a 
much more efficient means of communication 
than live demos. 

While communication has been immeasurably im-
portant for humanity, we may not be able to claim 
exclusivity nor the lead. The jury is still out if 
whales or octopus can’t in fact achieve much 
higher levels of information transfer: there are in-
dications they might in fact have been “videocon-
ferencing” long before we started “texting”1. 

True break-through discoveries, with the potential 
of completely transforming the future of an 

 

1 Whales and dolphins may broadcast abstracts of sonar imagery from 
an individual viewpoint towards a group to enable coordinated ac-
tion. Octopus can essentially project video patterns on their skin 

individual or its group vs the rest of the planet 
have been made… again and again. 

And then lost, as they never made it out of the 
individual’s head nor beyond immediate kin, be-
cause they could not be communicated or pre-
served beyond immediate reach. 

It took eons and millennia to progress language 
and abstractions to the point where tales allowed 
reliving an entire experience. The ability to ab-
stract was urgently needed to manage ever greater 
bodies of knowledge, and it grew into another set 
of cousins, religion and science, which are at ever 
greater odds and entangled in politics. 

These huge tomes of social code soon exceeded 
average individual capacity and led to sages, sham-
ans and minstrels specializing in their upkeep and 
dissemination. The ability to preserve them with 
fidelity outside a mortal brain, first in writing, then 
in printing, and more recently in a form where 
they continue activity and evolution on a machine, 
has each brought orders of magnitude to how ef-
fectively social code can disperse and potentially 
reign supreme: the speed at which social code 
spreads is both a measurement and a cause for its 
success—which is always temporary, but tends to 
evolve most rapidly when scale provides room. 

Code & Context 

As it turns out, fidelity of recording over space and 
time can add as many issues as the precision lost 
in retelling, where critical truths—but also the 
more egregious nonsense, could fade by acci-
dentally or conveniently leaving them out of the 
telling: we fail to recognize just how many as-
sumptions from our every-day life we take for 
granted or perennially true. Those are then neither 
recorded nor put into context, creating deadening 
strife instead of valuable synergies when scriptures 
are interpreted far beyond the natural expiry date 
of the parts that got written down. 

To illustrate, I once learned of a people with who 
time and space were merged into an ever-present 
spatiality that I found indelibly intriguing. For 
them the past was straight ahead for the evident 
reason that it was known and thus visible, while 

enabling an optical communications channel. The achievable symbol 
rates in both cases may be far in excess of anything possible verbally. 

HiPEAC Vision 2024 rationale

Societal aspects38



slowly blurring with distance. The future is un-
knowable and therefore obviously in the back 
where it cannot be seen. Both have a fixed point 
on the compass, which I don’t remember and they 
can’t imagine not to. It could have been the future 
going south or the past chasing the sunset, most 
important is that it’s shared and identical amongst 
them all. It obviously does not mean that turning 
a corner steers the flow of time. Mostly it means 
that going [in the direction of] Forward or Back-
ward is not an individual perspective, but an ex-
tremely strong shared sense of direction. 

With direction and time fused so deeply into eve-
ryone’s mind, they lose orientation as likely as 
we’d miss time turning backward: they do not get 
lost, even in the dark or a cave. As they move with 
full awareness through this space-time continuum 
on their feet, they know exactly how they are head-
ing and which way to return. 

Perfect orientation may seem a bonus, but imagine 
trying to converse with a member of that tribe, 
when it’s not just about replacing words of one 
language with those of another, but where the two 
sides perceive the world in a completely different 
manner. They might come to regard us as Flat-
landers [1] who can only see a circle where there is 
really a sphere, lacking awareness of a full dimen-
sion of the time-space that surrounds us. They 
might in fact have far less trouble conversing with 
whales and their sonar minds than we have. 

Yet traveling the high seas, going into space, or 
just falling asleep in a night train may well be tor-
ture to them. Being plucked from solid ground 
and moved unconsciously across the time-space 
continuum would be like being robbed of your 
mind. Waking up without a perfectly valid spatial 
reference, would be as frightful as it is unfortu-
nately for many people with Alzheimer’s who 
struggle to remember their recent social context. 
We might fear such people unfit for the modern 
world, but their youngest generation might just 
judge us as utterly incapable of reaping the full po-
tential and value of a spatial Internet2. 

It is very hard to step back and realize just how 
much of our social context, knowledge, prejudice, 
bias etc. we constantly carry with us and unwit-
tingly assume and embed as we try to record or 

 

2 See ‘The Spatial Web: Interconnecting people, places, things and 
AI for a smarter world’ and [20] 

write the most objective and scientific truths into 
code or content we create. 

When the earliest electronic computers were used 
by the Allies to replace their human variants to 
more efficiently compute projectile trajectories to 
end WWII, not even the Axis disputed the num-
bers, only the goal. But today’s IT isn’t about the 
less contentious physics or accounting. With the 
rise of social networks, the vast majority of all 
computing capacity being dedicated to digital me-
dia content and as ever larger parts of that becom-
ing artificially created, very little of it has a shred 
of objectivity left. And where von Neumann 
might have eliminated the theoretical distinction 
between code and data decades ago, machine 
learning models obliterate the distinction between 
content and code, also merging science and reli-
gion, if they were ever separate, as enlightened 
minds liked to believe. And as digitalization en-
gulfs all but the most personal transactions in life, 
these models become governing bodies of social 
code, exert a force that becomes immensely polit-
ical through sheer mass adoption. 

Like all code, from genetic over social, cultural, 
scientific and software, these machine learning 
models are immensely expensive to create, but 
much cheaper to replicate [2]. So, once they offer 
a significant enough evolutionary advantage, they 
spread with the acceleration offered by the base 
technology, machine learning models beating sex, 
social code evolution and now even human pro-
grammers in generational speed. And looking 
back at how printing, machines, and programma-
ble computers have transformed societies, it’s very 
clear that transferring significant parts of social 
code to machines not just for storage and dissem-
ination, but for execution and evolution will trans-
form all the still very different societies on the 
planet. 

One might argue that slavery was not abolished 
because after millennia owners suddenly devel-
oped a conscience, instead the industrial revolu-
tion enabled machines as a cheaper substitute. 
Manual work and even slavery isn’t gone in all 
forms and places, neither will machines nor ma-
chine learning will replace humans everywhere. 
But judging by the huge transformational power 
already exerted by global content industry, where 
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Western ethos exerts much more influence than 
population distribution would indicate, it’s clear 
that control and ownership over the social code 
embedded in these models from the content they 
digest is absolutely crucial for sovereigns of any 
scale and persuasion. And those sovereigns who 
aim for and can afford a longer-term perspective 
took note and turned to action. 

China has a very long tradition of regarding scale 
as a power base and adapted with urgency when 
machines and industrialization allowed the far less 
populous West to unhinge what it believes the nat-
ural balance during the last century. Closely man-
aging knowledge and its dissemination was deeply 
ingrained in its feudal history, and it seems per-
haps even more important today, where scale is 
regarded as the most intrinsic factor to control. At 
the low end, anyone is allowed to have and even 
voice their own opinion. But as soon as you share 
it with five people or more, any but the officially 
sanctioned opinions are being filtered out. From 
the top China aims to employ its giant domestic 
market potential to the fullest, ensuring scale via a 
relentlessly homogeneous social code dictated by 
the current sovereign over a population base that 
still retains traits of a rather diverse linguistic, cul-
tural, and ethnic past. 

The Indian subcontinent may host an even greater 
diversity and continues to attempt standardizing 
its vast diversity of social codes into only two ma-
jor dissenting variants with more vengeance than 
is peacefully absorbed. But both Asian giants, who 
represent the majority of humanity, as well as oth-
ers in the East much nearer to Europe, seem to 
ignore that this diversity isn’t just a historical bur-
den but often evolved with a high degree of so-
phistication as a means of conflict avoidance when 
heterogeneous populations grew in a mixed envi-
ronment.  

Dense populations that survived for centuries of-
ten are not marked by the thorough homogeneity 
one might expect from a “pressure cooker”, but 
via a highly evolved mesh of subcultures whose 
peaceful cohabitation is made possible by distinct 
food taboos, job differentiation, castes, religions, 
and feudal classes with very distinct bodies of so-
cial code that coexist highly differentiated for that 
reason. The only safe thing to say about them is 

 

3 high degrees of equalization pressure have led to revolutions, which 
then just resettle into different strata 

that they are highly political and thus cannot be 
universally applied3.  

The European Union was founded after centuries 
of debilitating warfare as a means to enable peace-
ful conflict resolution in an area where feudal sov-
ereignty was often completely decoupled geo-
graphically, linguistically and tribally from the sub-
jects through generations of marital diplomacy. 

While that intermarriage at the highest level of so-
ciety imbued Europe with a rich legacy of shared 
culture which trickled from nobility via the bour-
geoise to the greater population, from the Middle 
Ages right through the enlightenment and indus-
trialization, it did not close the tribal rifts below 
which expanded into nations. When industrializa-
tion created a productivity explosion that mani-
fested in an often brutal expansion of these na-
tional social mores into colonies, that also brought 
the new nations into conflict over social code var-
iations their highly interbred sovereigns [3] would 
hardly deign to squabble over—but it had their 
subjects march to war and death in millions. 

While its former colonies inherited and still echo 
much of that cultural legacy over vast regions of 
the planet, Europe itself attempted a reboot after 
two terrible wars where religion, language, ethnic-
ity, and most other matters that had been the 
source of past contentions were firmly put under 
lock: yes, they could all be regarded as rich cultural 
assets to be shared for the pleasure and benefit of 
all; no, none of them would be permitted to claim 
superiority or exclusivity at the cost of all others. 

Mumbai’s Dabbawala [4] food supply system may 
be hard to beat in terms of the diversity per sur-
face area, but the highly modular institutional-
ized social code of Europe, which aims at sharing 
all elements where that seems to provide a benefit, 
while retaining locality where it reduces potential 
conflict, is still rather unique in this world. 

US and Chinese internet giants have used their gi-
ant domestic markets to create awe inspiring head 
starts in AI, but once they try grow beyond and 
with scope of digitalization still expanding, the 
friction between cloud code and ground rules be-
comes too large, the lack of modularity and ability 
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to support a diversity of social codes becomes an 
impediment.  

What remains, is the giant cost of developing new 
code—now including social code, content and AI 
models—and the need for scale to spread the ef-
fort. And what needs to change is the hegemonic 
mindset of its creators: wherever humanity 
couldn’t just dominate, it had to set down and ne-
gotiate for areas of collaboration vs exclusiveness 
of control. 

And when it comes to planning ahead and for the 
greatest scale of collaboration achievable, it may 
be better to test such collaboration with partners 
where the social code gaps are much bigger than 
with those who we historically shared sovereigns 
or empires with. It needs to support a degree of 
collaboration with potential, even active enemies. 

Open-Source Altruism vs Corporate Profit 

Open Source at its heart is a decision to give up 
exclusive control over know-how or technology 
and share it instead with a wider group, often as 
part of a trade. Just like trade as an alternative to 
battle, it has existed for eons, it has built civiliza-
tions, but it has never stopped being weaponized, 
either. 

 

At the time of this writing language models are be-
ing published as open source by companies that 
have invested enormous resources into their crea-
tion, not because sudden altruism compels them, 
but because they want to staunch a near exclusive 
flow of all attention and revenue to OpenAI-Mi-
crosoft as the technology leader, which would al-
low that company to out scale all potential 

 

4 The main inspiration for US anti-trust law [21]  

competition for a technology lead that would ele-
vate it into an AI mainframe. 

Very much like open-source Linux diverted finan-
cial and intellectual resources from the Unix mid-
range companies, the aim is to avoid a strangle-
hold of exclusivity on a base technology where the 
current underdogs might have fallen behind. 
Open sourcing their 2nd rate assets reduces the 
leader’s ability to monetize its lead and allows 
competition to continue at higher level race, 
where hopefully those losses are recouped. 

Underselling the competition to eliminate it is 
probably older than Rockefeller’s Standard Oil4, 
while the speed and disembodied nature of global 
software and content make it hard to combat 
when sovereigns are at odds. But the more expo-
nential than linear cost of AI leadership make it 
difficult to sustain, which why the current top 
combatants fight all the harder for exclusivity, just 
as the open-source competition is all bent on 
keeping them from attaining a stranglehold. 

Analysts (such as [5]), using what public infor-
mation is available, find it unlikely that OpenAI 
and Microsoft have yet turned a profit for their AI 
ventures and are racing either for a GAI5 singular-
ity or a practical monopoly to recoup their invest-
ments. While OpenAI’s original goal as a non-
profit corporation was proclaimed altruistic, Alt-
man and his fellowship of employees and inves-
tors believe they deserve more of its valuation and 
are more inclined to raise the stakes than let com-
petitors or regulating skeptics catch up, especially 
when Google may have an almost ‘singularity’ ad-
vantage in the form of their proprietary TPU se-
ries chips  and infrastructure, that may scale both 
higher and far more efficiently than Nvidia as the 
otherwise undisputed champion. With Nvidia’s 
top AI GPUs already apportioned mostly to Mi-
crosoft and very few other big players for the next 
years, that market has ceased to exist for lack of 
purchasable product. It’s easy to see why Mi-
crosoft and Altman would want to exploit the po-
sition they dearly paid for already, and which may 
not last for long. 

GAI capabilities in corporate hands, that find it 
difficult to self-regulate with competitors at their 
heels, deserve the slowdown the OpenAI skeptics 

5 Also acronymized AGI, it stands for the threshold where an AI 
might exceed a qualified human in problem solving capability 
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attempted, just because it is likely to be as revolu-
tionary as the steam machine. But that requires 
outside support from sovereigns. While corporate 
exclusive control over an emerging technology 
can lead to that technology never quite realizing its 
potential on its own, because consumers grow 
wary of feeding a giant that tends to become more 
beastly as its appetite grows, it becomes more dif-
ficult, when ubiquitous platforms like Microsoft’s 
Windows and Office are infected with it before 
regulators react appropriately. 

But then AIs, like the machines that started the 
industrial revolution, neither purchase products 
nor pay taxes for lack of income, while the re-
sources they turn into emission may not be appro-
priately taxed. Without an economy to sustain 
them, GAI may see more short-term success as a 
vehicle of political power than be economically or 
socially sustainable. 

Leveling a playing field where competition has 
ebbed away or is no longer generating taxable 
value is a strategy also often employed by govern-
ments, which might regulate or nationalize infra-
structures like transportation, water or electricity 
grids to actually boost a more competitive econ-
omy that builds on top. And in the current AI race, 
one contender might inspire Europe. 

Another Union’s Quest for Sovereign AI 

A century ago, the Arabian Peninsula was a vast 
area with few scattered resources to sustain life: 
apart from a few choice spots at coasts, oases, or 
in mountain valleys to sustain agriculture, man-
kind subsisted in a highly competitive mostly no-
madic way of life that made for a very traditional, 
tribal and feudal society, which has religion and 
politics fully intertwined. 

Then huge oil deposits were struck, and it started 
a flood of capital and investments, enabling a large 
growth of inhabitants and infrastructure in an en-
vironment that still doesn’t support a self-suffi-
cient high-density population. At 1/100 European 
density in 1950 it has since grown tenfold, but 
mostly from labor immigrants which have as little 
political sway as the slaves that were an integral 

 

6 There are also various open source LLM project from China vying 
for public attention, e.g. 01.ai, which is also supposed to represent 
$1B in investments. Currently no documentation is available and first 

part of that traditional society, even if outlawed 
since. 

The United Emirates is a federation of absolute 
monarchies covering only 2.5% of the peninsula 
along the oil rich north facing coastal strip on the 
Persian Gulf and its social code has seen the min-
imum possible evolution from its traditional tribal 
base, as its emirs see very little value in much of 
the social code, Western democracies might want 
to offer or impose. 

But very much like China’s political elite they un-
derstand the importance of controlling the social 
code AIs incorporate to maintain sovereignty and 
so they have invested very heavily into large lan-
guage models, which have been trained with a 
strong focus on Arabic language inputs, while 
English is used to augment the general knowledge 
base [6]. 

And contrary to China6 or OpenAI, UAE’s based 
Group 42 Holding Ltd., largely owned by a son of 
the UAE founder and brother to the monarch of 
Abu Dhabi, decided to make them globally availa-
ble as open source under the permissive Apache 
2.0 license. That is especially remarkable, as these 
13 and 30 billion parameter JAIS models have 
been trained on perhaps one of the most modern 
and powerful AI platforms available today, a Cer-
ebras wafer-scale based supercomputer estimated 
to cost almost a billion US$ when completed at 
the end of 2023 [7]. Fully owned by G42 it runs in 
Silicon Valley, in a data center just a short walk 
from Nvidia headquarters. 

To recap, the UAE with a population of 10 mil-
lion, of which 1 million are citizens, and 7 men are 
emirs holding political power, is so determined to 
ensure its sovereignty and control over the social 
code embedded in the large language models used 
domestically, that it spent $1000 per citizen on 
LLM hardware alone.  

The EU with a population of 450 million (mostly 
citizens) does not spend 450 billion Euro on AI, 
but currently focuses on regulating AI to maintain 
sovereignty; which is extremely important, but be-
yond the natural boundaries of your sovereign 

hands-on tests show questionable quality compared to similar sized 
JAIS or Llama-2 LLMs  
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territories, bargaining power requires deeper in-
vestments. 

The UAE is not renowned for its egalitarian altru-
ism7, and given the political context the UAE’s 
JAIS 13B and 30B models may in fact be designed 
more as weapon of social code hegemony among 
the global population of 135 million Arab speak-
ers and perhaps even 2 billion Muslims, whose 
core codex is read in Arabic—even by its closest 
enemies, who used to rule them from across the 
gulf but prefer to speak Farsi. They all have recog-
nized the dire need for LLMs that actually support 
their ethos, instead of Western models showing at 
best ignorance, and often quite a negative bias to-
wards Islam, the Arabic world, or a class society. 
But Iran, like Russia and North Korea, belongs to 
a group of nations the West would like to slow 
even more than China on their path to AI suprem-
acy. 

The United States have used their lead and stake 
in IT for decades of foreign political control, and 
apart from smuggling and piracy, open source has 
been one of the few escapes available to contend-
ers. Many started their own Linux distributions, 
forked digital essentials, and took control over 
their domestic Internets. And China is only the 
most capable, when it comes to replacing every bit 
of IT that the US aims to use as a control lever, 
many others are just as motivated and search for 
allies with ever fewer constraints. 

With the technology foundations of IT, value sys-
tem divides seem of little issue. RAM and flash 
chips, even CPUs and most ASICS remain free of 
political bias. Operating systems definitely have a 
somewhat leftist ethos when it comes to schedul-
ing, but it’s easily configured more feudal for real-
time. Likewise, much of the stack of digital essen-
tials like browsers and document management ap-
plications can easily be made to conform to local 
ethos. Using them as open source across the big-
gest political trenches should be minimal effort 
while a global user base helps to spread the devel-
opment effort [8]. 

Of course, shared code is a gift that can be 
weaponized like the very first Trojan horse, the 
main benefit is that this is more easily discovered 
than in the closed binary distributions of yore. 

 

7 Its moral codex encourages giving alms to beggars, not abolishing 
their career path or that of emirs e.g. via universal basic income 

Sometimes redesigning the very von Neumann 
base of computing and programming languages 
may seem attractive to eliminate the fundamental 
vulnerability that accompanied the invention of 
software [9]. Especially Linux as the global oper-
ating system is straining under the inadequacy of a 
1960’s design in a world where millions of hetero-
geneous cores may need to be coordinated to run 
applications spread across network fabrics that 
start computing within the data plane and cover 
the planet. But, as we can observe in nature, evo-
lution practically never leaves enough of a gap for 
really fundamental reboots, as each iteration needs 
to survive, first. 

That is perhaps the reason why the UAE decided 
to step in early and with such significant effort to 
provide an evolutionary branch of LLMs substan-
tial enough to avoid that OpenAI supremacy 
which would drown out their ethos. And instead 
of limiting itself to some last-minute and usage 
constrained leaking like Meta, they seem to have 
faced that challenge with a very wide, long-term 
and open-source perspective. 

Necessity played a significant part. LLMs need 
data to train and whereas the openly available text 
content base for English encompasses around 2 
trillion tokens8, no other language comes even 
close. For Arabic as few as 55 billion usable input 
tokens could be found which limits the optimal 
model size in accordance to Chinchilla scaling [10] 
to around 7 billion weights. And those would not 
cover large scientific bodies with sufficient sub-
stance, or many areas of practical human 
knowledge, because they had never been pub-
lished in anything but English. Arabic itself first 
needed to be trained by the model, using an ap-
proach very similar to how children learn: expo-
sure or immersion with context. 

It was next empowered to understand topoi miss-
ing from the Arabic language bodies using English 
documents translated into that language to enable 
bilingualism, which could then be used to expand 
the knowledge base directly from English texts, as 
if they had been natively written. Most importantly 
that knowledge can now be rendered in both lan-
guages equally, widening the scope of knowledge 

8 A minimal carrier of meaning, of which there could be several in 
composite words or with agglutinating grammars 
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that is directly accessible via the Emirati’s mother 
tongue9. 

While this effort has required a significant invest-
ment not just into infrastructure but base research, 
significant parts of that base can be reused for 
other languages which also have significant gram-
matical challenges and gaps to overcome between 
themselves and English. And with the expanded 
infrastructure available, training times have fallen 
as low as 21 days for the 13b model10. 

We don’t know if Group 42 will offer LLMs-of-a-
given-language-as-a-service, but the EU should 
quickly consider asking that question. 

G42 has proven that this approach is generic 
enough to be repeatable wherever a significant 
enough language body exists to train the multilin-
gualism, and its organizational, functional and fi-
nancial viability. It propels the topic of localized 
large language models for the sake of sovereignty 
from abstract deliberations to the rather concrete 
decision at which level the European Union 
chooses to collaborate with the UAE and like-
minded others, or replicate the approach, hope-
fully again within the largest possible federation of 
collaborators and contributors. 

JAIS comprises not just the base models, but also 
chat variants, which have been carefully fine tuned 
to match the ethos of their authors, who concede 
that protecting against factually or culturally 
wrong answers remains a challenge and will re-
quire further work. But while the cultural training 
each derivative of these base models will be di-
verse, the basic approach, the code and a collec-
tion of curated input bodies, and even the infra-
structure that performs training and inference can 
be shared openly, once policies, procedures, con-
trols etc. have been developed, tested and contrac-
tually agreed. 

Whether it is large language models or others, that 
also include picture or video capabilities, the abil-
ity to respect and incorporate and respect very lo-
calized social codes or knowledge bases is essential 
to increase the value of AI solutions. As Emiratis 
would be quick to agree, a very loyal artificial slave 

 

9 Arab spoken dialects differ vastly, even within the UAE, but a stand-
ard dialect called fuṣḥah ( ىحصف ), is used for nearly all publishing and 
broadcasting 

sticking strictly to the rules of its owner can be far 
more valuable than something more akin to an 
employee with a college degree, but far too many 
opinions and an outlandish ethos: reliability, trust-
worthiness and control may be more desirable 
than a GAI that lacks these qualities. 

 

 

Jebel Jais mountain, Ras Al Khaima, UAE (Source: jerry 1882 on 
Adobe Stock) 

 

The JAIS LLM logo 

The need to add not just linguistic translations, but 
to include “grammars of ethos” into the models 
will grow, and those who we might consider our 
greatest political contenders, will be most moti-
vated to generalize the issue and thus make it more 
cost efficient to resolve if we cooperate with them. 

And when it comes to translating even between 
“speech” and “sonar” cultures like that spatial 
tribe or interacting with sonic-visual species like 

10 For the 30b model a quote for the training time could not be found. 
But it seems safe to assume that training started after the 13b publi-
cation in August 2023, while the 30b model was ready for download 
three months later in early November 
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squid, dolphins and whales, perhaps only AIs will 
be able to shorten those fundamental gaps in how 
we look at the very same universe as “flatlanders”, 
to the point where peaceful coexistence and infor-
mational trade is made possible. 

Contrary to China’s leaders11, with who the United 
Emirates share quite a lot of opinions when it 
comes to freedom of speech, democracy, or equal 
rights and responsibilities for everyone, G42 has 
chosen to go with a government driven Open-
Source approach, which may catch on as both col-
laborate more than Cerebras and the US govern-
ment appreciate [11]. The EU should go much 
further and seek a very active collaboration and 
knowledge transfer, that goes as wide and deep 
into beyond its borders as possible, because the 
potential benefits grow, as always, with scale. 

Knowing where to draw the lines, where to insert 
safeguards against the inevitable temptation of 
weaponizing code requires matching research ef-
forts now, negotiations and regulations later, 
which should be prepared to match the underlying 
pace of the scientific and technological advances. 

Open source is ancient and was since times imme-
morial a path from war towards trade; which then 
often led even to marriages, exchange of not just 
social but also genetic code. 

Open source LLMs present a unique opportunity 
and a clear mandate to act now. 

Countering the Giants 

Microsoft, Nvidia, Google, and Meta are only the 
biggest known players, who are betting their for-
tunes and their future, and those of their investors, 
on AI becoming a profitable product in the near 
future. 

Microsoft alone has planned $50 billion for their 
2024 data-center build out, which includes than 
400.000 Nvidia GPUs already allocated and depre-
ciating. Google is also investing in TPU based 
build outs into AI infrastructure costing dozens of 

 

11 While the Chinese government has sponsored local forks of digital 
essentials such as OpenKylin, the Chinese government is reluctant to 
push open source at the leading edge. There are quite a few Chinese 

billions, while none of these companies break 
even with public LLM offerings yet.  

It has them irrevocably committed as these invest-
ments are fully bespoke, almost as much as 
Bitcoin mining rigs, and cannot be repurposed to 
run SAP or any other general-purpose workload. 

This means these companies are not ready to sit 
down and calmly debate the ethical use of AI, the 
risks of GAI, or fundamentally changing how 
their LLMs might include local preferences and 
social code variants, because even a month of de-
lay would redshift the profit line, a year of delay 
create financial havoc.  

When Microsoft was faced during Thanksgiving 
2023 by the altruistic faction within OpenAI en-
dangering their running freight train by firing Sam 
Altman, it immediately offered to take on the en-
tire team of lead engineers for any salary and 
working terms they might wish for, because such 
derailing, or just a delay of their AI strategy by AI 
skeptics would have cost vastly more. 

None of the players can afford to pause, rethink 
or renegotiate, because fab volumes have been 
contracted with huge penalties for plan deviations, 
millions of chips are either already produced or in 
the midst of a production run that is edging ever 
closer to a full year from committing to push the 
start button to the finished product filling inven-
tory, after processing and assembly steps that in-
volve specialists across the globe who need to plan 
years ahead to adjust capacity. In the quest to push 
out the competition by contracting all available ca-
pacity, they have made themselves vulnerable to 
anything they did not foresee. Vulnerability tends 
to be compensated by defensiveness and escalates 
to aggression. 

The sheer size of their commitment makes them 
as dangerous as stepping in front of a two-mile 
freight train as if it were just a cart, with a hand 
held high because your grocery bag broke on the 
tracks. It may well be that they are in fact on the 
wrong track, a track that violates a nations law or 
even an EU directive, but penalties would need to 

LLM projects, increasingly also open source, but so far either com-
pany driven or academic. 
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match the stakes and actually get enforced within 
the living memory of acting executives. 

Stopping the Big Data Steal 

Microsoft is pushing AI agents into operating sys-
tems and applications that run on Personal Com-
puters: PCs which belong to owners, who as such 
have a sovereign right for exclusive control. But 
taking a page from Apple’s scrapbook, which de-
veloped their products out of a DRM-enabled mu-
sic player, as well as Google and others, who have 
invented the data economy, they now have these 
AIs scrape PCs for any usable data to convert into 
sellable insights and training material for models 
they run in their data centers, without asking for 
permission from the owners of the PCs and the 
material stored there. 

 

It is the concierge going about your home, report-
ing back to the recruiting agency on your comings 
& goings, habits and hobbies, including a carbon 
copy of any document you might receive, touch or 
send, in fact even on where you hesitated or re-
wrote a sentence. As I type this, Word freezes 
every ten minutes or so, trying to execute a task 
called ai.exe, describing itself as “Artificial Intelli-
gence (AI) Host for the Microsoft® Windows® 
Operating System and Platform x64”, a pest I 
surely never invited into my home and therefore 
tried to disable, again and again. And no, I’m not 
“logged in”, nothing cloudy about my machine 
which operates entirely without a Microsoft ac-
count, or that company being permitted anything 
but software delivery and occasionally unclogging 
blocked pipes. 

Microsoft argues that this nosiness is required “to 
improve their services and products”. It may also 
argue that my personal data never leaves my per-
sonal computer, or that in case of Office 365, that 
it actually never left their data centers. They are 
convinced that the insights that their agent gathers 

or their AI then develops are then obviously and 
exclusively theirs, a court case they urgently need 
to lose; while neither the watertight regulation, 
which puts device and data sovereignty solely with 
the owner, nor that court case have been started 
yet by the EU. 

An AI chat-bot hallucinating may be annoying but 
seem harmless. However, Microsoft is handing 
Co-pilot executive power and the steering wheel 
to our personal computers. Giant investments 
into making cars sufficiently intelligent for self-
driving may have turned their principal imaginator 
towards hallucinations, but so far have failed to a 
deliver a safe product [12]. Tesla’s and Microsoft’s 
need to sell demonstratable AI value is as big as 
the billions in balance and dwarfs all concerns. Co-
pilot’s potential for failure and abuse cuts into the 
core of human value creation in the Internet age 
and will inspire a completely fresh wave of crimi-
nal creativity, where little more than prompting 
[13] is required to bypass every known security 
measure invented since the code-data bulwark was 
breached on June 30th, 1945 [14]. 

Forty-two years after its first operating system, Mi-
crosoft has not managed to make printing docu-
ments safe [15] [16]. Currently self-driving Co-pi-
lot only insists on resetting user preferences [17] 
but forcing it on every desktop [18] without per-
mission or consent…  

…clearly needs action. 

The sole responsibility of the European Commis-
sion is to the citizens of Europe. And their main 
task is to take actions that benefit them. 

What Microsoft, and the other Internet giants rac-
ing towards socio-economic dominance via the 
better, bigger, smarter, and perhaps even super-
human AI services, are doing here, does not ben-
efit European citizens in any obvious way that is 
more significant than the risks involved. 

Where they might technically argue that pro-
cessing all your data via distributed AIs does not 
represent a violation of the GDPR or other regu-
lation, they are feeding a knowledge base from 
which any insights you personally developed, can 
no longer be deleted. 

This data extraction must quite simply be stopped, 
because in a society where content and social code 
is becoming more valuable than jewels, such thiev-
ery needs to be met like the concierge absconding 
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with your baubles. And it gives these giants an ad-
vantage that simply doesn’t balance back in EU 
citizen benefits. 

No data or insight from EU personal computing 
devices may flow into AI giant data centers, unless 
the owner or his loyal agent hands it over for the 
purpose of a transaction. No application or oper-
ating system may gather data and insights on PCs 
or their owners by default, nor send it back as “te-
lemetry” or “customer feedback” etc. without the 
owner explicitly consenting, while no service may 
be denied if he does not. If payment or license data 
is required, a neutral clearing house needs to be 
put in place to safeguard the commercial exchange 
and contract compliance. Vendors may not de-
mand privileged operational control over a PC to 
safeguard software purchases, because it’s not 
necessary and done in bad faith. 

AI is happening and only time will tell how much 
good or bad it will do. There is no simple way to 
undo it from human memory, or stop if from 
eventually reaching GAI, if that becomes cheap 
and attractive enough to do. Yet it’s hard to imag-
ine it doing so well, without consumers able to buy 
products or services it helped to create to finance 
its evolution. 

But sovereigns at every level, be they just the 
owner of a PC or the rulers of nations need, and 
as sovereigns have every right to control, its 
spread and usage. And they need to exercise that 
right in the interest of their citizens or just their 
families and the ability to do so safeguarded by 
their government, at least in a democracy. 

Such control can’t be too complex and it is easier 
to implement them, if direct financial feedback 
can be used. 

Ensure Local Sovereignty 

Sovereign control needs to be decisive, with every 
default pointing towards the owner of the devices 
and the data not the hardware or software vendor. 
A list of topics that should be very openly and 
noisily discussed to help steer planned AI giant 
commitments could include: 

• vendor locked personal computing devices 
need to be in fact unlocked by default, the del-
egation of management to a vendor, a con-
scious but reversible decision that doesn’t im-
ply complete data loss when changed 

• Any cloud synchronization or telemetry data 
option again needs to be off by default, only 
enabled when the owner agrees with informed, 
non-discriminative and reversible consent. 
These cloud synchronization offers may not be 
vendor exclusive, 3rd party providers enabled 
via open APIs 

• No application that can run with local data 
storage may prescribe a cloud link to function 

• Where such a shared data provider is necessary 
(e.g. collaborative tools), the storage needs to 
be geographically local (minimum country 
level) and possibly 3rd party enabled 

• No generalized analysis of cloud data by code 
or models that is not specifically agreed by the 
owner: you can continue to pay with your data, 
but just entering a web site or installing an ap-
plication may not be interpreted as eternal and 
all-encompassing consent 

• No generalized analysis of local data on per-
sonal computing devices or appliances by apps 
or models, no such modules or packages may 
come activated by default or be inserted via 
some update without explicit informed, revo-
cable, and non-discriminative consent 

• Applications should never look at data they 
have not generated or were instructed to use 
by the owner 

Philosophically it means that PCs and appliances 
may not be turned into agents of an AI or cloud 
giant: consumers must specifically want to pur-
chase them as such and be clearly informed as to 
what that means now and whenever that changes. 
And they must be able to use these devices with-
out the vendor connection, where that makes 
sense (e.g. coffee machine). 

Rather concretely it means Microsoft may not just 
install Co-Pilot on Windows PCs or convert Of-
fice installations into a cloud variant unless the 
owner gives its informed and reversible consent. 

The creeping backdoorism which has been de-
signed to feed the training pipelines needs to be 
cut before it’s proclaimed the universal state of the 
art. And after that, even more so. 

Reigning in the Networks 

WhatsApp, Facebook, Twitter etc. have made 
themselves “indispensable”, mostly by just being 
convenient and using the network effect. It has led 
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to schools, clubs, employers, service providers, 
governments etc. using them to the point where 
they become effectively critical infrastructure or 
mandatory to participate and function. 

It means the EU citizens no longer have a realistic 
choice not to feed these foreign giants with all the 
data their apps might siphon from their devices. 

That choice not only needs to be reestablished, 
not feeding them needs to be the preferred de-
fault. 

And that starts by all branches of EU govern-
ments going off social media not operated by 
themselves or by a 3rd party under their full con-
trol. Even if social media were rocket science, after 
ten years of use and study, far lesser nations have 
built commodity rockets. 

And it then needs to follow through in the private 
sector, where no employer may rely on social me-
dia or AI platforms, that are under foreign sover-
eign control. E.g. if an employer uses WhatsApp 
to direct employees, any employee can file an 
anonymous complaint that is followed up and 
sanctioned so the employer will have to switch to 
something like a self-hosted or safe EU regulation 
audited chat platform, that sticks to chatting. 

If citizens want to use TikTok, Facebook or Insta-
gram for their private life, that’s their free choice. 
But when it concerns anything not strictly private, 
local sovereignty must take precedence. 

Facebook could become such a trusted 3rd party 
operator, if they split operationally along the sov-
ereignty lines with audited functionality and data 
flows. If they were better and cheaper than a 2nd 
rate EU implementation, that should benefit EU 
citizens. Facebook has asked to be regulated, per-
haps for that reason, but without such strict rules, 
corporate profit optimizations can only grow the 
size of the unregulated freight train [19]. 

And when it comes to Microsoft, the need to 
break its stranglehold on the workplace desktop is 
bigger than ever. All branches of EU government 
need to switch to open-source alternatives for Mi-
crosoft products such as the desktop OS and the 
office suite and every employee needs to have the 
right to refuse Office 365, Co-Pilot or anything 
that uses OpenAI services without discrimination. 
As Russia, China, North-Korea and others will at-
test, sovereignty depends on the ability to control 
the platforms that run code. 

And when these use AI models that develop a 
mind of their own, the control needs to match 
their rise in capabilities. 

Conclusion 

As with any tool or technology, AI’s benefit to EU 
citizens depends on its usage. 

As with most Information Technology advances, 
leading edge AI requires scale to distribute the 
cost of its evolution. 

Control vs. scale are not diametrical opposites, 
when you carefully sort areas of synergies and ar-
eas where differentiation and partitioning are re-
quired, scale can actually bridge value divides ena-
bling lower cost. But the current players are both 
driven and tempted too much by short term goals 
and practical monopolies. 

It’s much easier to recognize the disruptive poten-
tial of how the current AI giants drive LLMs to-
wards GAI than to imagine than how EU citizens 
will benefit. They seem only concerned about scal-
ing out for affordability and market dominance, 
while they disregard the need to differentiate and 
partition. 

Yet not only must such platforms support the full 
diversity of existing social code, they might even 
need to encourage, but surely enable, a rapid fur-
ther growth of diversity for conflict avoidance 
where people come virtually closer and more in-
volved with each other, without wanting to give 
up their individual or group ethos. Interoperability 
is key, exerting pressure towards a standardized 
ethos can have explosive consequences and is a 
sovereign privilege. 

If AI is to become truly ubiquitous, a constantly 
available and intensively used commodity to em-
power humanity, one or even a few giant global 
corporations are the worst place to hold control, 
which must match the topology of the society on 
the ground, from federations of nations to the 
level of an individuum. 

Where those sovereigns are not ready to take the 
lead themselves, they must ensure their control in 
other ways. The right to internalize or nationalize 
such control is the unalienable right of any sover-
eign, but corporates may need reminding and 
courts clear directions to follow citizen over cor-
porate interests. 
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Scale is the primary means of lowering the cost of 
technology evolution, but scale exerts gravita-
tional pull when it becomes huge. Before corpo-
rate scale overwhelms sovereign power, those 
need to step in and slice, relentlessly if corpora-
tions do not anticipate the need to pre-partition 
along existing social code diversity. 

Without that balance of power AI will fail to ben-
efit those who ultimately enable and support it by 
paying for services and products which make use 
of it. And without customers, corporations die. 

The EU needs to partner with the widest range of 
other sovereigns to create a framework of con-
trols, to avoid corporate run-away freight trains 
accumulating through cost optimizations, which 
then become too dangerous to operate and steer. 
Using and enforcing open source and open pro-
cesses at speeds and power that match the tech-
nology underneath is crucial and the EUs imme-
diate obligation with the broadest possible range 
of partners. 

 

 

Train wreck at Montparnasse 1895 
(Source: Studio Lévy and Sons / Wikimedia) 
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Artificial intelligence (AI) and especially generative AI represents a new frontier for in-
novation and has become a central point of attention since the public release of 
ChatGPT in November 2022.  It is a pivotal point of strategic competition globally. As 
Europe navigates the challenges and opportunities presented by AI, particularly large 
language models (LLMs), it is imperative to adopt a coherent and proactive strategy 
that ensures growth, leadership, and the ethical deployment of these technologies. 
HiPEAC outlines key recommendations for EU's approach to AI, with a focus on devel-
oping AI models aligned with “European” values, which can be executed on edge de-
vices or by a federation of edge devices. The HiPEAC community should develop al-
ways more efficient AI accelerators and software but helped by AI-based tools for bet-
ter productivity in software and hardware developments. 

The very fast evolution of 
artificial intelligence 

by various AI-based tools, including ChatGPT from OpenAI1, Marc Duranton 

It is hard to believe that just a few years ago, the 
reach and accessibility of artificial intelligence 
were much more limited. Today, AI based on neu-
ral networks have made it easier and cheaper to 
create various content, like texts, pictures and 
even code. These neural networks come with fea-
tures like writing, summarizing, text-to-speech, 
speech-to-text, picture and video creating and ed-
iting, transcription and translation, etc. These fea-
tures are particularly beneficial for creators, ena-
bling them to produce content quickly. AI tech-
nologies can convert scripts into speech, enhance 
text to engage viewers, and even co-create original 
content. Users can also create avatars from their 
photos to narrate texts, with the technology ensur-
ing natural lip-syncing and expressive speech. 
There are hundredth of various tools that emerged 
in less than a year2. Even the domains covered by 
the HiPEAC community can benefit from the in-
crease of productivity: there are AI tools that helps 

 
1 Slightly helped, prompted and organized by Marc Duranton. 
2 For example, the web site https://www.futuretools.io/ lists over 2400 of such tools in various domains 

developing programs (from the specification to 
debug) and even some of them can help for devel-
oping hardware. These two aspects will be cov-
ered in separate articles of this HiPEAC Vision. 

The easiness of use of AI-based tools also has 
drawbacks as it can be used to create fake news, 
pictures or video quite undisguisable from real 
ones. They can also be used by hackers to develop 
new, easy-to-use ways to exploit vulnerabilities (or 
find how to make bombs, etc). As most AI (using 
Large Language Models or LLMs) have protec-
tions against malevolent use, this leads to hackers 
trying to find ways to bypass the LLMs' protec-
tions, “jailbreaking” them by using more and more 
sophisticated prompt injection. As the nature of 
AI based on Neural Networks means that the in-
formation is not explicit in an identifiable part of 
the model, it is very difficult to “erase” sensitive 
information. Of course, they can be trained with 

Artificial intelligence 53



curated datasets without “dangerous” data, but 
the size of the dataset, and the curation, which is 
mainly done by humans, make this virtually im-
possible or too expensive. Fine tuning and other 
more explicit approaches to sort the input and 
output are being developed, but they cannot 100% 
guarantee that the AI are “safe” and that they will 
not generate output that can be used by malevo-
lent people. 

 

Figure 1: structure of transformers, from [1] 

But these recent AI based on the “transformer” 
model [1] (the goal of these systems is to “predict” 
the next “tokens” from a series of input “tokens”) 
can generate possible outputs, but not “real” ones. 
They are called “hallucinations” when the outputs 
of such transformer based LLMs (or other large 
models) don’t reflect the reality. This is why it is 
very important to check the veracity of the results 
of those AI. It is easier in some fields (but not al-
ways obvious) such as in code generation: the 
code can be compiled and executed to check if its 
syntax is correct and if the results are according to 
the expectations. It can be also inspected manu-
ally, or by the help of other AI that can analyse it.  

AI technology has become one of the fastest-
growing fields, particularly since the introduction 
of GPT, which first appeared in 2018 but didn't 
gain significant momentum until November 2022 

with the release of its chatbot version, ChatGPT, 
offering almost human-like communication and 
quickly becoming the fastest-growing user appli-
cation in history. Since then, it has transformed 
the world, for better or worse. Its success can be 
explained because it was the first computing sys-
tem that could do a lot of things without explicit 
programming or choosing a particular specialized 
application, making its access easy for anybody 
who can write (in English mainly) and read. 

This era of generative AI also has some impact in 
the perception of computing systems by people: 

• Enhanced Capability Perception: Genera-
tive AI showcases the ability of computers to 
not only process data but also to create new 
content, be it text, images, or even music. This 
represents a shift from the traditional view of 
computers as tools for calculation and data 
processing. This was a shock for some artists 
and other people in creative jobs who were 
thinking that they will be shielded from the 
impact of computing systems. 

• Blurring the Lines Between Human and 
Machine: Generative AI challenges our un-
derstanding of creativity, traditionally seen as 
a uniquely human trait. By producing texts, 
pictures, and other “creative works,” these 
systems blur the line between human and ma-
chine-generated content, leading to new dis-
cussions about the nature of creativity and 
originality. The fact that the AI understands 
human languages and writes it correctly was 
also a significant part of the impact of gener-
ative AI, as language is also seen as a human 
trait. The advanced capabilities of generative 
AI have led to new discussions about what 
constitutes intelligence, prompting philo-
sophical and scientific discussions about the 
nature of intelligence itself (and a redesign of 
IQ tests and other tests supposed to quantify 
human capabilities). 

• Results from computers (running genera-
tive AI programs) are not always correct: 
for the first time, people experienced results 
of (AI-based) programs that are not reflecting 
the reality, which are the results of “hallucina-
tions” and no more trustable as humans. Be-
fore, computers were supposed to always give 
“good” results (apart from bugs or program-
ming errors, but they “are executing what they are 
told” by humans).  

• Interactivity and Personalization: With AI 
systems capable of generating personalized 
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content in response to user inputs, the percep-
tion of computing systems has evolved from 
static machines to interactive, responsive en-
tities. This personalization makes technology 
more accessible and appealing to a broader 
range of users. 

• Raising Ethical and Societal Questions: 
The capabilities of generative AI have sparked 
conversations about ethics, privacy, author-
ship, and the potential for misuse. This has led 
to a perception of computing systems as not 
just mere tools. As generative AI takes on 
tasks that were traditionally performed by hu-
mans, there is a growing perception of com-
puting systems as potential substitutes or sup-
plements to human labour. This impacts how 
people view their career paths and the skills 
they need to develop. People who may not 
have had the skills or resources to create cer-
tain types of content can now do so with the 
aid of these AI systems, changing the percep-
tion of computing from specialist tools to 
general-purpose enablers of creativity. 

The HiPEAC Vision 2023 stated that “today’s 
‘large’ models will be optimized and will be able to run on 
edge devices in the future due to algorithm improvements, 
optimization tools (pruning and quantization) and opti-
mized hardware.” At that time, we expected that it 
would be achieved in several years, but it is already 
realized at the end of 2023 with models with sim-
ilar performance3 of ChatGPT 3.5 running on 
consumer grade computers4, and announcements 
at the end of 2023 from providers of chipsets for 
smartphones, indicate that those models will run 
in (high-end) smartphones in 2024. It is clear that 
thanks to the new algorithms/structures of AI 
models that get performance comparable to very 
large models (of 100s of billions of parameters) 
with models will only 10s of billions of parame-
ters, thanks also to the improvement of AI accel-
erators, the technology of generative AI can be 
run on embedded devices, today smartphones, 
soon smaller systems. We see also ideas of com-
bining more specialized (or fined-tuned) neural 
network architectures together to get better per-
formance. This is exemplified by the Mixture of 
Experts5 approach, but it might be extended to 
having several small AI working closely together 
(in federation, in swarm of AI, similar to the infra-
structure proposed in the next Computing 

 
3 For example Solar 10.7B – see https://huggingface.co/up-
stage/SOLAR-10.7B-Instruct-v1.0  
4 The LLMs models such as Solar 10.7B, LLama-2 13B, Mistral 7B 
or their fine-tuned version can run on a Mac mini with a power 

paradigm – NCP – in this HiPEAC Vision 2024). 
It is important to note that the smaller models 
which are in competition with the “larger” ones 
(such as GPT 3.5) are generally fined tuned ver-
sion of “open parameters” models, i.e. foundation 
models where the parameters are disclosed in ac-
cessible and open repositories such as Hugging-
Face. Compared to January 2023, nobody would 
have guessed that these open models would have 
been competitive and so numerous (HuggingFace 
offers more than 450 000 models6 at the time of 
writing). This was mainly triggered by Meta which 
released in February 2023 to researchers the foun-
dation models LLaMA, and the pioneering work 
of Stanford researchers who showed that these 
foundation models can be fine-tuned for a rather 
low cost [2]. 

 

Figure 2: image created by Dall-E 3 

Key insights 

• On November 30, 2022, OpenAI released 
ChatGPT. It is uncommon for a single prod-
uct to create as much impact on the tech in-
dustry as ChatGPT has in just one year. 

• Together with other techniques to generate 
text or images (Midjourney, Dall-E), genera-
tive AI made the buzz in 2023, generated a lot 
of expectations and raised a lot of ethical and 
societal questions. 

consumption of  20W while executing the model. 
5 Like Mistral.ai’s Mixtral 8x7B - see https://mistral.ai/news/mixt-
ral-of-experts/ 
6 See https://huggingface.co/models for the actual numbers 
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• These tools are amplifiers of productivity, and 
can be used in the HiPEAC fields, such as 
software development and even for helping 
creating hardware. 

• Open parameter foundations models, often 
available on HuggingFace, triggered a large 
development of research and experimenta-
tions by various groups, leading to smaller 
models having competitive performance 
compared to closed source models such as 
GPT 3.5.  

• These smaller models can be executed already 
in 2023 on consumer grade devices (PC) with 
good performance, thanks to open sources 
developments7. LLMs will be in smartphones 
by 2024, driven by advancements in SoC pro-
cessors like Qualcomm Snapdragon 8 Gen 3 
[3] and MediaTek Dimensity 9300 [4]. 

Key recommendations 

Invest in AI core technologies and 
development across application domains 
to support growth for Europe 

Europe must invest in research and infrastructure 
to support multimodal (by integrating text, image, 
and sound) AI development, ensuring its applica-
bility across sectors such as healthcare, education, 
and public services, thereby fostering an environ-
ment of innovation and practical AI utility. 

Develop and provide access to 
foundational models that support 
"European" values 

Europe should lead the development of founda-
tional AI models. This involves creating and shar-
ing methodologies and datasets for fine-tuning 
these models to suit specific regional needs. By 
doing so, Europe can secure its sovereignty in AI 
technologies and promote a digital economy that 
reflects its standards and ethics.  

Promote open-source models 

Europe should encourage the growth of Open-
source (open parameters) models which serve as 
the backbone of a collaborative AI ecosystem, 

 
7 Especially thanks to the work of Georgi Gerganov who developed 
the initial LLaMa.cpp. It implements the Meta’s LLaMa architecture 
in efficient C/C++, and it is one of the most dynamic open-source 

ensuring open access to AI resources and facilitat-
ing a culture of shared progress. 

Develop local solutions and specialized 
accelerators for the integration of large 
models in smart devices 

Europe should lead the developments of making 
AI based on large models suitable for integration 
into smart devices at the edge. This empowers 
real-time AI applications on devices, reducing de-
pendency on centralized data centers, and enhanc-
ing privacy and efficiency. Europe's strategy 
should include support both for start-ups and for 
established companies in developing edge AI ca-
pabilities, fostering a decentralized and resilient AI 
infrastructure.  

Use AI to aid software and hardware 
development 

Europe should improve the productivity of cur-
rent engineers and researchers by upskilling them 
with AI, leveraging these technologies to address 
complex computational problems and accelerate 
the development cycle. The concept of "centaurs", 
or partnerships between AI and developers, is a 
promising approach to enhance productivity and 
code quality. Europe should invest in training, 
tools and platforms that facilitate this symbiosis, 
enabling developers to harness AI for more effi-
cient and creative development processes. 

Continue to develop policies around 
accessibility and societal impact 

The societal impact of AI cannot be overstated, 
and its accessibility and ethics is a cornerstone of 
digital inclusivity. AI technologies should be avail-
able to all European citizens, ensuring that the 
benefits of digital transformation are equitably dis-
tributed.  

Ensure "correctness by construction" in AI 
models 

Making sure that AI models generate sound and 
validated answers (and do not "hallucinate") is key 
to ensure that AI can be effectively used to carry 
out the previous recommendation on accessibility 
and social impact. Europe should lead the way in 
developing methods that automatically verify the 

communities around the LLM inference with more than 390 contrib-
utors – it is available at https://github.com/ggerganov/llama.cpp 
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correctness of AI-generated outputs, thus reduc-
ing the need for extensive human oversight and 
increasing the trustworthiness of AI systems. 

The European Union's Artificial Intel-
ligence Act 

The European Union's Artificial Intelli-
gence Act (AI Act), initially proposed in 
2021 and recently approved at the political 
level among major EU institutions, will be-
come applicable after a transition period of 
up to two years. Its primary thrust is to es-
tablish a risk-based system for marketable 
products. AI systems are classified accord-
ing to the risk they pose to users, with high-
risk systems subjected to more stringent 
regulations and certification. Some tech-
niques, e.g. emotion recognition at the 
workplace, are banned. As new norms will 
be formulated by a new regulatory agency 
at the EU level, the AI Act will begin to 
have direct implications for software de-
signers, compelling a deeper focus on eval-
uation, risk assessment, and fundamental 
rights impact assessment. For generative 
AI, the Act imposes a set of mandatory 
measures on all models, focusing mainly on 
datasets and copyright protection. Provid-
ers of highly capable models with systemic 
risk get extra obligations, including obliga-
tory reporting of technical features and in-
cidents to the Commission. Generated con-
tent will have to be identifiable through wa-
termarks, and models will have to undergo 
independent red-teaming. These obliga-
tions pose a significant scientific challenge 
and mark an important policy change for 
the research community. 

Figure 3: The European Union's Artificial Intelligence Act  (from 
Alexei Grinbaum, CEA) 

The rationale of all these recommendations will be 
detailed in a set of articles. The first one will de-
scribe the rapid evolution of generative AI in 
2023. The second one will focus on AI assisted 
software engineering. The third will focus more 
on the hardware side with the use of AI to help 
EDA (Electronic Design Automation). The 
fourth one will deal with the position of Europe 
in this field and on the on-going development of 

regulations about AI, including the European AI 
Act. 

Conclusion 

The strategic approach to AI outlined in these rec-
ommendations presents a roadmap for Europe to 
navigate the AI landscape. By embracing these in-
itiatives – for example, developing “made in Eu-
rope” foundational models and promoting open 
science or developing a complete ecosystem of 
models, hardware accelerators and applications of 
AI running at the edge - Europe can foster an AI 
ecosystem that is not only competitive but also re-
flective of the EU’s commitment to open innova-
tion, ethical standards, and societal wellbeing. By 
upskilling current engineers and researchers, Eu-
rope can amplify their productivity with AI, lever-
aging these technologies to accelerate the develop-
ment cycle and improve the position of Europe in 
the international economic landscape. 

To achieve this, and thereby to realize the full po-
tential of AI as a force for good in European so-
ciety, it will be necessary to coordinate action 
across all levels of governments, industry, and ac-
ademia. 
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Artificial Intelligence (AI), particularly in its generative form, has emerged as a ground-
breaking area for innovative advancements, drawing significant focus since ChatGPT's 
public unveiling in November 2022. 

The rapid evolution of 
generative AI in 2023 

by various AI-based tools, including Chat-GPT from OpenAI1, Marc Duranton 

The Dawn of Generative AI – 
Redefining Innovation 

Since the last HiPEAC vision, there was an ex-

traordinary boom of artificial intelligence. This 

was already forecasted in last year edition, but 

events went even faster than expected. 

 

Figure 1: Explosion of usage of AI in 2023, from LifeArchitect.ai 

The availability to the public of chatbots like 

ChatGPT demonstrated a leap in the quality and 

coherence of machine-generated text. Such sys-

tems could engage in detailed, context-aware con-

versations, making the interaction far more natural 

and human-like compared to previous systems. 

This was really triggered on November 30th, 2022 

when ChatGPT was officially released to the pub-

lic. ChatGPT presented a user-friendly interface 

 
1 Slightly helped, prompted and organized by Marc Duranton. Most of the text was generated by Chat-GPT (GPT-4 version). As stated in an earlier 
HiPEAC Vision, we forecast that at some point in time, the HiPEAC Vision could be mainly written by AI-driven tools. This is an early attempt. 
We kept the style and repetitions generated by the chatbot on purpose. 

that required no technical expertise to use. Its con-

versational format made it accessible to a wide 

range of users, allowing more people to interact 

with AI technology in a straightforward and intu-

itive manner. Other companies surfed on this suc-

cess and proposed alternatives chatbots (such as 

Anthropic with Claude 2, Google with Bard, …) 

and other generative AI application, either to gen-

erate pictures (Midjourney, Dall-E, Stable diffu-

sion, …), or to generate sound or voices, also 

emerged. This was a tremendous increase in the 

traffic accessing to all these web sites, as shown in 

the following figure. 

 

Figure 2: AI Industry: Traffic Growth between September 2022 and 
August 2023. From https://writerbuddy.ai/blog/ai-industry-analysis 

The introduction of ChatGPT and similar genera-

tive AIs has been a major catalyst for the growth 

2023 AI RETROSPECTIVE

LifeArchitect.ai/the-sky-is-comforting

Sources: https://lifearchitect.ai/the-sky-is-comforting/ Images by Flaticon.com. Alan D. Thompson. 2023.
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and innovation of numerous startups and estab-

lished companies. Their impact is most evident in 

customer service, where they powers chatbots that 

enhance customer experiences through 24/7 sup-

port and personalized interactions, leading to im-

proved efficiency and cost savings. In content cre-

ation and digital marketing, ChatGPT is utilized 

by services for generating creative content and 

marketing copy, streamlining processes for busi-

nesses. In the educational sector, ChatGPT aids in 

creating interactive learning platforms and tutor-

ing services, offering personalized and engaging 

learning experiences. Furthermore, in the financial 

sector, ChatGPT and similar systems are 

integrated into fintech applications for automated 

financial advising and fraud detection.  

It's widely recognized that the usage of AI has 

been rapidly increasing across various sectors and 

applications. This surge is driven by advancements 

in AI technologies, greater accessibility of AI 

tools, and the growing integration of AI into eve-

ryday devices and services.  

The introduction by OpenAI of GPTs (custom 

versions of ChatGPT made by users) and of the 

GPT store could jeopardize the business of some 

companies and start-ups. 

 

Figure 3: The 50 Most Visited AI Tools and Their 24B+ Traffic Behavior. From https://writerbuddy.ai/blog/ai-industry-analysis 
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In the HiPEAC Vision 2023, it was forecasted that 

large language models will be running at the edge, 

and now it is already possible and we can even ex-

pect that in 2024 they will be in smartphones. Let’s 

see in a short history how all this happened. 

Short history of the recent 
progress of artificial intelligence 

In the realm of technology and innovation, Artifi-

cial Intelligence (AI) has long been a subject of 

fascination and relentless pursuit. It had several 

ups and downs (“winters”) since the creation of 

the term “Artificial Intelligence” which was offi-

cially introduced by John McCarthy in 1956 during 

the Dartmouth Conference. In 2012, a significant 

event in the field of Artificial Intelligence (AI) and 

machine learning occurred under the supervision 

of Geoffrey Hinton, a pioneer in the field of neural 

networks. That year, Hinton and his team made a 

groundbreaking advancement in the development 

of deep learning techniques, particularly through 

their work on a deep neural network. The critical 

event was the ImageNet Large Scale Visual Recog-

nition Challenge (ILSVRC). Hinton’s team, con-

sisting of Alex Krizhevsky, Ilya Sutskever, and 

Geoffrey Hinton himself, participated in this chal-

lenge with a model called “AlexNet”[1]. This 

model was a deep convolutional neural network 

that dramatically outperformed other competitors 

in the competition (AlexNet achieved a top-5 er-

ror rate of approximately 15.3%, which was signif-

icantly lower than the 26.2% error rate of the sec-

ond-best entry in the competition). The success of 

AlexNet in the ImageNet challenge was a pivotal 

moment for the field of deep learning. It show-

cased the effectiveness of deep neural networks in 

practical applications, particularly in tasks involv-

ing visual recognition, and marked a turning point 

in AI research, leading to a surge in deep learning 

applications across various domains, including 

speech recognition, natural language processing, 

and more. 

There are several reasons why this was the right 

moment for the rebirth of artificial intelligence:  1) 

the algorithm and topology of the Convolutional 

Neural Networks, 2) the availability of large data-

base for learning. This was done using “supervised 

learning” meaning that for each input image, there 

is a label that explains what is this image. 3) The 

computing power was available. The training was 

done on a GPU (NVIDIA GeForce GTX 580) 

and Alexnet required 262 PetaFLOPS for its 61M 

parameters.  

Another seminal moment in AI research was the 

publication in 2017 of a landmark paper titled “At-

tention Is All You Need”[2], introducing the 

Transformer model, a novel approach to neural 

network architecture that significantly advanced 

the field of natural language processing (NLP) and 

machine learning. Authored by researchers at 

Google, including Ashish Vaswani and others, this 

paper presented a new method that departed from 

the then-standard approaches based on recurrent 

neural networks (RNNs) and convolutional neural 

networks (CNNs) for processing sequential data, 

such as text. The key contributions and impacts of 

this paper include: 

• Introduction of the Transformer model: The 

paper introduced the Transformer, a type of 

model that relies entirely on attention mecha-

nisms, eschewing the use of recurrent layers. 

This was a significant departure from existing 

models that processed data sequentially. The 

Transformer instead allowed for much more 

parallel processing, leading to faster and more 

efficient training of large models. 

• Self-Attention mechanism: A core component 

of the Transformer is the self-attention mech-

anism. This allows the model to weigh the im-

portance of different parts of the input data 

differently, making it highly effective for un-

derstanding the context and relationships 

within the data, especially in language tasks. 

• Impact on NLP (Natural Language Pro-

cessing) and beyond: The Transformer model 

rapidly became a foundational architecture in 

NLP, leading to the development of highly 

successful models like BERT, GPT, and oth-

ers. These models have set new standards in a 

wide range of NLP tasks, such as language 

translation, question-answering, and text gen-

eration. 

• Enabling large-scale models: The efficiency 

and scalability of the Transformer architecture 

made it possible to train much larger models 

than before. This has been a key factor in the 

recent trend towards training very large lan-

guage models that can understand and gener-

ate human language with unprecedented flu-

ency and accuracy. 

• Influence across AI fields: Although initially 

designed for NLP tasks, the Transformer 

model’s architecture has influenced other areas 

of AI as well, including image processing and 

speech recognition. Its ability to handle 
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sequential data effectively has made it a versa-

tile tool in the AI toolkit. 

One year after the publication of Google’s paper, 

the US company OpenAI2 created its first Gener-

ative Pre-trained Transformer (GPT in short), fol-

lowed by GPT-2 in 2019, GPT-3 in 2020 etc. 

Let’s provide a short history of OpenAI’s devel-

opments. The first model, GPT-1, was developed 

a year after the seminal paper on the Transformer 

architecture was published and released on June 

11, 2018. GPT-1 was trained over one month us-

ing eight GPUs and had 117 million parameters. 

Following GPT-1, GPT-2 was released on Febru-

ary 14, 2019, with a significant increase in compu-

ting power, about 88 times greater than its prede-

cessor. GPT-2 comprised 1.5 billion parameters. 

Then came GPT-3, released on May 28, 2020. It 

required 213 times more computational power 

than GPT-2 and had 174 billion parameters. The 

training of GPT-3 involved nearly 500 billion to-

kens, using extensive datasets including Common 

Crawl (with 570 GB of text), English Wikipedia, 

and several corpora of books. 

An evolution of GPT-3, known as GPT-3.5, was 

released on March 15, 2022. Subsequently, 

 
2 OpenAI was founded in 2015 by Ilya Sutskever, Greg Brockman, 
Trevor Blackwell, Vicki Cheung, Andrej Karpathy, Durk Kingma, 
Jessica Livingston, John Schulman, Pamela Vagata, and Wojciech 

ChatGPT, a fine-tuned version of GPT-3.5, was 

introduced on November 20, 2022. This release 

marked the beginning of a new era for large lan-

guage models, making this advanced technology 

more accessible to the public. 

Finally, on March 14, 2023, OpenAI released 

GPT-4. This model is estimated to take approxi-

mately 65 times more processing power than 

GPT-3. Its architecture, though undisclosed, is 

speculated to contain about 1.8 trillion parame-

ters. It represents a mixture of expert architec-

tures, implying the collaboration of 16 different 

networks. 

 

Figure 5: Computing power is driving the advance of ai; from GTC 
2023 keynote with NVIDIA CEA Jensen Huang. 

Zaremba, with Sam Altman and Elon Musk serving as the initial 
board members. 

 

Figure 4: Evolution of Generative Pre-trained Transformers (GPT) in OpenAI 
(from https://en.wikipedia.org/wiki/Generative_pre-trained_transformer ) 
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The landscape of AI underwent a transformative 

shift with the advent of generative AI represented 

by Chat-GPT for chatbot, and tools like Dall-E or 

Stable Diffusion for creating images from text 

prompt.  This new frontier in AI became a partic-

ular focal point of global attention following the 

public release of ChatGPT, which was a fine-

tuned version of OpenAI’s large language model 

and served as a general-purpose chatbot. This 

launch represented a significant step in AI tech-

nology, as ChatGPT was able to engage in a wide 

range of topics and showcase the potential of gen-

erative AI in producing human-like text re-

sponses. The introduction of ChatGPT marked a 

shift in public perception and use of AI chatbots. 

Before its launch, AI chatbots were not widely re-

garded as highly functional or reliable (even if 

Chat-GPT is also generating plausible answers, 

but not real – it is said it “hallucinates”). However, 

the capabilities demonstrated by ChatGPT in un-

derstanding and generating human-like text 

quickly garnered widespread attention and user 

adoption. By January 2023, ChatGPT had sur-

passed 100 million monthly active users, becom-

ing the fastest-growing app in history at that time, 

outpacing even major platforms like TikTok and 

Instagram. This period also saw significant devel-

opments in the use of generative AI, as ChatGPT 

showcased its potential in various applications, 

from helping with homework to assisting in job 

applications and even drafting political speeches. 

Its versatility and user-friendly interface contrib-

uted to its rapid adoption and integration into 

daily life for many users. The success of ChatGPT 

also influenced major tech companies. Microsoft, 

for instance, invested significantly in OpenAI and 

integrated GPT technology into various products, 

including Bing and Teams.  

Generative AI, a subset of artificial intelligence, is 

distinguished by its ability to create novel content, 

ranging from text and images to complex code, by 

learning from vast datasets. This capability also 

democratized the accessibility of AI-powered 

tools. The transformative leap can be largely at-

tributed to the advancements in neural network 

technologies. Neural networks, inspired by the hu-

man brain’s structure and functioning, have be-

come the bedrock of modern AI systems. These 

sophisticated models, trained on extensive da-

tasets, can analyze patterns, make predictions, and 

generate content with remarkable accuracy and ef-

ficiency3 . 

 
3 The reader should have noted that this part was generated by Chat-
GPT itself. 

OpenAi in 2023 

The chronology of OpenAI in 2023 in-

cludes global debates on GPT usage in 

businesses and institutions to avoid plagia-

rism. In 2023, OpenAI embarked on a tour 

to promote GPT, addressing criticisms and 

concerns about the technology. Meanwhile, 

Italy became the first country to temporar-

ily ban GPT over privacy concerns. That 

same year, OpenAI released Chat GPT 

plug-ins, continuing to attract a global user 

base. The AI industry heated up with com-

petition from companies like Google 

DeepMind (with Gemini), Anthropic (with 

Claude 2), who are developing their own 

versions of GPT. OpenAI faced copyright 

infringement lawsuits and had to limit free 

access to paid content. Despite these chal-

lenges, the company’s annual revenue ap-

proached $1 billion. 

In September 2023, OpenAI removed ac-

cess limitations, but it became evident that 

distinguishing between GPT-created and 

human-created content was challenging. 

That same month, authors like George 

Martin sued AI for copyright infringement. 

Alibaba also opened up its AI model to the 

public. 

By October 2023, Chat GPT Plus and sub-

scriptions offered enhanced image genera-

tion capabilities, displaying more accurate 

and detailed visuals. On the anniversary of 

GPT, OpenAI showcased its advance-

ments, introducing GPTs, where users can 

now create custom versions of ChatGPT 

that combine instructions, extra 

knowledge, and any combination of skills.  

On November 17, 2023, OpenAI’s board 

of directors fired CEO and co-founder Sam 

Altman, but faced internal backlash. Shortly 

after, nearly all of OpenAI’s 770 employees 

demanded the board’s resignation and 

threatened to leave unless Altman was rein-

stated. Five days after Altman’s firing, the 

board reached an agreement to rehire Alt-

man, along with the replacement of most 

board members. One potential reason of 
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these events is that OpenAI was initially 

founded as a non-profit in 2015 for AI re-

search, particularly focusing on artificial 

general intelligence (AGI), OpenAI later 

evolved. In 2019, it formed a subsidiary to 

attract more investment and accelerate re-

search, thus becoming a hybrid organiza-

tion with both non-profit and for-profit di-

mensions. 

Recently, Chat-GPT began to show signs 

of laziness and stupidity, but developers de-

nied any issues, attributing it to the AI’s un-

predictable behavior, to user behavior or 

increased visibility of flaws. The AI seemed 

to procrastinate, avoid tasks, and even sug-

gest users complete the tasks themselves. 

Open parameters models, such as Mixtral 

8x7B or Solar 10.7B often reach the same 

level or performance than GPT3.5 on some 

benchmarks, while GPT-4 performances 

are still unsurpassed. 

Looking forward, OpenAI has trade-

marked GPT-6 and GPT-7, indicating on-

going development and innovation in the 

field. However, predicting the capabilities 

and impacts of these new iterations remains 

speculative. The anticipation for GPT-5 is 

high, with expectations of surpassing hu-

man-like communication and analytical 

abilities. 

What are foundation models, fine-
tuning, and how Large Language 
Models work?  

A language model is a set of rules that enable un-

derstanding and generating text in a specific lan-

guage, such as English. It operates by calculating 

the likelihood of each word following the previous 

one in a sentence. 

The language model itself does not produce text 

independently. Instead, it generates probabilities 

for each word in the vocabulary. To use a language 

model, the text must first be broken down into se-

mantic units called “tokens,” which can be words 

or parts of words. These tokens are then con-

verted into numerical vectors, allowing the model 

to process them. 

 

 

Figure 6 : « A foundation model can centralize the information from all the data from various modalities. This one model can then be adapted to a 
wide range of downstream tasks.  » From « On the Opportunities and Risks of Foundation Models » https://arxiv.org/abs/2108.07258 
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The “context window” size of the model, which is 

the amount of text memory it can use for under-

standing, varies depending on the specific model. 

Then, a process known as “vectorization” con-

verts the text into numerical vectors for the model 

to process. 

Once the text is transformed into vectors, the 

model generates text using a “sampler.” The sam-

pler selects words based on their probability, but 

the “temperature” can be adjusted to make the 

generation more creative or more predictable. 

This temperature setting controls the randomness 

in the word selection process, balancing between 

coherent but predictable text and more diverse but 

less predictable outputs. 

The Transformer model enables the creation of 

large language models, which are more advanced 

than traditional foundation models. Let’s quickly 

define what a foundation model is: these are mod-

els trained on extensive databases of texts, images, 

and various other data types. This training method 

is known as a self-supervised approach, which dif-

fers from the one used in conventional convolu-

tional neural networks. In this approach, the 

model is expected to predict what comes next in a 

sequence of items. This is achieved through self-

supervised learning, where parts of the data are 

hidden, and the model must guess, for instance, 

 
4 For more details, see https://en.wikipedia.org/wiki/Reinforce-
ment_learning_from_human_feedback 

the end of a sentence. It can self-correct by reveal-

ing the hidden part of the sentence, allowing it to 

fine-tune its parameters locally, hence the term 

‘self-supervised.’ 

This breakthrough in model design, especially 

with Transformer-based models, eliminates the 

need to explicitly label the entire database (unlike 

for Convolutional Neural Networks – CNN-). 

Foundation models are created by feeding a large 

database into Transformer-based models. These 

models are not initially designed for specific appli-

cations; they accumulate knowledge but are not 

fine-tuned for specific tasks. They can only cen-

tralize, “compress” information from various data 

sources and modalities. After the resource-inten-

sive training phase, these foundation models are 

adapted for specific tasks, such as functioning as a 

chatbot, extracting information, answering ques-

tions, or recognizing objects. This adaptation pro-

cess is known as fine-tuning. Fine tuning is far less 

intensive that the initial creation of the foundation 

model, and only requires a smaller set of data.  

Taking ChatGPT as an example, it was a fine-

tuned version of GPT-3 using a method called Re-

inforcement Learning with Human Feedback 

(RLHF)4. In this process, a prompt is taken from 

a dataset, and a human labeler demonstrates the 

desired output behavior. This data then informs 

 

 

 

Figure 7: Reinforcement Learning with Human Feedback (used for ChatGPT), from https://openai.com/research/instruction-following 
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the neural network, in this case, GPT-3, through 

supervised learning. The network generates sev-

eral outputs, which are then ranked by human la-

belers from best to worst, and this data is used to 

further train the model. The final step involves a 

loop where the network generates outputs evalu-

ated by a reward model. This model calculates re-

wards for the outputs, and these rewards are used 

to update the policy. The human labeling in the 

first and second steps requires significant human 

resources, and OpenAI outsourced some of this 

work to a San Francisco-based firm called Sama, 

which employed workers in Kenya, Uganda, and 

India to label data for various Silicon Valley clients 

including Google, Meta, and Microsoft. 

LoRA, which stands for Low Rank Adaptation[3], 

is an advanced method for fine-tuning Large Lan-

guage Models (LLMs) more efficiently. Unlike tra-

ditional fine-tuning approaches that require ad-

justing all layers of a neural network, LoRA fo-

cuses on fine-tuning smaller matrices that approx-

imate the larger weight matrix of the pre-trained 

LLM. This method has proven to be effective, 

sometimes even outperforming full fine-tuning, as 

it avoids issues like catastrophic forgetting, where 

the pre-trained model loses its original knowledge 

during the fine-tuning process. 

One of the key benefits of LoRA is that it’s com-

putationally less demanding. Full fine-tuning of 

LLMs can be resource-intensive and time-con-

suming, making it a bottleneck for adapting these 

models to specific tasks. LoRA’s approach is more 

efficient, leading to faster training and lower com-

putational requirements. For instance, it’s possible 

to create a fully fine-tuned model on a GPU with 

only limited amount of VRAM using LoRA. This 

was demonstrated by a team in Stanford that fine-

tuned Meta’s LlaMA foundation model “We intro-
duce Alpaca 7B, a model fine-tuned from the LlaMA 7B 
model on 52K instruction-following demonstrations. On 
our preliminary evaluation of single-turn instruction follow-
ing, Alpaca behaves qualitatively similarly to OpenAI’s 
text-davinci-003, while being surprisingly small and 
easy/cheap to reproduce (<600$)”[4]. 

Furthermore, the trained weights from LoRA 

fine-tuning are significantly smaller. Since the orig-

inal model remains frozen and only new layers are 

trained, the weights for these layers can be saved 

as a single, much smaller file. This makes it easier 

and more cost-effective to share fine-tuned mod-

els. 

In practice, LoRA has been implemented in Hug-

ging Face’s Parameter Efficient Fine-Tuning 

(PEFT) library, which simplifies the process of us-

ing this technique. For instance, in the context of 

supervised fine-tuning, a pre-trained model can be 

further trained to generate text based on provided 

prompts, following a format that pairs prompts 

with responses. In essence, LoRA represents a sig-

nificant step forward in making the fine-tuning of 

large language models more accessible and effi-

cient, opening up new possibilities for customiza-

tion and application in various fields. 

Furthermore, foundation models demonstrated 

what’s known as few-shot or zero-shot learning, 

meaning they can perform tasks with little or no 

specific training on those tasks, without the need 

for extensive fine-tuning or adaptation of their pa-

rameters, only by adapted prompting.  

Zero-Shot Learning: In zero-shot learning, the 

LLM is able to understand and perform a task it 

has never explicitly been trained to do. This is pos-

sible because of the extensive general knowledge 

the model has acquired during its initial training 

on a diverse and broad dataset. When presented 

with a new task, the model uses its understanding 

of language and context to infer what is being 

asked and how to respond appropriately. For ex-

ample, a zero-shot learning model could be asked 

to summarize a text or answer a question about a 

topic it was never specifically trained on, and it 

would use its general understanding to attempt re-

alizing the task. 

Few-Shot Learning: Few-shot learning refers to 

the model’s ability to learn a new task from a very 

small number of examples. Unlike traditional ma-

chine learning models that require large datasets to 

learn a new task, LLMs can understand and per-

form new tasks with just a few examples. This is 

often done by presenting the model with a prompt 

that includes a few examples of the task being per-

formed. For instance, if you wanted a model to 

write poems in a certain style, you might show it 

two or three examples of such poems, and it 

would generate similar content. 

These properties are key elements in the success 

of LLMs, both zero-shot and few-shot learning 

demonstrate the versatility and adaptability of 

LLMs. These models can apply their extensive 

pre-existing knowledge to new situations, making 

them powerful tools for a wide range of applica-

tions where gathering large, task-specific datasets 

is impractical or impossible. 

HiPEAC Vision 2024 rationale

AI everywhere66



Computing power is the fuel of 
generative AI 

As of July 20235, GPT-4 has been reported to have 

1.8 trillion parameters distributed across 120 lay-

ers, making it more than ten times larger than its 

predecessor, GPT-3. OpenAI seems to have uti-

lized 16 separate models for GPT-4’s transformer 

module, each with approximately 111 billion pa-

rameters. The training of GPT-4 involved around 

13 trillion tokens, encompassing both text-based 

and code-based data, and included some degree of 

fine-tuning. The cost for training GPT-4 was esti-

mated at around $63 million, considering the com-

putational power required and the duration of the 

training period. For inference purposes, GPT-4 

operates on a cluster of 128 GPUs, employing 

techniques such as eight-way tensor parallelism 

and 16-way pipeline parallelism. GPT-4 also in-

cludes a vision encoder, which adds the capability 

to read webpages and transcribe images and vid-

eos. This is in addition to the text processing unit.  

From these numbers, it is clear that the evolution 

of computing power is crucial in the advancement 

of AI, from convolutional neural networks to 

large language models. The transition from 

AlexNet to GPT-3, for instance, highlights the 

growing demand for computational resources. 

More optimized computing architectures lead to 

greater efficiency; for example, moving from gen-

eral-purpose CPUs to specialized GPUs has re-

sulted in significant gains in operations per energy 

unit, and further specialization could yield even 

more efficiency.  

Google’s development of specialized AI architec-

ture, known as the Tensor Processing Unit (TPU), 

is a case of more efficiency by more specialization. 

The first TPU (TPUv1) was announced in 2016, 

built on a 28 nm process with a processing power 

of 92 tera operations per second on integer-8 op-

erations and a power consumption of about 40 

watts. The TPUv2, announced in May 2017, uti-

lized 20 nm technology, achieving 45 tera opera-

tions per second and supporting a special numeri-

cal format specialized for AI known as bfloat16, 

with an estimated power consumption of 200 to 

250 watts. The TPUv3, released in May 2018, also 

supported bfloat16 and had an estimated power 

consumption of about 200 watts for 90 TOPS6. 

Google continued to innovate with TPUv4, offer-

ing 2.5 to 3.5 times more performance than 

 
5 According to https://www.semianalysis.com/p/gpt-4-architec-
ture-infrastructure 

TPUv3, and the cloud-based TPUv5, which is 

more efficient and scalable than its predecessor. 

NVIDIA’s GPUs have become a central architec-

ture in the world of artificial neural networks. The 

company began as early as 2016 to expand the 

functionality of their GPUs beyond just graphics 

and gaming, utilizing their CUDA programming 

system. This was triggered in 2012, when a signif-

icant advancement occurred when researchers 

successfully employed (NVIDIA) GPUs to reach 

human-level accuracy in visual recognition tasks 

(this was ImageNet – Large Scale Visual Recogni-

tion Challenge (ILSVRC) as explained in the be-

ginning of this article). This achievement was a 

harbinger of more recent innovations, like creat-

ing images based on textual descriptions. In re-

sponse to this evolving field, NVIDIA’s CEO, 

Mr. Huang, emphasized in a commencement ad-

dress at National Taiwan University7 that the com-

pany had redirected at that time every facet of its 

operations to support and progress this emerging 

domain. This innovation demonstrated that GPUs 

could be effectively used for neural network devel-

opment. Since then, NVIDIA has continuously 

enhanced its GPUs to support neural network-

based artificial intelligence, including both convo-

lutional neural networks and transformer-based 

systems. 

One of their significant releases was the H100 

GPU, which offered peak performance of 2000 

teraflops for floating point 16 operations and up 

to 4000 TFLOPS for integer-8 running on their 

Tensor Cores. The NVIDIA Hopper H100 Ten-

sor Core GPU is fabricated using TSMC’s Custom 

NVIDIA 4N FinFET Process. The H100 GPU 

marked a substantial increase in performance ca-

pabilities. For instance, training a Mixture of Ex-

pert transformer with 395 billion parameters on a 

dataset of 1T tokens took only 20 hours on (8 000) 

H100, compared to 7 days with the previous gen-

eration A100. 

In 2023, Nvidia announced the H200 GPU based 

on the Hopper architecture. The H200 is a pow-

erful GPU offering 141 GB of HBM3e memory at 

4.8 TB/s, nearly doubling the capacity of the pre-

vious generation H100. This increase in memory 

bandwidth allows for significantly improved per-

formance. For example, the H100 GPU was ob-

served to be 11 times faster than its predecessors 

A100 in tasks like inference with GPT-3 models 

6 According to https://www.nextplatform.com/2018/05/10/tear-
ing-apart-googles-tpu-3-0-ai-coprocessor/ 
7 https://www.youtube.com/watch?v=__Ewkal7s3g 
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with 174 billion parameters. Looking ahead to 

2024, it’s anticipated that the upcoming H200 

GPU will offer 18 times the speed of the A100, 

reflecting almost a 20-fold increase in perfor-

mance over three years8. 

The market of accelerators chips for IA (mainly at 

the server side) is very important, and several 

companies are in competition with NVIDIA (and 

also current customers of NVIDIA’s GPU are de-

veloping their own accelerator chips, like Ama-

zon’s Inferentia and Trainium2, Microsoft’s Maia, 

Google’s TPU, Alibaba’s Hanguang 800, …), such 

as Cerebras (making wafer scale accelerators), 

Grog, _etched, Graphcore, Gyrfalcon, IBM’s 

Northpole, AMD’s Mi300, Intel’s Gaudi3, etc… 

The market estimate for AI accelerator chips from 

2024 to 2030 indicates significant growth. Accord-

ing to Deloitte Insights9, the market for special-

ized chips optimized for generative AI is projected 

to exceed US$50 billion in 2024. This forecast rep-

resents a major increase from near-zero levels in 

2022 and is expected to account for a substantial 

portion of all AI chip sales in that year. Further, 

the total AI chip sales in 2024 are predicted to 

constitute 11% of the global chip market, esti-

mated at US$576 billion. 

Looking ahead to 2027, the AI chip market fore-

casts vary, with predictions ranging from US$110 

billion to a more aggressive US$400 billion. How-

ever, there are viewpoints that suggest the more 

conservative estimates may be closer to reality, 

 
8 From https://www.nvidia.com/en-us/data-center/h200/ 

given various factors influencing the market. 

These estimates highlight the growing importance 

and demand for AI accelerator chips, driven by 

advancements in AI applications and technolo-

gies. However, it’s important to note that these 

projections are subject to change based on market 

dynamics, technological developments, and other 

influencing factors. 

 

 

Figure 9: Peak performance vs. power scatter plot of publicly an-
nounced AI accelerators and processors (Oct. 2022). From [4].  

 

9 ChatGPT gave the following reference:  
https://www2.deloitte.com/us/en/insights/industry/technol-
ogy/technology-media-and-telecom-predictions/2024/generative-
ai-chip-market-to-reach-40-billion-in-2024.html 

 

Figure 8: Relation between the name of the technology node and its real size (from C.Reita, C.Fenouillet-Beranger – CEA-LETI – 2023 ). What 
NVIDIA called 4N process is supposed to be a variation of TSMC 5 nm. 
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The emergence of open source 
(parameters) foundation models 

Up until now, Large Language Models (LLMs) 

have primarily been running on cloud servers us-

ing Nvidia GPUs or similar architectures. This in-

cludes more specialized architectures from various 

competitors. This is mainly due to the large size of 

foundation models. This is indeed necessary for 

creating the foundation models as their learning 

phase requires a tremendous amount of compu-

ting and a fast access to a very large set of infor-

mation. It is still the trend to have a model with 

more parameters to increase its capabilities (but 

we will see that smaller models, with different ar-

chitectures – like mixture of experts – could also 

have comparable performances on tests and 

benchmarks than models having 10x more param-

eters). 

Cloud is also the main candidate for inference 

(use) of the fine-tuned versions of the foundation 

models, such as ChatGPT. However, hosting 

these large language models in the cloud has cer-

tain drawbacks. One major issue is data confiden-

tiality: transferring data to the cloud raises privacy 

concerns. For instance, there were incidents where 

engineers from companies like Samsung allegedly 

shared sensitive corporate data with chatbot ser-

vices like ChatGPT. Additionally, cloud server 

availability isn’t always guaranteed, limiting the 

accessibility and request capacity for advanced 

models like GPT-4.0, which is also restricted by a 

$20 monthly subscription fee. 

Given these issues, there’s a growing interest in 

running foundation models for LLMs locally 

within enterprises, to avoid sending sensitive in-

formation to the cloud. However, training these 

models is expensive. GPT-3, with its 174 billion 

parameters, had an estimated training cost of $1.8 

million. Similarly, the European model Bloom had 

an estimated training cost of $2.3 million, and 

GPT-4’s estimated training cost is around $63 mil-

lion. 

The ecological Impact of training these models is 

also significant, mainly due to CO2 emissions. For 

example, training GPT-3 in May 2020 was esti-

mated to produce 502 tons of CO2, equivalent to 

the complete lifetime emissions of nearly 8 cars, 

including the fuel consumed. However, there has 

been improvement in efficiency over time. Meta’s 

OPT model, with 174 billion parameters, pro-

duced only 70 tons of CO2, demonstrating a sig-

nificant reduction (7x) in emissions in two years. 

In July 2022, the Bloom model, also with 176 bil-

lion parameters, only emitted 25 tons of CO2, so 

20x less. 

In Europe, efforts have been made to develop 

models like Bloom, an open-source alternative to 

 

Figure 10: The always increasing size of foundation models. From https://lifearchitect.ai/models/ 
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GPT-3. During one-year, from May 2021 to May 

2022, more than 1,000 researchers from 60 coun-

tries and more than 250 institutions are creating 

together a very large multilingual neural network 

language model and a very large multilingual text 

dataset on the 28 petaflops Jean Zay (IDRIS) su-

percomputer located near Paris, France, which 

mostly uses nuclear energy. The energy generated 

by Jean Zay is repurposed for heating, contrib-

uting to its low CO2 footprint. Bloom was trained 

on 1.5 terabytes of text, it supports 43 languages 

and 16 programming languages, and took 118 days 

of training on 384 A100 GPUs. It also includes 

smaller versions tailored for instruction following, 

meaning it can answer questions and act as a chat-

bot10. 

The democratization of large language models 

(LLMs) was significantly advanced with the release 

of Meta’s LLaMA foundation models in February 

2023. These models ranged from 7 billion to 64 

billion parameters. Initially available only to re-

searchers, they were leaked online a week after 

their announcement, sparking a surge in the devel-

opment of fine-tuned large models. 

 
10 From https://bigscience.huggingface.co/ 

In March 2023, Stanford launched Alpaca[5], a ro-

bust, easily replicable instruction-following model 

based on the LLaMA 7B model, fine-tuned with 

52K instruction-following demonstrations. This 

model was cost-effectively fine-tuned for under 

$600, and its code was released on GitHub, fur-

ther driving the development of an explosion of 

new models based on Meta’s leaked foundation 

model. The Figure 13 shows how LLaMA trig-

gered a complete ecosystems of Open source 

models (in fact, we prefer to call them “open pa-

rameters” has the training database is not always 

provided - this is the case for LLaMA and 

LLaMA-2). 

On July 18, 2023, Meta introduced LLaMA-2, a 

model free for both research and commercial use, 

easily accessible in repositories and HuggingFace, 

a California-based company founded by French 

entrepreneurs, emerged as a main repository for 

open LLMs. HuggingFace is akin to GitHub for 

the AI community, hosting over 450,000 models 

from universities and companies like Meta, but 

also Microsoft, Stability.ai, Mistral.ai and also 

OpenAI. The community and HuggingFace have 

 

Figure 11: Training large foundation models is not cheap! From “2023 State of AI in 14 Charts” available  at https://hai.stan-
ford.edu/news/2023-state-ai-14-charts 
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made it possible to download and run models lo-

cally on personal computers. Most computers can 

run models up to 13 billion parameters. Running 

larger models requires GPUs with larger memory. 

For example, a 13 billion parameter LLaMA-2 

model could run on a Mac Mini with comparable 

speed to ChatGPT while consuming only 21W. 

The capability to run LLMs locally on 

smartphones has led to many developments. 

Companies like Meta are working (with Qual-

comm) to optimize the execution of models like 

LLaMA-2 directly on smartphone chips. On-de-

vice AI offers several advantages, including cost 

reduction (no entrance fee or cloud costs), im-

proved reliability (it is always available, it doesn’t 

depend on the load of the servers) and perfor-

mance, and enhanced privacy and security (every-

thing is running locally, no information leaves the 

smartphone). It also allows for personalization, 

 

11 https://www.qualcomm.com/products/mobile/snap-
dragon/smartphones/snapdragon-8-series-mobile-platforms/snap-
dragon-8-gen-3-mobile-platform 

 

like digital assistants that can be refined locally 

adapted to the user. 

In October 2023, Qualcomm announced11 its 

Snapdragon 8 Gen 3[7] with AI capabilities to per-

form multimodal generative AI models, including 

popular large language and vision models, trans-

former networks for speech recognition up to 10 

billion parameters solely on the device. The Snap-

dragon 8 Gen 3 will be available in smartphones 

sold in 2024. The estimated power consumption 

of the SoC is lower than 10W (TbC). 

MediaTek also announced12 its Dimensity 9300 

chip[8] in November 2023, capable of running a 7 

billion parameter large language model at 20 to-

kens per second. It can also run a 13 GB model 

compressed to 5 GB to fit into RAM. The Dimen-

sity 9300 supports NeuroPilot Fusion (which can 

12 From https://www.mediatek.com/products/smartphones-2/me-
diatek-dimensity-9300 
 

 

Figure 12: CO2 impact for the creation of foundation models. From “2023 State of AI in 14 Charts” available  at https://hai.stan-
ford.edu/news/2023-state-ai-14-charts 
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continuously perform LoRA low-rank adapta-

tion), enabling fine-tuning on the foundation 

model locally on the smartphone. 

From these announcements, it is clear that gener-

ative AI, and AI in general will be the key selling 

factor of 2024 high-end smartphones, and that 

LLMs or models with up to 10B parameters will 

be able to run on smartphones, jeopardizing some 

of the market of the AI in the cloud. 

 

Figure 13 : An evolutionary graph of the research work conducted on LLaMA. Due to the huge number, we cannot include all the LLaMA vari-
ants in this figure, even much excellent work. From [6], also available at https://github.com/RUCAIBox/LLMSurvey 

 

Figure 14: Example of a LLM (here SOLAR-10.7B-Instruct) running on a consumer grade PC (in this case a Mac mini) 
only consuming 21W while running. 
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Smaller foundations models are 
more and more efficient, and can 
already run on devices like 
smartphones 

Smaller LLMs, such as those with 7 or 10 billion 

parameters, may not perform at the same level as 

models with 174 billion parameters or more. 

However, there have been algorithmic improve-

ments since 2022, leading to a decrease in the 

computational power needed to train a neural net-

work to achieve similar performance. This reduc-

tion in necessary compute power has been ob-

served to double approximately every 16 months, 

a trend akin to a law for neural networks. For in-

stance, training GPT-3 in May 2020 required 

seven times more computational power than 

training Meta’s OPT model two years later in May 

2022 for comparable performance. 

An ultra simplified chronology of 2023 of 
“open-parameters” foundation models  

February 2023: 

• Meta AI introduced the LLaMA Model 

Series, designed for high performance 

within specific computing budgets. 

• The strategy to create these models in-

volved training smaller models on 

more data and for longer periods to en-

hance performance. 

• The largest model in this series had 65 

billion parameters trained on 1.4 tril-

lion tokens. Other models had 6 billion 

and 13 billion parameters trained on 1 

trillion tokens. 

• The 13 billion parameter model outper-

formed GPT-3 in many benchmarks, 

and the largest model was a leading per-

former upon its release. 

 

Figure 15: Total amount of compute in teraflops/s-days used to train to AlexNet level performance. 44x less compute required to get to AlexNet 
performance 7 years later. From https://openai.com/research/ai-and-efficiency 
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• These models were distributed under a 

non-commercial license. 

July 2023: 

• The LLaMA-2 family of models was re-

leased, ranging from 7 billion to 70 bil-

lion parameters. 

• These models were trained on 2 trillion 

tokens from publicly available data. 

• The fine-tuning process included Rein-

forcement Learning from Human Feed-

back (RLHF), known as the alignment 

procedure.  

• They were free for research and com-

mercial use. 

September 2023: 

• Mistral AI, a new Gen AI startup, re-

leased the Mistral-7B model. 

• The model was trained on an undis-

closed number of tokens extracted 

from the open web. 

• Mistral-7B introduced new architecture 

choices, including Grouped-Query At-

tention, Sliding-window Attention, and 

Byte-fallback BPE tokenizer (that en-

sures that characters are never mapped 

to out of vocabulary tokens). The 

model was released in Base and In-

struct Versions and licensed under 

Apache-2.0. 

November 2023: 

• O1-AI from China introduced the Yi 

Model family. 

• The family included two model varia-

tions with 6 billion to 34 billion param-

eters. 

• The models were bilingual, trained on 

both English and Chinese, using 3 tril-

lion tokens. 

• Yi-34/6B-200K supported up to a 

200,000 context window and topped 

the Open LLM leaderboard and new 

benchmarks. 

December 2023: 

• Upstage AI from Korea released the 

SOLAR-10.7B model. 

• The model, with approximately 11 bil-

lion parameters, used a new merging 

technique called "Depth Up-Scaling." 

• Its architecture was based on Llama2 (7 

billion with Mistral 7 billion weights), 

with two 7 billion models stacked to-

gether. 

• The training data for this model, both 

open and proprietary, was undisclosed.  

Similarly, smaller yet more powerful LLMs are be-

coming suited for smart devices. New models de-

rived from LLaMA 7B or Mistral 7B are now 

freely available for download and offer benchmark 

results close to those of models with 25 times 

more parameters, like GPT-3.5. For example, 

Zephyr, a fine-tuned version of Mistral’s 7B 

model, and OpenChat 3.5, a model fine-tuned us-

ing C-RLFT - C(onditioned)-RLFT(reinforce-

ment learning fine-tuning) -  with Mistral 7B as the 

base, both show impressive performance in some 

benchmarks. 

The competition in the field is intense, with the 

goal being to create smaller, more efficient LLMs 

that maintain high performance. There are new 

techniques emerging constantly. For instance, af-

ter the success of the ‘mixture of experts’ ap-

proach (demonstrated by Mistral.ai’s Mixtral 

8x7B, a high-quality sparse mixture of experts 

model (SMoE) with open weights), technical de-

velopments like ‘depth up-scaling (DUS)’ have en-

abled more efficient LLMs. Depth up-scaling sim-

plifies the upscaling process of LLMs, as demon-

strated by models like SOLAR 10.7 billion param-

eter LLM (its architecture was based on Llama2 - 

7 billion with Mistral 7 billion weights- , with two 

7 billion models stacked together), which shows 

strong performance in various natural language 

processing tasks. 
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Multiple optimizations are also contributing to the 

ability to run LLMs and transformer-based neural 

networks on devices with lower power and perfor-

mance. For example, as evidenced in the Figure 

18, optimizing a model to run on a CPU with effi-

cient data management can improve efficiency by 

a factor of 6.7. Transitioning to GPU and leverag-

ing specific floating-point operations further en-

hances performance. Additionally, optimizing 

transformer architecture can lead to even greater 

performance gains. Overall, by optimizing both 

platforms and algorithms, a significant improve-

ment of factor 810x (nearly 4 orders of magni-

tude!) can be achieved. 

 

Figure 17 : Mixtral 8x7B, a high-quality sparse mixture of experts 
model (SMoE) was released by Mistral.ai in December 2023. Mix-
tral outperforms LLaMA 2 70B on most benchmarks with 6x faster 
inference. In particular, it matches or outperforms GPT3.5 on most 

standard benchmarks. From https://mistral.ai/news/mixtral-of-ex-
perts/ 

 
13 On some benchmarks. However, several specialized models can 
work together, therefore enlarging the global capabilities of this set 
of models. This trend of having a set of several more specialized 

With the development of SoC able to execute (and 

even fine tune) models up to 10s of Billions of pa-

rameters, the fact that models of this size can be 

fine-tuned or architectured to be as performing as 

larger models13, it is clear that we are entering in 

the era of the “continuum of computing”, where some 

AI tasks will be done locally at the edge, and oth-

ers still in the cloud. With the progress in model 

design and on hardware accelerators, (generative) 

artificial intelligence will run on always “smaller” 

devices in the future. 

 

Figure 18: Carole-Jean Wu, Meta, “Desiging computer systems for 
sustainability”, ACACES, Italy, July 2023. 

models working together is in line with the ideas of the Next Com-
puting Paradigm, where a federation of smart agent are working col-
lectively to achieve a goal that one agent cannot achieve alone. 

 

Figure 16: Some "small" models with good results 
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Conclusion and recommendations 

The launch of ChatGPT in November 2022 

marked a significant milestone in the world of 

technology, creating a substantial impact. The re-

cent advancements in AI, particularly in generative 

AI based on transformer technology, heavily de-

pend on hardware technologies. Progress in the 

foundation models, new models architectures en-

able smaller models to be efficient for practical 

tasks. Technology is being propelled forward by 

the development of new accelerators, which ena-

ble smaller models to operate on edge devices.  

Looking ahead, the evolution of language models 

is poised to take an exciting turn. Future language 

models are expected to move beyond learning 

words and texts to embracing multi-modality, 

learning through images and other modalities. 

This evolution will likely involve a combination of 

more specialized models with a 'mixture of ex-

perts' approach, moving away from monolithic 

models towards collaborative edge systems. These 

advanced models are also being linked to digital 

twins to experience and understand the laws of 

physics, as exemplified by applications like Isaac 

Sim14. This proactive approach allows models to 

directly interact with and learn from the world, po-

tentially leading to their integration into robots 

and other autonomous systems. 

 
14 https://developer.nvidia.com/isaac-sim 

Therefore, it is clear that Europe should to take a 

leading role in the development of foundational 

AI models, with a focus on aligning them with 

"European" values. This involves creating and dis-

seminating methodologies and datasets specifi-

cally tailored to meet regional requirements, en-

suring AI sovereignty and promoting a digital 

economy reflective of European standards and 

ethics. In addition, there's an emphasis on pro-

moting open-source models to foster a collabora-

tive AI ecosystem with open access to AI re-

sources. This approach nurtures a culture of 

shared progress. Furthermore, Europe aims to 

spearhead the integration of Large Language 

Models (LLMs) into smart devices, focusing on lo-

cal solutions and specialized accelerators. This 

strategy will empower real-time AI applications on 

edge devices, reduce reliance on centralized data 

centers, enhance privacy, and increase efficiency. 

The plan includes supporting both startups and 

established companies to develop edge AI capa-

bilities, thereby building a decentralized and resili-

ent AI infrastructure. 
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AI will radically change how we do software engineering in the future. 

AI-Assisted Software 
Engineering (AISE) 

by Andreas Metzger (Editor) 

Generative AI, large language models and AI chat-
bots are new tools that can help humans with var-
ious creative activities. One of these activities is 
software engineering, which will be radically trans-
formed by the use of AI. We call this AI-Assisted 
Software Engineering (AISE). AISE will have an 
impact on all parts of software engineering. We 
explore the opportunities but also important chal-
lenges of AISE. We discuss how AISE will affect 
the different software engineering tasks, and dis-
cuss important cross-cutting concerns, such as the 
software life-cycle, software security, as well as 
non-technical concerns. 

Key insights 
• AISE will enable software developers to focus 

more on the problem and the quality, and less 
on the details and the programmatic syntax. It 
will significantly increase the level of abstrac-
tion, making software engineering much more 
automated and productive.  

• AISE “has the potential to change the software pro-
fession more than any other recent technology”i. 

• AISE will help the European software indus-
try to compete globally and deliver high-qual-
ity software. 

Key recommendations 
• Delivering AISE’s full potential requires ad-

dressing significant technical and non-tech-
nical challenges. Addressing these challenges 
requires dedicated research and innovation 
(R&I) actions to facilitate the competitiveness 
of the European primary and secondary soft-
ware industry.   

• R&I actions on AISE will be key to address-
ing gaps identified in the Horizon Europe 
Strategic Plan 2025-2027 Analysisii, which 
states that " Regarding AI for Software Engi-
neering, ‘software co-engineering’, the follow-
ing aspects of the software development 
lifecycle are not covered yet: code search us-
ing natural language processing techniques, 
using AI to analyse the code quality, perform 
automatic bug fixing, or the application of AI-
based failure prediction algorithms for the 
software at operation time, have, at this stage 
not been fully incorporated; low-code ap-
proaches will increase software quality and 
productivity, wider take-up, and ease of de-
ployment, also from close-to-the-user config-
uration and personalisation." 
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AI-Assisted Requirements 
Engineering 

Requirements engineering is the 
process of defining and refining 
the needs and expectations of dif-
ferent stakeholders for a software 
system. Requirements engineering 
helps to establish a common understanding and 
agreement on the requirements among all the par-
ties involved in the software engineering process. 
Requirements engineering uses various methods 
and techniques to support the whole requirements 
life cycle, from gathering and analysing require-
ments to validating and managing themiii. 

Opportunities. AI combined with natural lan-
guage processing can assist requirements engi-
neering activities, since many requirements are ex-
pressed in natural languageiv. In particular AI 
Chatbots based on LLMs can deliver untapped au-
tomation opportunities in requirements engineer-
ing. AI chatbots can improve the communication 
and understanding with people from different 
backgrounds and skill levels, as well as non-tech-
nical users. Moreover, it may help to overcome the 
language barriers; for example, allowing the stake-
holders to converse and provide input and feed-
back in their preferred language. 

Challenges. AI chatbots are fascinating because 
they can answer natural language questions and 
generate rich text, but they also pose a problem 
for requirements engineering. The big language 
model behind an AI chatbot might "hallucinate", 
i.e., create nonsensical text that does not match 
the input. This means AI chatbots might have low 
fidelity. Also, AI chatbots might give different an-
swers to the same question, which means they 
have low stability. Low fidelity and stability can 
lower the quality of the responses and affect the 
requirements engineering outcomes, leading to 
poor requirements. A key challenge is how to 
make sure that AI chatbots produce high-fidelity 
and high-stability responses. This might involve 
using specific prompt engineering that takes into 
account the requirements engineering context, as 
well as fine-tuning the parameters of the underly-
ing LLMs.  

AI-Assisted Code Creation and 
Maintenance 

Code creation and maintenance 
are difficult because they require 
designing effective algorithms and 
programmatic solutions, ensuring 
compatibility with different plat-
forms, and fixing errors or bugs that may arise. As 
software becomes more complex and sophisti-
cated, it also becomes more challenging to ensure 
its quality, performance, and flexibility.  

Generative AI tools (such as GitHub Copilot and 
Code Llama) are transforming programming, of-
fering profound improvements in code creation, 
maintenance, and thereby significantly increase 
developer productivity. The adoption of such AI 
tools in SE is estimated to lead to a $1.5 trillion 
boost in global GDP by 2030v. 

Opportunities. Generative AI tools make code 
suggestions and autocompletions smarter, provid-
ing developers with code snippets that they may 
not have thought of. Programming is being sup-
plemented by prompt engineering to generate 
code from natural language prompts. Generative 
AI tools become increasingly interactive (such as 
GPT Engineer) leading programmers to refine 
and improve their prompts to get the desired re-
sults, ultimately enhancing computational thinking 
and change how coding skills are learned. 

Generative AI can make code refactoring and re-
structuring easier and faster, enhancing perfor-
mance, readability, and modularity over time. 
Generative AI can also quickly generate patches 
and fixes for vulnerabilities and bugs, reducing the 
time to address critical issues. Engineers can use 
conversational interfaces to fine-tune and tailor 
AI-generated adaptations to their specific context, 
rather than accepting generic suggestions. 

Generative AI can also help with legacy code 
maintenance, which is becoming more challenging 
as the expertise of legacy programming languages 
and environments fades away. Generative AI tools 
can analyse legacy code, find quality problems, and 
suggest refactoring or rewriting options (such as 
IBM’s watsonX Code Assistant that transforms 
COBOL code into Java). 

Challenges. AISE offers novel possibilities for 
code generation and software engineering, but it 
also faces important difficulties. For example, 
LLMs can produce outputs that are not consistent 
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or logical (hallucinations, as mentioned above), 
which can affect the quality and traceability of the 
code. Moreover, security is a major concern, as 
tools such as GitHub Copilot may generate code 
with vulnerabilities in about 40% of the casesvi. 
Also, intellectual property issues can also emerge, 
as some generated code may unintentionally copy 
licensed programs (discussed further below, under 
“Non-Technical Concerns in AISE”). While Gen-
erative AI can produce high-quality code for gen-
eral purpose situations, generating domain-spe-
cific code may still be limited. Here, retrieval-aug-
mented generation can enhance code generation 
and summarization by seamlessly pulling relevant 
coding patterns from relevant databases, and aid-
ing maintenance by ensuring consistent and up-to-
date coding practices. 

AI-Assisted Quality Assurance 
and Testing 

As our dependency on software 
continues to grow, we see an in-
creasing pressure on software en-
gineering to quickly deliver soft-
ware while assuring adequate soft-
ware quality. The total cost of poor software qual-
ity in the USvii alone amounted to 2.08 trillion 
USD in 2020. Given this central and crucial role 
of quality assurance, the use of AI for quality as-
surance has been widely studied in research. Even 
before the launch of ChatGPT (in November 
2022), research delivered over 800 publicationsviii 
with a compound annual growth rate of 38% (be-
tween 2018 and 2022).  

Opportunities. Generative AI, LLMs and AI 
Chatbots will help evaluate code quality and make 
the quality process more efficient. Some examples 
are grouping and ranking tests and finding parts of 
the code that are more likely to have bugs. AISE 
will offer novel possibilities for quality assurance, 
such as generating better test assertions, more pre-
cisely fixing programs, and more accurately pin-
pointing bugs introduced during software 
changes.  

Challenges. When using Generative AI, the gen-
erated tests may contain bugs in the test inputs or 
the expected outcomes. Generating the expected 
outcomes for the tests is difficult (this is known as 
the test oracle problem), as it may require infor-
mation that is beyond the current capabilities of 
AI. Moreover, LLMs may produce unrealistic or 
erroneous outputs, such as calling non-existent 

functions or passing unsupported parameters to 
existing functions. Tests that do not have any 
compile or runtime errors still need to be checked 
for correctness. Additionally, when the tests fail, it 
is hard to determine whether the fault lies in the 
software itself or in the test. This calls for a sys-
tematic approach of how AI-generated tests are 
incorporated into the quality assurance process.  

AI can help predict faults, failures and develop-
ment effort in novel ways. These predictions can 
assist practitioners in making timely decisions. 
However, AI models may sometimes produce in-
accurate predictions, which can result in wasting 
resources on false positives or overlooking im-
portant actions due to false negatives. Providing 
AI models with ways to express and guarantee 
their confidence in their outcomes would greatly 
improve the quality of AI-supported decision 
making. 

AI-Assisted Integration and 
Deployment 

To deliver software changes faster 
and more frequently, modern soft-
ware development practices, such 
as DevOps, use automated Con-
tinuous Integration and Deploy-
ment (CI/CD) pipelines. This facilitates the rapid 
release and operation of new software versions. 

Opportunities. Writing scripts for CI/CD pipe-
lines can be complex and tedious for human de-
velopers and thus presents itself as a promising 
target for Generative AI. This can be combined 
with novel “virtualization” techniques to hide the 
low-level details of computing, storage and net-
working resources, such as Function as a Service 
(FaaS) or Serverless Architecture, where develop-
ers only specify the resource requirements for 
their software, without worrying about the deploy-
ment targets.   

As the computing infrastructure shifts from cen-
tralized cloud to decentralized Cloud-Edge-IoT 
continuum, AI becomes an essential tool for man-
aging and supporting the deployment of software 
on the available resources. To handle the ever-ex-
panding computing continuum for continuous de-
livery, advanced learning and reasoning capabili-
ties (such as multi-agent reinforcement learning, 
deep reinforcement learning, and “meta” rein-
forcement learning) offer novel opportunities to 
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capture the dynamicity, complexity and uncer-
tainty of the Cloud-Edge-IoT continuum. 

Challenges. AI can help automate the integration 
and deployment of software, but it faces many 
challenges, including (1) How to plan the deploy-
ment with multiple objectives, preferences, and 
constraints that may vary depending on the situa-
tion; (2) How to capture the high-level intents of 
developers instead of low-level actions that may 
not reflect their goals; (3) How to keep developers 
in the loop and let them review and refine the de-
ployment scripts over time; (4) How to coordinate 
the deployment agents across different locations, 
domains, or providers to achieve a global optimal 
solution; (5)  How to build trust between develop-
ers and AI by explaining the deployment decisions 
and outcomes. 

AI-Assisted Adaptation 

A software system that can change 
its own structure and behaviour at 
runtime is called a (self-)adaptive 
software system. Examples of 
adaptive software systems are 
cloud systems that can scale up or down, IoT sys-
tems that can learn and act intelligently, and pro-
cess management systems that can anticipate and 
adjust to changes.  

A crucial component of an adaptive system is its 
adaptation logic, which specifies when and how 
the system should adapt itself. When developing 
the adaptation logic, developers have to deal with 
design time uncertainty, which means they have 
incomplete information about when and how the 
system should adaptix. 

Opportunities. Using AI in an online fashion 
(e.g., online deep learning) is a new way to deal 
with design time uncertainty for adaptive systems. 
For example, by using deep reinforcement learn-
ing at run time, the system can learn from data that 
is only available when it is running, and thus cope 
with uncertainty better. Moreover, the system can 
benefit from predictive monitoring, which is a 
technique that estimates the likelihood of failures 
in the near future by leveraging deep learning 
models and complex operational data. 

Challenges. Online reinforcement learning has 
been used successfully for adaptive systems, but 
important challenges remain. Modern deep learn-
ing algorithms are stochastic, which means that 

their performance can significantly vary. This 
means that even if deep learning models perform 
well in the lab, they may not perform well in an 
actual production environment. While factors that 
cause variance may be controlled (e.g., non-deter-
ministic neural network layers or random weight 
initialization), this typically leads to performance 
degradation. A more promising way thus is to use 
"meta"-learning techniques on top of the deep 
learning models, such as ensemble learning, which 
aggregates and thereby enhances the results of 
multiple deep learning models. 

The successful application of online reinforce-
ment learning depends on how well the learning 
problem, and in particular the reward function, is 
defined. Software engineers need to explicitly de-
fine a reward function, which quantifies the feed-
back to the RL algorithm. Getting the reward 
function right such that it accurately reflects the 
trade-off among different goal dimensions and 
achieves its overall learning goal is a challenge.  

In addition to leveraging AI chatbots to provide 
natural-language and interactive explanations and 
thereby support debugging of adaptive systemsx, a 
novel direction may be to use LLMs to generate 
suitable reward functions from a sufficiently con-
cise description of the problem context and over-
all learning goal. 

AI-Assisted Software Life-Cycle 

As highlighted above, AISE will 
transform software engineering by 
enabling higher levels of automa-
tion for various tasks, from re-
quirements engineering to opera-
tions and legacy systems maintenance. This will 
improve the efficiency and speed of the software 
life cycle and supply chain. Many solutions have 
been proposed to automate specific software en-
gineering tasks using AI techniques. A recent sur-
veyxi indicates that the research output on using 
ML for automating individual software engineer-
ing tasks shows a compound annual growth rate 
of 33% (from 2018 to 2020).  

Opportunities. Automating individual software 
engineering tasks is beneficial, but there is also a 
great potential to exploit synergies among these 
tasks across the whole software life cycle and sup-
ply chain. For instance, a single quality assurance 
task may not be enough to ensure the desired soft-
ware quality. Ideally, one would use a suitable 
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combination of different tasks – such as dynamic 
testing and static code analysis. Also, exploiting 
the synergies between different tasks can increase 
the effectiveness of the individual tasks. For exam-
ple, having a good estimate of the fault density of 
a software component, e.g., by using deep learn-
ing-based fault prediction methods, could be used 
to optimise and prioritise testing effort and 
budget. 

Challenges. One way to leverage synergies in 
AISE is to use the output of one AI-based soft-
ware engineering task as input for another task. 
For example, one can use the predicted fault-
proneness of a component to prioritize test cases. 
However, this approach may not fully exploit the 
potential of AI. A more interesting direction is to 
leverage synergies that take into account the spe-
cific characteristics of AI models. For example, an 
AI model can provide an explanation that makes 
the output of deep learning models more under-
standable, and thus more trustworthy, when used 
as input for another activity. 

AI-Assisted Security 

The software supply chain consists 
of many elements, such as code, 
tools, people, and processes. 
These elements interact with each 
other to create, test, deploy, and 
maintain software products. However, this also 
exposes the software supply chain to various 
threats (e.g., as discussed in the NESSI position 
paper on software securityxii). To protect the soft-
ware supply chain from cyber-attacks, which are 
becoming more frequent and advanced, AI can be 
a useful tool; for example, the US White House 
has launched the AI Cyber Challenge to Protect 
America’s Critical Software.  

Opportunities.  AI can enhance efficiency, 
productivity, and quality in software engineering 
and security, as discussed in previous sections. AI 
can help programmers develop secure code by 
suggesting secure code snippets. AI can generate 
more comprehensive test cases that improve test 
coverage. AI can improve patch management by 
detecting vulnerabilities and by predicting the im-
pact of a patch on the system's stability before de-
ployment. Other promising opportunities include 
analysing large amounts of data for better insights 
and contextual awareness (e.g., anomaly detec-
tion), learning and adapting to changing condi-
tions and predicting new threats, and drawing 

conclusions and generating action plans in real-
time (e.g., incident response). 

AI has the potential to improve security in all areas 
of the software supply chain and life cycle; e.g., via 
software verification and validation, software 
composition analysis, certification and conformity 
assessment, risk management for software-inten-
sive complex systems, vulnerability detection, 
maintenance, reporting, and threat intelligence 
sharing. 

Challenges. AI for secure software engineering 
still faces many shortcomings including generation 
of insecure code, uncertain prediction quality, in-
adequate reasoning, and low transparency. High-
quality datasets are crucial for training secure AI 
models. For example, curated datasets may be 
needed to train and to validate AI models so they 
generate more secure code with less vulnerabili-
ties. To ensure that software engineers can com-
prehend, modify, and update the code, AI-assisted 
code generation should be transparent and ex-
plainable. 

Unfortunately, AI tools for software security may 
also be misused by hackers and cyber-criminals. 
Software developers and security professionals 
should understand the features and impacts of AI-
based cyber-attacks and how to stop them. The AI 
tools themselves may be vulnerable and need se-
curity measures to reduce their AI-specific secu-
rity threats. 

AI adoption for security is limited due to integra-
tion difficulties, a shortage of skilled professionals, 
and concerns about accuracy, dependability, and 
implementation costs. AI models, such as LLMs, 
pose security and privacy risks themselves, such as 
model inversion attacks revealing training data, 
bypassing safety features and using prompt injec-
tion for harmful outputs, data poisoning causing 
incorrect behaviour. 

Non-Technical Concerns in AISE 

Besides the technical concerns dis-
cussed above, AISE also offers 
novel non-technical opportunities 
but at the same time also intro-
duces major non-technical chal-
lenges. 

Opportunities. Generative AI can be used for 
various purposes that can improve innovation and 
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efficiency. It can teach developers new coding 
skills and languages by giving them interactive sug-
gestionsxiii. It can also help developers brainstorm 
new ways of solving problems by generating code 
examplesxiv. Moreover, it can help developers 
evaluate the possible outcomes of their software, 
such as how it might affect different stakeholders, 
the company's ROI, and other ethical issues. 
Lastly, it can also help developers understand the 
legal aspects of software engineering, such as AI, 
data, and platform laws, to ensure compliance and 
avoid IPR violations. 

In particular, AI chatbots based on LLMs can pro-
vide natural-language and interactive explanations 
for software systems that have AI and ML com-
ponents. Explainability can help software and ser-
vice providers comply with the relevant laws and 
regulations, such as the GDPR and the AI Act in 
the EU. Furthermore, explainability can help soft-
ware and service users trust the software systems 
by understanding how they produce their results 
and whether they are acceptable or not. 

Challenges.  

Intellectual Property. AI-generated content, such 
as synthetic code, poses new legal questions for 
the current IP regimes that are based on human 
creativityxv. How to give fair credit and licenses for 
the products of proprietary models with different 
levels of licensing is a controversial issue, espe-
cially when the models are trained on user-gener-
ated data that is taken from the internet without 
compensating the users. It is not clear whether AI 
systems that create content independently without 
human input can be regarded as authors or not. 
Therefore, there is a demand for more transpar-
ency and consistency in the ownership and licens-
ing of AI-generated content, as AISE becomes 
more common. To safeguard the rights and inter-
ests of both AISE tool developers and users, new 
licensing schemes and attribution standards 
should be created and harmonised. To deal with 
the legal challenges caused by AI-generated code 
that does not involve significant human input, 
copyright law and liability models should be ad-
justed accordingly. 

Transparency. LLMs are complex AI systems that 
do not reveal their inner workings easily, making 
it hard to apply traditional methods of technology 
governance on such non-transparent LLMs. Some 
methods have been suggested to explain parts of 
LLMs, but they still face many shortcomings, such 
as ensuring fidelity of explanations and the 

difficulty of evaluating and comparing explana-
tions. To ensure quality and security, companies 
could establish internal oversight boards that re-
view the used AISE tools and underlying LLMs 
before they are deployed. These boards could 
evaluate the potential risks of biases, security 
breaches, and misalignment with engineering ob-
jectives. Additionally, random audits of the code 
generated by LLMs could help verify its stability. 

Sustainability. LLMs are powerful tools but also 
very costly in terms of energy and resources. They 
can produce thousands of tonnes of CO2 equiva-
lent during training, which may increase as models 
get biggerxvi. In addition, energy consumption dur-
ing inference (i.e., when generating the outcomes) 
becomes a concern with the increased use and 
adoption of these AI models. To reduce the envi-
ronmental impact of LLMs, potential directions 
may be to use green computing infrastructure (in-
cluding processors) and to reuse and leverage ex-
isting models. We can also prune large models to 
make them smaller and faster without losing qual-
ityxvii. While LLMs may offer benefits for sustain-
ability, such as automating quality assurance and 
reducing human effort, we need more research to 
understand the trade-offs and best practices for 
LLMs across their lifecycle. 

Overreliance. The code-generation capabilities of 
modern coding assistants are impressive. How-
ever, the quality of the underlying LLMs and thus 
their generated code may deteriorate over time, re-
quiring proper tracking and testing in order not to 
rely on low-quality models. LLMs should help 
(hence the term AI-assisted), not replace, human 
and collective programming knowledge. Other-
wise, the risks of wrong outputs and unethical de-
sign may increase due to less human supervision 
and expertise. To ensure that LLMs are aligned 
with ethical values and social norms, they should 
be developed and deployed with the participation 
of relevant stakeholders, including the public and 
the affected groups. Moreover, LLMs should be 
subject to constitutional principles and expert 
oversight, as well as feedback mechanisms that 
can improve their performance and reduce their 
harms. Educating people about the benefits and 
risks of LLMs is essential for fostering trust and 
awareness and preventing overreliance on these 
powerful AI models. 
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Challenges in EDA: from 
operational research techniques 
to Artificial Intelligence 
strategies for chip design 

by Alix Munier Kordon and Lilia Zaourar  

Artificial Intelligence (AI) could be pivotal in re-
ducing complex EDA flow by intelligently nar-
rowing the exploration space in complement to 
combinatorial optimization approaches. One of 
its notable advantages is that it does not demand 
a high level of user tool expertise, making it acces-
sible and user-friendly. This democratization of 
expertise ensures that individuals without special-
ized knowledge can benefit from AI-driven solu-
tions. Moreover, AI could improve efficiency by 
reducing turnaround time through effective itera-
tions and parallel runs. This acceleration in the 
workflow enhances productivity and allows for 
more thorough exploration and optimization, ul-
timately leading to more informed decision-mak-
ing. 

Key insights 

• Nowadays, chips are present everywhere and 
anywhere in our daily life ranging from vari-
ous computing facilities, to interconnected 
objects. This phenomenon poses significant 
challenges in designing chips that need to be 
more and more sophisticated. 

• Managing and optimizing a myriad of possi-
bilities and configurations involved in design-
ing integrated circuits induce a combinatorial 
explosion in chip design due to the exponen-
tial increase in complexity as the number of 
elements and interactions grows.  Addressing 
this complexity requires sophisticated tools 

and algorithms to navigate the vast design 
space, optimize performance, and ensure effi-
cient chip functionality. 

• There is a demand and need for automated 
and high-performance tools to speed up the 
design process of chips while ensuring their 
quality. 

• AI inspired techniques in chip design could 
offers a more dynamic  data-driven decision 
efficient approaches in addition to usual oper-
ational research and combinatorial methods. 
Thus contributing to advancements in perfor-
mance, power efficiency, and overall design 
quality. 

Key recommendations 

• Shift towards hybridization between AI and 
combinatorial optimization strategies to pre-
serve and maintain explainability while taking 
advantage of available data in electronic de-
sign automation flow. This hybridization aims 
to combine the strengths of AI, which excels 
in handling complex patterns and large da-
tasets, with combinatorial optimization strat-
egies known for their transparency and inter-
pretability. By striking this balance, the goal is 
to harness the benefits of AI's data-driven ca-
pabilities while ensuring that the decision-
making process remains understandable and 
explainable, a crucial factor in chip design. 
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• Facilitating shared data exchange between ac-
ademic researchers and industry would foster 
collaboration in developing advanced meth-
ods tailored to address diverse challenges en-
countered during the EDA design phases. 
This cooperative approach allows academic 
and industrial entities to leverage their exper-
tise and resources, collectively contributing to 
creating high-performance solutions for vari-
ous design problems. By sharing common 
data, the collaborative ecosystem benefits 
from a rich pool of information and experi-
ences, ultimately enhancing the efficiency and 
effectiveness of methods applied in the design 
processes. 

• Tools Interoperability in EDA flow is indis-
pensable for achieving a cohesive, efficient, 
collaborative chip design process. It enables 
designers to harness the strengths of diverse 
tools while ensuring a seamless exchange of 
information, flexibility and tool diversity, ho-
listic design exploration, and efficient data ex-
change, ultimately contributing to developing 
high-quality semiconductor products. 

• The shift towards multi-criteria considera-
tions in chip design entails expanding the 
range of factors beyond traditional metrics 
such as surface area, power consumption, and 
time. This evolution involves incorporating 
additional criteria, including but not limited to 
the environmental impact, such as carbon 
footprint. This broader perspective reflects a 
growing awareness of the need to assess and 
optimize semiconductor designs for perfor-
mance and efficiency, with a focus on sustain-
ability and environmental considerations. 

Introduction  

Moore's Law1 has been a guiding principle for the 
semiconductor industry for several decades. Even 
if it is an empirical trend based on historical ob-
servations, it has dictated the evolution of semi-
conductors and has been pushing the community 
to the extreme. This "law" forms the cornerstone 
of the computer industry, greatly impacting the 
revolution in chip design. As a result, the com-
plexity of semiconductor chips follows a trend of 

 
1 Gordon Earle Moore 3 January 1929 – 24 March 2023 was an American 
businessman, engineer, and the co-founder and emeritus chairman of Intel Corpo-
ration) 

almost doubling each year, adding substantial in-
tricacy to their design. 

Recent high-end processor chips integrate more 
than 100 billion transistors, and  Cerebras even in-
tegrates 2.6 Trillion transistors on their 850,000 
cores Wafer-Scale Engine.   

Over time, sustaining this rate of transistor dou-
bling has become increasingly challenging due to 
physical and technological limitations and leading 
to a considerable combinatorial explosion. There-
fore, as semiconductor technology advances, it be-
comes more difficult and costly to continue the 
same rate of transistor density increase. It has led 
to innovations such as 3D stacking, new materials, 
and alternative computing architectures to extend 
the capabilities of microchips. 

How about the complexity battle? 

 Meanwhile, as technology nodes advance and ap-
plication demands become more intricate, a con-
comitant increase in constraints becomes appar-
ent. These constraints encompass a spectrum of 
factors, including reliability, power efficiency, 
physical size, ageing characteristics, and yield op-
timization. Notably, the costs associated with 
technological advancements follow an exponen-
tial growth pattern, with the average expense of 
chip design reaching approximately 300 million 
dollars at the 7-nanometer scale—six times more 
than that at the 28-nanometer scale. It also high-
lights the financial investments required to de-
velop chips at increasingly advanced technological 
nodes. 

What are our solutions Today? 

On one hand, large and experienced engineering 
teams are required and distributed to the various 
continents worldwide to meet the growing need 
for high quality design. For example: there were 
116,000 technical employees working at Intel by 
2021. The US government is expecting a growth 
of 89,000 US-based design workers by 2030. This 
will contribute significantly to the advancements 
in semiconductor technology. On the other hand, 
the utilization of Electronic Design Automation 
(EDA) tools plays a key role in streamlining the 
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design process, reducing complexity, and saving 
time. 

Furthermore, the industry has witnessed a notable 
emphasis on the reuse of validated and packaged 
functions. This trend underscores the growing ef-
ficiency and optimization strategies within the 
semiconductor design landscape [8]. 

 

Figure 1 How to deal with complexity? 

How EDA tools deal with 
complexity? 

The evolution of tools faces considerable chal-
lenges in keeping pace with the escalating com-
plexity inherent in semiconductor design, thereby 
contributing to a notable surge in design costs. 
The limitations of Electronic Design Automation 
(EDA) tools become more pronounced as design 
complexity intensifies, introducing a level of un-
predictability to the quality of the design.  

The solutions generated by these tools often need 
to be better and near optimal. The associated mar-
gins remain unknown, fostering a landscape where 
trade-offs between design technology, quality, 
cost, and time become increasingly intricate. Par-
ticularly with large chips, the influence of variabil-
ity and technological phenomena adds layers of 
complexity, rendering designs more reliant on the 
experiences and insights of individual designers. 
The feedback loop on design choices, critical for 
achieving functional silicon, requires frequent 
manual interventions in the design flow, further 
complicating the process.  

The tools themselves, though powerful, are com-
plex to use and to tune, requiring the employment 
of numerous strategies to navigate the intricacies 
of design complexity. 

Consequently, the design time becomes a variable 
that is difficult to predict, and convergence with 
hard constraints becomes a challenging task. The 
sheer volume of data generated in the design pro-
cess adds an additional layer of complexity, pre-
senting difficulties in storing and parsing the data 
and selecting the most pertinent information. As a 
result, larger investments are required, not only in 
the tools themselves but also in hardware emula-
tors and FPGA prototypes, underscoring the mul-
tifaceted challenges posed by the evolving land-
scape of semiconductor design. 

 

Figure 2 Electronic Design Automation Flow. 

In that scope, AI techniques for Electronic Design 
Automation (EDA) enable facing those challenges 
on various aspects such as runtime and computing 
resources. To alleviate these challenges, Machine 
Learning methods are incorporated into the de-
sign process of EDA tools leveraging traditional 
strategies [9] as explained in next sections. 

Revisiting the design Flow 

The Very Large-Scale Integration (VLSI) design 
flow is made up of a series of steps, each of which 
constitutes a problem in its own right. Most of the 
conventional combinatorial optimization chal-
lenges emerge at various phases in VLSI design. 
In that field, methods based on Machine Learning 
techniques have demonstrated some improve-
ment compared with traditional combinatorial op-
timisation methods. The Design flow of digital 
systems can be roughly divided in six steps as de-
picted in ded in six steps as depicted in Figure 3 
Electronic Design Automation Flow. 
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1. Architectural design: this first step involves 
transforming the Integrated Circuit's High-
Level description to Register Transfer Level 
One Description (RTL). It includes System-
level Design Space Exploration (DSE) and 
High-Level Synthesis (HLS). The main out-
comes are IC abstract specifications. The two 
steps are complementary.  

System-level DSE determines the overall ar-
chitectural parameters, while HLS performs 
the first premises of logic design. In these 
steps, several design parameters need to be 
fixed and evaluated. Various studies utilize 
simulation tools as well as predictive models 
for power, area, and execution time estimation. 
Many combinatorial optimization techniques 
have been used as local search, genetic algo-
rithms, or response surface for DSE. Recently, 
Machine Learning strategies  are used to build 
surrogate models and Bayesian optimization 
for acceleration. Collectively, these approaches 
contribute to advancing the efficiency and ef-
fectiveness of the IC design process, leveraging 
heuristics, machine learning, and surrogate 
models at various stages. 

2. Functional design and logic design: this 
part transforms the RTL description of a cir-
cuit to a gate-level representation in the target 
technology and ensure its functionality. In this 
step a number of transformations are applied 
to the design for logic optimization and mini-
mization. The outcome is a design, represented 
as a netlist that is, typically, visualized as a 
graph of components and connections.  

Mapping techniques are employed to optimize 
the netlists as well as Graph Neural Networks 
(GNN), Machine Learning and Reinforcement 
Learning (RL) for logic optimization on And-
Inverter graphs, minimizing area under a strict 
timing constraint. 

3. Circuit design: is the phase in the design pro-
cess that transitions the initial graph-based rep-
resentation—comprising components and 
connections—from logic synthesis into a geo-
metrical representation characterized by the 
shapes of materials. Once again, the use of 
Graph Neural Networks (Graph-NNs) is well-
suited for interpreting and processing graph-
based representations. This geometrical repre-
sentation is often visualized as images. Lever-
aging the advancements in computer vision, 

particularly in image classification and trans-
formation, becomes integral to the physical de-
sign process. 

4. Physical design: The physical design (usually 
called floorplan step) phase plays a crucial role 
in the transformation of a design, transitioning 
from a graph-based representation formed 
during logic synthesis—comprising compo-
nents and connections—to a geometrical rep-
resentation consisting of material shapes called 
layout.  

Despite five decades of research, chip floor-
planning has defied automation, requiring 
months of intense effort by physical design en-
gineers to produce manufactured layouts. This 
conversion primarily involves two key steps: 
Placement and Routing. 

Placement, a well-established challenge in the 
VLSI CAD literature, has garnered increased 
attention due to its direct impact on physical 
implementation and the escalating complexity 
of real-world instances. Following synthesis, 
the placement step seeks to allocate netlist 
components to specific locations on the chip 
layout. Improved placement not only signifies 
enhanced chip area utilization but also holds 
the promise of better timing performance and 
routability. Despite notable research accom-
plishments over several decades, researchers 
remain dissatisfied with the efficiency of prior 
chip placement algorithms. The contemporary 
designs' colossal scale adds to the complexity 
of the placement process, rendering it intricate, 
laborious, and time-consuming. 

In addition, placement has to be done consid-
ering the later routing steps, as routability is 
mainly influenced by the placement.  

Indeed, routing is also one of the essential 
steps in VLSI physical design flow based on 
the placement assignment. Routing assigns the 
wires to connect the components on the chip. 
At the same time, routing needs to satisfy tim-
ing performance requirements and total wire 
length without violating the design rules. Sim-
ulated annealing heuristics among various 
quadratic formulations, minimum cost flow, 
and dynamic programming algorithms [4] have 
provided good solutions for different complex 
designs but require good expertise and iterative 
process over months. 
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Recently, AI-based techniques (mainly rein-
forcement and machine learning) have made 
big progress on these steps. As presented in [1] 
the reinforcement learning method automati-
cally generates chip floorplans that are superior 
or comparable to those produced by humans 
(mains metrics are power consumption, per-
formance, and chip area) within a few hours. 

Furthermore, some milestone studies have 
been proposed to maximize the use of GPU 
resources to accelerate global placement. Au-
thors in [6] implemented the DREAMPlace 
placer to simulate the optimization of global 
placement as the Neural Network training 
problem and accelerates its execution on spe-
cialized HW. 

5. Fabrication: lithography and mask synthe-
sis: In contemporary VLSI manufacturing, li-
thography holds a pivotal role, influencing 
both the printing resolution and the overall ro-
bustness of the manufacturing process. This 
step turns the designed circuit and layout into 
real objects. It involves two essential stages: 
mask synthesis and lithography simulation. 
Mask synthesis takes a layout design as input 
and generates a mask design with enhanced 
printability. Subsequently, lithography simula-
tion utilizes the mask design to compute the 
printed pattern using lithography models. 
Since mask designs can be inherently portrayed 
as visual images, Machine Learning techniques, 
particularly Convolutional Neural Networks 
(CNN), are well-suited for addressing lithogra-
phy challenges such as mask synthesis, model-
ling, and lithography hotspot detection. Fur-
thermore, it could explore the application of 
machine learning in diverse manufacturing 
tasks, including yield estimation. Various 
speeds can be reached as presented in [4]. Sur-
rogate model to estimate the yield for given de-
sign parameters is also common. 

6. Physical verification and test: Verification 
and testing of a circuit are complicated and ex-
pensive due to the high complexity of coverage 
requirements. Verification is conducted in each 
stage of the EDA flow to ensure that the de-
signed chip has the correct function. However, 
testing is necessary for a fabricated chip. 
Therefore, verification and testing share com-
mon ideas and strategies while facing similar 
challenges from different perspectives. For in-
stance, with the diversity of applications and 

the complexity of the design, traditional for-
mal/specification verification, and testing may 
only meet some demands. Mostly, verification 
is performed using simulations. The design is 
exercised with input stimuli, and its outputs are 
compared to golden outcomes. High coverage 
is reached, i.e., the fraction of functions exer-
cised in the test. High coverage can only be 
achieved by many simulations with various 
stimuli. Two challenges arise from this. First, 
the required simulation time is high, and sec-
ond, creating stimuli to achieve a high coverage 
is difficult. ML has been employed for both of 
these challenges. 

For test set design, random generation algo-
rithms and Automated Test Pattern Genera-
tion (ATPG) are usually used in the verifica-
tion and testing stages. Their designs always 
need to be revised to the optimal solution. 
Therefore, optimizing the verification process 
by reducing the redundancy of the test set is 
intuitive. 

The high complexity of chip testing/verifica-
tion is another problem. More and more ML 
algorithms are applied in the verification and 
testing process to meet the coverage require-
ments and reduce complexity. For example, 
unsupervised learning may detect additional 
test points that improve an incomplete test 
plan. Some approaches also leverage AI-pow-
ered optimization software for ATPG tuning 
and Automatic ATPG parameter search space 
convergence and optimization. 

Therefore, AI techniques integration is helpful 
at every stage of the design process, as repre-
sented in the left of Figure 3, ensuring that 
each step possesses its unique intelligence, 
along with a global intelligence facilitating 
communication between them to prevent fall-
ing into local minima that usually happens with 
heuristics approach (represented in the right 
side of Figure 3 in blue). 

Key insight 

Artificial Intelligence could play a pivotal role in 
reducing complex EDA flow by cleverly narrow-
ing down the exploration space. One of its notable 
advantages is that it does not require a high level 
of tool expertise, making it accessible and more 
user-friendly. This democratization of expertise 
ensures that individuals without specialized 
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knowledge can benefit from AI-driven solutions. 
Moreover, AI could contribute to efficiency by re-
ducing turnaround time through effective itera-
tions and parallel runs. This acceleration in the 
workflow not only enhances productivity but also 
allows for more thorough exploration and optimi-
zation, ultimately leading to more informed deci-
sion-making. 

New trends for optimization 
methods 

Hybridization between combinatorial 
optimization and machine learning 

The community of combinatorial optimization re-
searchers is interested in developing exact or ap-
proximate methods to solve discrete problems 
that can be formulated with integer or binary var-
iables. A cost function must then be optimized in 
a fixed space described using a set of equations. 

The problems considered are usually NP-hard; 
thus, they are in theory impossible to solve exactly 
and efficiently. This is why approximate algo-
rithms are usually considered to handle large in-
stances, it is necessary to consider heuristics which 
build approximate solutions. 

Metaheuristics were developed from the 1960s 
and perfected to concretely and easily solve large 
classes of combinatorial optimization problems: 
among them, genetic algorithms, simulated an-
nealing, ant colonies, taboo methods, etc. 

In 2022, researchers in combinatorial optimiza-
tion and machine learning met in Dagstuhl [3] to 
act on the emergence of data-driven combinatorial 
optimization: the goal was to proceed with a hy-
bridization between machine learning methods 
and those of combinatorial optimization to im-
prove both approaches. The idea is to develop a 
mixed approach that will achieve the best of both 
worlds. 

Researchers in combinatorial optimization have 
identified several problems when transposing 
their methods to the field of machine learning: 
among them, they identified the scalability of ma-
chine learning methods. Indeed, the optimization 
methods generally do not support large data sets 
as in machine learning. Another problem is that 
the evaluation of objective functions using ma-

chine learning methods does not guarantee a dis-
tance to the optimum of the solutions obtained; 
moreover, the results obtained are not explainable. 

On the other hand, a set of techniques from ma-
chine learning should in the future benefit the so-
lution of combinatorial optimization problems 
and integrated directly into Mixed Integer Linear 
Programming (MILP) solvers. 

For example, machine learning oriented pro-
cessing should make it possible to improve the 
choice of variables to consider in the exploration 
phases for the resolution of a problem expressed 
using a MILP solver. Likewise, data preprocessing 
should also make it possible to fix the values of a 
set of secondary parameters and thus reduce the 
size of the systems to be solved [4]. 

Using generative AI for the design flow 

The tools developed by artificial intelligence re-
searchers make it possible to completely free us 
from models. The existence of LLM (Large Lan-
guage Models) conversational robots such as 
ChatGPT, available free of charge for a large au-
dience, has a huge impact in the academic field, 
health, employment, etc. 

The impact of this technology in the field of opti-
mization of embedded systems is to be studied. 
LLMs work best when used interactively. Thus, 
MyCrunchGPT [5] is an overlay to ChatGPT that 
provides an interactive natural language-based en-
vironment to guide the user through the process 
of designing an optimized solution.  

The authors show how this class of tools can solve 
various engineering problems. We find in the lit-
erature some examples of circuit creation based on 
an LLM: for example, Blocklove et al. [2] have cre-
ated a new microprocessor architecture based on 
an 8-bit accumulator based and on real hardware 
constraints. 

What Changed? 

Some studies leverage AI to automate design tasks 
that rely heavily on human expertise and efforts.  
Such evolution represents a workforce develop-
ment that it needed to support the semiconductor 
design and EDA industries. In 2023, there was a 
remarkable progress on ML. Moreover, the avail-
ability of much more computational power made 
it possible to learn ("train") on much more data 
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and to use bigger and "deeper" models that are 
more capable to solve problem. 

Main Obstacles 

The main obstacle identified is the lack of collab-
oration between the researchers and the engineers 
from industry and from academia. Sharing meth-
ods and results is often impossible because the 
software used is often seen as black boxes to pro-
tect intellectual property; the data also remains the 
property of the companies, which refuse their dis-
tribution, even restricted, for competitiveness rea-
sons. 

Interoperability of models and tools 

Sharing CAD tools codes is currently impossible. 
Existing design tools come from various sources: 
some are open-source, and others are black boxes. 
The partners come from the industry or are aca-
demic researchers in optimization or ML—the 
tools they use come from different scientific cul-
tures, complicating their communications. More 
than simply interfacing these tools with libraries 
dedicated to Machine Learning is also often im-
possible. In addition, the models used, and the re-
sults obtained are rarely disseminated by the in-
dustry for intellectual property reasons. 

Availability of Training Data 

One of the current difficulties is the generation of 
training data. Indeed, deep neural networks re-
quire significant data for their training. Further-
more, this data must come from various designers 
to obtain good solutions in inference. 

The technical difficulty of sharing these data is a 
direct consequence of the lack of interoperability 
of the models: the models used differ depending 
on the customers. Moreover, industry often are re-
luctant to exchange numerical values for confiden-
tiality reasons. The lack of data constitutes then an 
obstacle for academic research, which needs ac-
cess to real-life industrial data, and for the devel-
opment of new methods in the industrial context 
associated with the lack of knowledge of optimi-
zation methods and ML tools. 

Conclusion 

Artificial Intelligence could be pivotal in reducing 
complex EDA flow by intelligently narrowing the 
exploration space in addition to combinatorial op-
timization approaches. One of its notable ad-
vantages is that it does not demand a high level of 
user tool expertise, making it accessible and user-
friendly. This democratization of expertise en-
sures that individuals without specialized 
knowledge can benefit from AI-driven solutions. 
Moreover, AI could improve efficiency by reduc-
ing turnaround time through effective iterations 
and parallel runs. This acceleration in the work-
flow enhances productivity and allows for more 
thorough exploration and optimization, ultimately 
leading to more informed decision-making. 

As presented here, general algorithms from the 
combinatorial optimization field plus a growing 
collection of new models from machine learning 
and AI optimization methods, as well as more 
computational power, made it possible to learn 
(train) on much data and use bigger and deeper 
models contributes on one side to reduce design 
cycle time to be smaller and more automatic and 
on the other side being able to build more custom-
ized chip easily. Thus, it represents an important 
potential for hardware design. 

However, many challenges arise. One of them is 
the Environmental footprint of AI, which is not 
negligible. For example, training GPT-3 (which 
has 175 billion parameters, consumed 1 287 meg-
awatt hours of electricity and generated 552 tons 
of carbon dioxide [7].  

Open questions and ongoing challenges 

These Decision-aid strategies rely on three essen-
tial ingredients:  

1. streamlined algorithms, to provide optimal or 
good solution. 

2. the accessibility of data (particularly pertinent 
for AI-driven methodologies). Note that avail-
ability of data is a major step forward for the 
research community and will be gratefully 
acknowledged. 

3. the lack of interoperability between software 
of EDA and those used in ML, as well as their 
opacity. This obstacle could be removed by 
making available open-source software whose 
performance would be comparable to those 
used in the industrial environment. 
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4. hardware architecture coupled with accelera-
tors, which need to be fast enough to train data 
in reasonable time. Thus, facilitating the timely 
execution of models. 
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The AI scene in Europe is dynamic and evolving. 

State of artificial intelligence 
in Europe 

by Jack Vernon  

It is important to position Europe in the race of 
artificial intelligence. This article gives some hints 
on this topic and is based on surveys and analysis 
done essentially in 2023. It is by no means an ex-
haustive view of the position of Europe in the 
field of artificial intelligence but does offer signifi-
cant detail and insight into each of the topics. The 
data used in this report comes from three IDC 
surveys [1],[2],[3], and two IDC forecasts [4],[5]. 

Market Developments and 
Dynamics. 

European AI Adoption 

The adoption of AI technologies is already making 
good progress across Europe, with many organi-
sations reporting the introduction of various 
forms of AI. IDC considers AI to fall into four 
categories, which are as follows: 

• Intelligent Process Automation: is a class of 
software designed to automate or augment 
manual repetitive tasks.  

• Predictive AI: Analysis of large data sets to 
identify long term patterns in behaviour and 
detect changes (e.g., digital twins and threat 
detection). 

• Descriptive AI: Analysis of images or event 
data streams so people and things can detect, 
analyze, and act (e.g., machine vision). 

• Generative AI: Creates new content/code us-
ing previously created content/code (e.g., 
ChatGPT and developer co-pilots). 

As seen in Figure 1, Generative AI leads in terms 
of the number of organisations saying they already 
use the technology, followed closely by IPA. De-
scriptive and Predictive AI have similar volumes 
of respondents stating they are already using them. 
Given the ease of use and low cost of general-pur-
pose AI-driven conversational systems like 
ChatGPT and Bard, it is perhaps not surprising to 
see Generative AI leading in terms of the AI tech-
nology most organisations already use. Staff within 
an organisation can use generative AI assistants 
free of charge, and so in many cases, businesses 
might use generative AI informally, yet signifi-
cantly. 

In contrast, deploying forms of Descriptive or 
Predictive AI requires a degree of configuration 
specific to a business use case. This requires ex-
pertise and, unlike a generative AI assistant, can 
involve using technology that isn't free. So, alt-
hough other forms of AI have been available to 
businesses for a longer period, respondents to the 
survey report lower levels of adoption. 

The drive to expand the use of AI technologies is 
strong across all categories. Descriptive and pre-
dictive AI are set to grow faster than both IPA and 
generative AI, although they are helped by starting 
from a lower base of existing adoption. In all cat-
egories, respondents planning to introduce AI 
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technologies in the next 2 years are at least 150% 
larger than the group already using the AI technol-
ogy. 

In terms of adoption by countries and subregions, 
several key differences exist between countries. 
Nordic respondents lead in current Generative AI 

usage but have more limited plans for the future 
introduction of Intelligent Process Automation. 
Spain showcases consistency in its interest across 
all AI technologies, with high current usage and 
robust future adoption plans. Poland, despite 
lower current usage rates in several categories, 
shows a strong ambition for the future, notably in 

 

Figure 1: Collected answers to the question "Is your Organisation Currently Using or Planning to Use a Form of AI Technology?". From [2] 
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Figure 2: Collected answers to the question " Which of these technologies do you believe are most likely to have a significant transformative impact on 
your organization? [Choose up to 3] Top 12 Responses”. From [2]  
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Intelligent Process Automation and Generative 
AI. Czechia stands out with high current usage of 
Predictive AI but appears more reserved in its fu-
ture adoption plans compared to other nations. 
Germany and France feature moderate adoption 
without drastic highs or lows. However, France's 
current usage in Intelligent Process Automation is 
notably higher. The UK is set to increase its focus 
on Predictive and Descriptive AI in the coming 
years. Germany, while having lower current usage 
in Intelligent Process Automation, has plans sug-
gesting a rise in the upcoming years. 

When asked about their perception concerning 
the transformative impact of emerging technolo-
gies, respondents rated Generative AI as the most 
impactful by a significant margin, followed closely 
by other AI-related technologies, see Figure 2. 
The combined potential impact of AI technolo-
gies overshadows many other categories, show-
casing the growing emphasis on data-driven deci-
sion-making in the modern business landscape. 
Technologies like Blockchain, Quantum technol-
ogies, and Web3 received relatively less attention, 
with scores around the 9-11% range, possibly due 
to their niche applications or a lesser understand-
ing of their potential impact. Virtual Reality (VR) 
and Robotics are parallel in significance to AI and 
IPA. Descriptive AI ranks lowest of the AI cate-
gories, potentially due to its technological limita-
tions and the challenges in deploying it in live 

environments without substantial computational 
resources. 

Influencing Factors 

Considering the factors most likely to influence 
the adoption of emerging technologies within or-
ganisations, respondents highlighted a combina-
tion of driving and inhibiting factors. Top inhibi-
tors included cybersecurity, economic stability, 
and the skills shortage. Key drivers included digital 
innovation, sustainability requirements, and the 
development of new digital business models. 
Among these concerns, cybersecurity alone gar-
nered over 30% agreement from respondents. Six 
influencing factors received agreement from be-
tween 30–20% of respondents, and a further six 
factors received agreement from between 20–15% 
of respondents. The lower tier of responses 
tended to be relatively condensed, with no single 
factor standing out in terms of relatively poor per-
formance. The question addresses emerging tech-
nology generally, so the specific influencing fac-
tors may vary slightly for AI. 

AI Spending 

The latest Worldwide Artificial Intelligence 
Spending Guide (V2 2023) published by IDC 
shows that artificial intelligence (AI) spending in 

 

Figure 3: Collected answers to the question " What Factors Most Influence your Organisations Decision to Implement an Emerging Technology ". 
From [2] 
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Europe will reach $34.2 billion in 2023, represent-
ing 20.6% of the worldwide AI market (see Figure 
4). AI spending in Europe will post a 29.6% com-
pound annual growth rate (CAGR) between 2022 
and 2027, slightly higher than the worldwide 
CAGR of 26.9% for the same period, with spend-
ing expected to exceed $96.1 billion in 2027. 

 
Figure 4: European AI Spending Forecast, by Industry. From IDC 

Worldwide Artificial Intelligence Spending Guide, V2 2023 

European AI Strategy - Investment 
intentions 

European organisations have indicated in a survey 
[1] about the use and adoption of Generative AI 
their investment expectations for different AI 
technologies. A smaller proportion of investment 
is anticipated for generative AI compared to other 
categories; however, this still represents a signifi-
cant increase from the previous year, when this 
figure was significantly lower. Descriptive AI is ex-
pected to receive the largest share of investment. 
Predictive AI will also see significant investment, 
representing over a third of the anticipated AI in-
vestment allocations. 

The data provides an interesting contrast with the 
indications of adoption gathered from the emerg-
ing technology survey in the previous section. Alt-
hough respondents to the emerging tech survey 
suggested generative AI adoption would be similar 
to or greater than that of other AI technologies, 
spending intentions differ. Companies in the Gen-
erative Arc survey indicate they anticipate allocat-
ing significantly larger amounts to more mature AI 
technologies like Predictive and Descriptive AI. 

Top Use Cases 

The emerging technologies survey [1] also in-
cluded a question covering the popularity of AI 
use cases in terms of adoption, and planned adop-
tion in the next 24 months. Considering the top 
10 use cases, conversational AI platforms for au-
tomated customer service are the most adopted 
AI technology among the listed use cases. There 
is a strong emphasis on automation across various 
domains, such as IT operations, sales processes, 
and knowledge work. AI use cases that have pre-
dictive capabilities, such as asset operations and 
threat intelligence, indicate a trend towards invest-
ing in the anticipation of challenges and opportu-
nities. 

 

 

Figure 5: Collected answers to the question " Mean Summary of AI Investments - Thinking about your organization’s investment in all AI-related 
development, data, and infrastructure assets right now, what is your best estimate of how these investments will be allocated over the next 18 

months?". From [1] 
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Measured Benefits 

The measured benefits of AI reflect the business 
outcomes of popular use cases. The data indicates 
that organisations are reaping substantial benefits 
from implementing Artificial Intelligence systems, 
with significant improvements notably in process 
quality and efficiency. A significant majority report 
enhanced time management, increased customer 
satisfaction, and revenue growth. Furthermore, 
AI's impact on cost reduction is equally significant 
as its role in reducing environmental footprints, 
underscoring its influence on operational effi-
ciency and sustainability. The advancements have 

also spurred the launch of new products and ser-
vices, affirming AI's role as a driver of innovation. 
A minimal number of respondents report not see-
ing benefits yet, indicating a broadly positive im-
pact across various sectors. 

Mature Enterprises 

The gap between organisations regarding their 
strategic maturity on AI is also distinguished by 
factors concerning how their AI operations are or-
ganized, and not exclusively reporting of its intro-
duction. A crucial indicator of maturity is how AI 
work is distributed within a business. If most AI 

 

Figure 6: Collected answers to the question " In which of the following areas does your organization use or plan to use Artificial intelligence in the 
next 24 months? [Choose all that apply] - Top 10". From [2] 
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Figure 7: Collected answers to the question " Which of the following measurable results have been achieved by your organization thanks to the imple-
mentation of Artificial Intelligence (AI) emerging technologies? [Choose all that apply]". From [2] 
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activity is centralised to a single team within the IT 
department, then typically, these businesses are 
less mature than those that have AI practitioners 
and data scientists distributed throughout distinct 
business teams and departments. Centralised AI 
teams often face resistance from business leaders 
and may have resource constraints. They may 
need to bid for work internally, which often leads 
only to Proof of Concept (PoC) projects instead 
of live deployments. Leaders of business teams 
should be empowered to hire data science and AI 
practitioners directly, allowing them to interact 
with key decision-makers and have proximity to 
business problems. 

European organisations need internal policies 
governing the development and deployment of AI 
technology. AI presents business and ethical risks 
which are increasingly transforming from reputa-
tionally to legally damaging. Without informed in-
ternal policy on AI, executive team members re-
sponsible for managing AI policy, and a working 
group reviewing policy improvements, an organi-
sation may struggle to keep pace with AI's regula-
tory and ethical developments. Technology sys-
tems can support companies in rationalising AI 
development and implementation, ensuring best 
practice adherence. Systems related to AI explain-
ability, placing humans in the loop, organising data 
science activity, and MLOps can all support or-
ganisations in meeting AI ethics standards. 

When the European Emerging Technologies sur-
vey was conducted in 2021, those respondents al-
ready using AI were asked about their strategies 
on AI ethics issues. Some organisations had 

executive oversight in place and potentially a gov-
ernance framework for developing AI. Very few 
respondents undertook more involved steps such 
as conformity assessments or ethical auditing of 
AI systems. 

Conclusion 

The landscape of AI adoption and trends in Eu-
rope reflects a dynamic and evolving environ-
ment, marked by a strong drive to integrate vari-
ous forms of AI across multiple sectors. European 
organisations are actively embracing AI technolo-
gies, with a notable lean towards Generative AI, as 
evidenced by widespread use and interest. Alt-
hough as we’ll see in the following section, Gen-
erative AI is not as popular in Europe as other 
global regions. This is followed closely by Intelli-
gent Process Automation (IPA), Predictive AI, 
and Descriptive AI, with each having its distinct 
application and growth trajectory. 

Investment intentions in Europe show a cautious 
but strategic approach, favouring more mature AI 
technologies like Predictive and Descriptive AI 
over Generative AI. This trend likely stems from 
a combination of factors, including data privacy 
concerns and the anticipation of future regula-
tions. Despite this, there's a clear recognition of 
AI's transformative impact, particularly in Gener-
ative AI, which is viewed as the most impactful 
emerging technology. 

Differences in adoption rates and focus areas are 
evident across various European countries and 
subregions. The measured benefits of AI in 

 

Figure 8: Collected answers to the question " What Processes has your organization introduced to ensure safe and ethical development and use of 
AI within your organization? [Choose All That Apply]". From IDC Europe, Emerging Technologies Survey, VIDEA July 2021, Subsample: 

AI Use or Plan to Use 
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Europe include enhanced process quality and effi-
ciency, improved time management, increased 
customer satisfaction, and revenue growth. Nota-
bly, AI's role in cost reduction is as significant as 
its contributions to reducing environmental foot-
prints, highlighting its dual impact on operational 
efficiency and sustainability. 

Strategic maturity in AI varies across European 
organisations, with more mature entities distrib-
uting AI roles across different business teams, as 
opposed to centralizing them within IT depart-
ments. This maturity is not just about the adoption 
of technology but also involves internal policies 
and ethical considerations. European organisa-
tions are increasingly focusing on AI governance, 
ethical standards, and compliance with regulatory 
developments. 

Overall, Europe's approach to AI adoption and its 
trends demonstrate a balanced blend of enthusi-
asm and caution, with a strong emphasis on ethical 
considerations, regulatory compliance, and strate-
gic investment in various AI technologies. 

The European position in AI, a 
comparison between regions 

The following section will compare the position of 
the European AI market with that of other global 
regions. European businesses are following similar 
trends to those displayed in other regions. How-
ever Europe is more cautious in terms of AI in-
vestments and approach to generative AI. 

Revenue Comparison 

As shown by Figure 9, according to IDC's AI 
Tracker, EMEA is predicted to be the fastest-
growing global region in terms of CAGR during 
the 2022–2027 period, slightly surpassing the APJ 
and Americas subregions. In terms of EMEA’s 
share of the overall AI market, it will lag behind 
the Americas but is expected to gain some ground 
on the region throughout the period. Europe, as 
the largest revenue contributor in the EMEA re-
gion, exhibits growth and market share trends 
similar to those seen across Europe. 

 
Figure 9: Regional Compound Annual Revenue Growth (CARG) 

Comparison. From  IDC’s Worldwide Semiannual Artificial Intelli-
gence Infrastructure Tracker 2023 

 

Figure 10: Share of AI Revenue by Global Region. From  IDC’s 
Worldwide Semi-annual Artificial Intelligence Infrastructure Tracker 

2023 

Investment Intentions 

When asked about their investment intentions for 
AI in the Generative AI Arc survey, European re-
spondents expected to invest more in predictive 
AI than their counterparts in North America and 
Asia Pacific, but less in generative AI. Europe’s in-
vestment in Descriptive AI is comparable to that 
of North America but lower than that of META 
(Middle East, Turkey, and Africa). European re-
spondents' more restrained investment expecta-
tions in generative AI indicate a more cautious ap-
proach than other regions to the category, possibly 
influenced by data privacy concerns and the antic-
ipation of future regulation. 

Business Objectives 

Figure 12 comes from a Global 2022 survey of AI 
users; respondents were asked which business ob-
jectives are the highest priority for AI projects. 
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The objectives that resonated most with EMEA 
respondents were aligned with those of respond-
ents from the Asia Pacific (AP). EMEA respond-
ents were less enthusiastic about objectives be-
yond improving operational efficiency than those 
in other regions. In contrast with EMEA and AP, 
North American respondents ranked improving 
employee productivity as the second top priority, 
a factor EMEA businesses may be more cautious 
about openly communicating or prioritizing in AI 
projects. 

AI project Failures 

Considering companies that experienced AI fail-
ures, EMEA respondents indicated that they ex-
perienced higher rates of project failure than other 
regions. Globally, companies across all regions 
cited ‘AI technology not performing as expected 
or as promised’ as the primary reason for project 
failure. EMEA respondents also identified ‘lack of 

skilled personnel and staff’ as the second main rea-
son for project failure, whereas this reason did not 
rank in the top three in other regions. The survey 
results suggest that EMEA may be facing a more 
acute skills shortage than other global regions, po-
tentially leading to higher rates of AI project fail-
ure. 

 
Figure 13: Percentage of Respondents that noted AI Failure.  From 

IDC’s AI Strategies View 2022, May 2022 

 

Figure 11: Collected answers to the question " Thinking about your organization’s investment in all AI-related development, data, and infrastruc-
ture assets right now, what is your best estimate of how these investments will be allocated over the next 18 months?". From [1] 

 

Figure 12: Collected answers to the question " What are your primary business objectives for using AI for your projects/initiatives?". From  
IDC’s AI Strategies View 2022, May 2022  
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Ecosystem 

Europe’s position on AI is similar to its stance on 
other digital technologies. It consistently provides 
industry talent, thanks to numerous top academic 
institutions, and benefits from several high-in-
come countries, often powered by mature finan-
cial services and industrial sectors. However, Eu-
rope has had limited success in retaining local 
ownership of its most promising AI companies. 
Google’s acquisition of DeepMind in 2014 set a 
precedent, and since then, Europe's most promis-
ing AI software businesses often ended up under 
the ownership of US-based hyperscalers. 

There are exceptions. The AI platform vendor 
Dataiku continues to grow an impressive business 
portfolio, with commitments from the founding 
team to maintain independent. Advanced AI con-
sultancy InstaDeep also bucked the trend by sign-
ing an acquisition deal with German pharmaceuti-
cal company BioNTech. 

Recent developments in the Generative AI space 
have created a new market category where Euro-
pean businesses can compete. Several European 
startups have launched in this space, from genera-
tive language model providers like Aleph Alpha 
and Mistral AI to image generation enterprises 
such as Stability AI. It remains to be seen whether 
European vendors will take a commanding lead in 
generative AI technologies, although specializa-
tion in certain localized languages could help them 
become prominent players in specific European 
markets. 

Generative AI Preferences 

Europe appears to be adopting a different ap-
proach to generative AI technology compared to 
other regions. This section will explore data points 
from [1], highlighting how European respondents 
compare with those from other regions. The sur-
vey suggests that Europe is neither significantly 
behind nor diverging greatly in its approach com-
pared to other global regions. 

When asked about their organisation's ‘current 
state of evaluation or use of Generative AI’ tech-
nology, a larger proportion of European respond-
ents than in other regions indicated that their com-
pany was currently not engaged in AI. Europe was 
also 5% below the global average in terms of re-
spondents who agreed their company was work-
ing on a generative PoC project. Although the 
number of respondents who agreed their com-
pany had already implemented a Generative AI in-
vestment plan was in line with the global average, 
the survey results indicate European respondents 
are less advanced in developing Generative AI in-
vestment plans than other global regions. 

Considering Figure 15 and the question, “What 
types of Generative AI models are organisations 
using or testing?” 81.9% of European respond-
ents are using private versions of models for ex-
perimentation. Companies in Europe exhibit a 
clear inclination to safeguard their intellectual 
property. As a result, Europe is more likely than 
other regions to overlook third-party generative 
AI applications and public versions of generative 
AI models. 

 

Figure 14: Collected answers to the question " What is your organization’s current state of evaluating or using Generative ". From [1] 
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European organisations show a preference for ex-
perimenting with GenAI models that are pre-
trained on public datasets. Websites such as Hug-
gingFace and PapersWithCode have provided the 
data science community with well-labelled public 
datasets that can be conveniently incorporated 
into a training pipeline. The cumulative total of 
generative AI approaches being tested by re-
spondents is 135%, indicating that many are ex-
perimenting with multiple generative AI ap-
proaches. 

 

Conclusion 

The European AI market exhibits unique charac-
teristics and trends that differentiate it from other 
global regions. While the EMEA region is pro-
jected to experience the fastest growth in terms of 
Compound Annual Revenue Growth (CARG) 
during 2022-2027, it still lags behind the Americas 
in overall AI market share. Investment patterns in 
Europe reflect a cautious approach, particularly in 
generative AI, likely influenced by data privacy 
concerns and anticipated future regulations. This 
contrasts with more aggressive investments in pre-
dictive and descriptive AI technologies. 

In terms of business objectives, European organi-
sations prioritise operational efficiency but show 
less enthusiasm for goals like improving employee 
productivity, a priority in North America. This re-
flects a more reserved approach to AI's role in 
workforce management. Additionally, the EMEA 
region faces a pronounced skills shortage, which 

has led to higher rates of AI project failures com-
pared to other regions, indicating a critical area for 
improvement. 

The European AI ecosystem, while rich in talent 
and resources, struggles to retain local ownership 
of its most promising AI companies, often losing 
them to US-based hyperscalers. However, there 
are notable exceptions, and recent developments 
in generative AI have opened new opportunities 
for European businesses. European organisations 
are more inclined to use private AI models for ex-
perimentation, safeguarding intellectual property, 
and showing a preference for GenAI models pre-
trained on public datasets. This indicates a trend 
towards a more controlled and proprietary ap-
proach to AI development in Europe. 

In summary, while Europe aligns with global 
trends in some respects, its cautious investment 
strategy, focus on operational efficiency, chal-
lenges in talent retention, and distinct approach to 
generative AI set it apart from other regions. 
These factors underscore Europe's unique posi-
tion in the global AI landscape. 

AI Regulation in the EU and other 
world regions 

In recent years, the field of AI has grown fast, 
shaping industries and affecting our ways of living 
and working. IDC expects the European AI mar-
ket to reach $72 billion by 2026 (IDC Worldwide 
Artificial Intelligence Spending Guide - Forecast 
2023). As AI technologies and systems become 

 

Figure 15: Collected answers to the question " What Generative AI model approach is your company using or investigating?". From [1] 
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progressively more integrated into people's lives, 
concerns regarding their ethical implications, po-
tential risks, and misuse have started emerging. 

Key Issues Around AI 

• AI may provide lower-cost solutions and en-
hance productivity, but due to its “black box” 
nature, it has garnered much attention for its 
ethical implications. 

• Privacy and Consent: Concerns over whether 
appropriate consent has been obtained in 
training datasets. 

• Biases and Toxicity: AI may produce biases 
such as racial or gender-based discrimination 
due to incomplete datasets or reproduction of 
human biases within the data. 

• Harmful Content: AI may provide explicit 
content, propaganda, or misinformation. 

• Security: AI may not be safeguarded against 
manipulation by third parties, may be suscep-
tible to “Shadow AI,” or may be more vulner-
able to data breaches. 

• Accountability: AI may not have a “human in 
the loop” to sufficiently monitor, test, and up-
date the system. 

• Lack of Explainability: AI model may be a 
“black box,” meaning even its developers 
don’t understand how certain outputs were 
produced, causing security concerns. 

The Broader AI Risk Landscape 

On a larger scale, these questions around ethics, 
accountability, and transparency will have vast im-
plications on society. 

• Amplification of bias or discrimination 

• Misinformation and disinformation 

• Erosion of privacy 

• Misuse for political or geopolitical aims 

IDC predicts that by 2028, taking cue from the 
EU’s AI policy, 60% of worldwide national gov-
ernments will adopt a risk management approach 
in framing their AI and GenAI policies. (IDC Fu-
tureScape 2024: Worldwide National Govern-
ment) 

 
1 This article was written mid November 2023. 

European Union: Overview of AI 
Regulatory Landscape – The EU AI Act 

The European Union embarked on an ambitious 
journey to regulate the deployment and develop-
ment of AI systems through the introduction of 
the EU AI Act in 2019, highlighting the need for 
a thorough regulatory framework. 

In April 2021, the European Commission submit-
ted a detailed proposal of its plan. After the pro-
posal, the Commission adopted a "general ap-
proach" on a set of harmonized rules on artificial 
intelligence. The latest developments of the tech-
nology, particularly generative AI, caused some 
delays in the final discussion of the legislation as 
new amendments were deemed necessary, but on 
May 11, 2023, the European Commission com-
mittees approved the proposed amendments in 
what was considered the first milestone vote on 
the EU AI Act. The plenary vote on June 14, 2023, 
approved with a large majority by the European 
Parliament, signals the beginning of the final 
phase of the legislative process — the "trialogue." 
Here, high-level negotiations between the EU Par-
liament, Council, and Commission are expected to 
last until the end of 20231. If negotiations are suc-
cessful, the EU AI Act will come into effect in 
June 2024, with a two-year transition period for AI 
developers and providers to adjust. Ultimately, it 
will be Member States who will enforce the regu-
lation. 

The AI Act 

A comprehensive regulatory framework designed 
to maintain a balance between innovation and eth-
ical use of AI technologies. It aims to safeguard 
EU fundamental rights and values while fostering 
advancements in AI research and application. 

The legislation emphasizes the improvement of 
data quality, promoting transparency in AI opera-
tions, and enforcing human oversight to ensure 
accountability and ethical use. It also addresses li-
ability concerns, particularly in critical sectors such 
as healthcare, finance, education, and energy, em-
phasizing the need for responsible AI integration 
in these domains. 

Scope and targets: The AI Act targets providers 
placing AI systems in the EU markets, irrespective 
of whether those providers are based in the region 
or in a third country; users of AI systems physi-
cally established within the Union; providers and 
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users of AI systems based in a third country, but 
whose systems produced outputs based in the Un-
ion; importers and distributors of AI systems; 
manufacturers placing AI systems on the market 
with their product and under their trademark; au-
thorized representatives of providers based in the 
EU.  

Risk-based approach: The regulation identifies 
four risk categories for AI applications, and ap-
plies different restrictions and obligations on sys-
tem providers and users, depending on the cate-
gory of the application in question: 

• Unacceptable risk. This category targets appli-
cations that involve subliminal practices, ex-
ploitative activity, or social scoring systems by 
public authorities. It covers cognitive behav-
ioural manipulation of people or specific 
groups; people classification based on behav-
iour, socioeconomic status or personal fea-
tures; and real-time and remote biometric 
identification, such as facial recognition. Such 
applications will be banned. This risk category 
allows for some exceptions, creating a sort of 
grey area. For example, "post" remote bio-
metric identification is permitted via court ap-
proval if it occurs with a significant delay to 
prosecute serious crimes. 

• High risk. Applications related to education, 
healthcare, and employment (such as CV 
scanning, ranking job applicants) will be sub-
ject to specific legal requirements (e.g., to en-
sure transparency and safety of the systems 
and comply with the Commission's manda-
tory conformity requirements). It covers AI 
systems used in products falling under the 
EU's product safety legislations (toys, avia-
tion, cars, medical devices, and lifts). It also 
identifies eight specific categories of AI sys-
tems to be registered into an EU database. 
Providers of "high risk" systems have obliga-
tions to establish quality management sys-
tems, keep technical documentation up to 
date, undergo conformity assessments (and 
re-assessments), conduct post-market moni-
toring, and collaborate with surveillance au-
thorities. 

• Limited risk. AI systems such as chatbots will 
be subject to minimal specific transparency 
obligations, for example, disclosing that inter-
actions are performed by a machine, so that 
users can take informed decisions. This cate-
gory covers AI systems that generate or 

manipulate image, audio, or video content, 
such as deepfakes. 

• Minimal risk. Applications that are not listed 
as risky nor explicitly banned are left largely 
unregulated (e.g., AI-enabled video games). 
Currently, this category covers most AI sys-
tems used in the EU. 

GenAI Focus: The surge of Generative AI sys-
tems caused the addition of specific amendments 
to the AI Act. The focus here is on transparency 
requirements: Generative AI systems are required 
to disclose that the content was generated by AI; 
systems and models need to be designed to pre-
vent them generating illegal content; summarizing 
copyrighted data use for training. 

Trajectory of Regulation: 

• The member states and Commission will es-
tablish a database of high risk “AI systems.” 
The database will hold information on those 
AI systems being used or sold in European 
markets. 

• AI ‘providers’ will be tasked with the submis-
sion of any high-risk AI system to a European 
database. Submissions will include infor-
mation covering, training data, traceability, 
transparency, accuracy, potential risks pre-
sented by the system, details concerning the 
intended application, bias assessments.  

• Member states will be tasked with designating 
national authorities/existing ministries to en-
force the regulation and perform market sur-
veillance.  

• Fines for non-compliance range from €30m 
or 6% of global turnover, whichever figure is 
higher. 

Technology and Business Impact: 

• The AI Act will support AI innovation and 
adoption by reducing legal uncertainty, creat-
ing a level playing field for businesses, and im-
proving the quality and safety of AI systems. 

• Certain use cases or industries will be more 
impacted by the AI Act than others, depend-
ing on the risk level and the potential benefits 
of the AI application.  

• The use of biometric identification technolo-
gies will fall into the ‘unacceptable’ or ‘high 
risk’ categories and therefore be imposed with 
stringent limitations. This will limit the use of 
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these technologies for some applications, 
such as security or fraud prevention, but will 
also provide greater protection for individual 
privacy and rights. 

• However, the majority of current AI-related 
use cases will not fall under the high-risk cat-
egories. Consequently, any potential decrease 
in value for high-risk use cases would not lead 
to a dramatic drop in the overall market size.  

• Larger companies have fewer concerns as 
they possess the financial resources to cover 
necessary audits and compliance costs. They 
will continue investing in building relation-
ships with regulators, which could lead to 
long-term changes in the technology land-
scape. 

• VCs and AI startups express apprehension 
that the new regulation will limit their ability 
to innovate and compete. The challenges they 
anticipate primarily involve technical com-
plexities, compliance costs, and additional ob-
ligations associated with high-risk AI systems.  

United States: Overview of AI Regulatory 
Landscape 

Comprehensive US legislation governing use of 
AI is current pending discussion. A number of 
voluntary frameworks have also emerged. 
Agency-specific and state-specific legislations also 
exist. 

• Executive Order on Safe, Secure, and Trust-
worthy AI (2023, published): Executive order 
announced in October 2023. The order re-
quires developers of the most powerful AI 
systems to share safety test results and other 
critical info with the US government; requires 
that the National Institute of Standards and 
Technology (NIST) develop of standards, 
tools, and tests to ensure safety of AI systems; 
calls on Congress to enact bipartisan privacy 
protection legislation, as well as AI-fraud pro-
tection; and more. 

• Bipartisan Framework on AI Legislation 
(2023, draft): Blueprint for a future AI Act 
proposing: (1) a licensing regime for sophisti-
cated or high-risk AI, (2) an independent 
oversight body, (3) legal protections to tech 
firms for third party content, (4) transparency 
obligations, and (5) other protections (e.g. 
consumer, child, national safety). 

• Digital Platform Commission Act (2023, 
draft): Draft bill proposing a new Federal 
body to oversee and regulate digital platforms, 
which are understood to include social media 
platforms and their associated algorithms and 
databases. 

• Ensuring Safe, Secure and Trustworthy AI 
(2023, published): A list of 8 voluntary com-
mitments that companies will make to pro-
mote safe, secure, and transparent develop-
ment and use of AI. Recently, Adobe, Cohere, 
IBM, NVIDIA, Palantir, Salesforce, Scale AI, 
and Stability AI have made this voluntary 
commitment. 

• Blueprint for AI Bill of Rights (2022, pub-
lished): A voluntary blueprint identifying 5 
principles for “automated system” design, 
use, and deployment: (1) safe and effective 
systems, (2) algorithmic discrimination pro-
tections, (3) data privacy, (4) notice and expla-
nation, and (5) human alternatives, considera-
tion, and fallback. 

Current Key Characteristics of the US’s AI Regu-
lation Regime 

• Voluntary Frameworks vs. Full Regulation: 
Voluntary frameworks help pave the way for 
standards of conduct until legislation is fully 
passed, which is a lengthy process in the US. 
However, this is obviously dependent on 
companies upholding these frameworks, but 
given customer expectations around this, will 
be crucial and can offer competitive ad-
vantages to companies that are more transpar-
ent about their AI strategies. 

• State-level Solutions vs. National Law: Legis-
lation already exists, especially on a state level, 
though this report does not go in-depth on 
these. For example, Connecticut has its Arti-
ficial Intelligence Law that establishes a task 
force to research and make recommendations 
on AI. This has led to a patchwork landscape 
as certain states implement AI regulation 
more strictly than others. State-level regula-
tions also tend to focus more on very specific 
use cases, such as HR programs (e.g., New 
York and Illinois laws). 

• Innovation vs. Regulation: The US regulatory 
landscape is overall less developed than the 
EU, China, and other select countries. It is 
patchwork and drafts remain suspended in de-
bate (and often embroiled in political strife). 
Yet, the US is home to some of the fastest-
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paced innovation in the AI field - from Mi-
crosoft and Google to AI startups. Walking 
the fine line between innovation and regula-
tion is critical to the US, especially given how 
geopolitically-conscious regulators are. 

United Kingdom: Overview of Regulatory 
Landscape 

Though there is no defined regulation yet, the UK 
aims to establish a flexible regime that would reg-
ulate the sectorial applications of AI, rather than 
the underlining software and systems. 

The UK government first published a White Pa-
per in March 2023, then updated in August, detail-
ing the country’s plan to implement a guideline for 
regulating AI. This is still very much work-in-pro-
gress, and no draft legislation has been published 
yet. 

• AI applications and development are cur-
rently regulated by existing set of rules and 
laws. The current regulatory framework raises 
concerns across industries over the lack of a 
unified set of rules. 

• The aim of the new regulation is to lead the 
international landscape on AI governance 
with a pragmatic and proportional regulatory 
approach, providing a clear, pro-innovation 
regulatory environment for foundational AI 
companies and systems. The regulatory 
framework will be based on five principles: 
Safety, security and robustness; Appropriate 
transparency and explainability; Fairness; Ac-
countability and governance; Contestability 
and redress.  

• The scope of the regulation will focus on es-
tablishing a regulatory framework based on 
context, outcomes and the use of AI, rather 
than the technology itself.  

• It will not put immediately into enforce legis-
lation, as it is believed to hinder innovation in 
the sector. The regulation will be first issued 
on a non-statutory basis. 

UK AI Safety Summit 

The UK hosted the first global AI Safety Summit 
in November 2023, where the main topic will be 
how international co-operation in regulating AI 
systems can help mitigate risk and will see both 
global leaders and AI companies attending. 

• The summit also has geopolitical implications: 
the UK can use its position outside the EU to 
promote its more flexible, less strict approach 
on AI, also considering that several EU Mem-
ber States attended the summit. 

• UK Government officials are also currently in 
negotiations with large AI system developers 
such as DeepMind for permission to examine 
their LLMs, which would be unprecedented, 
as they seek to understand more in depth the 
technology.  

Trajectory of AI Regulation 

Current regulation on AI applications in UK is 
viewed as too fragmented. The government is 
structuring a flexible regulatory framework to reg-
ulate AI use and development by use cases and in-
dustry, rather than the software behind. 

Current Status: 

• Scattered current rules on AI use and devel-
opment criticized by industry as hindering in-
novation. 

• UK is developing a new regulatory frame-
work, use case-based, which will not be en-
forced straight away. 

• The British government is trying to establish 
the country’s leading position for a flexible en-
vironment for AI developers and users. 

Future Status: 

• Official regulation still not on the table. The 
drafted white paper provides an overview on 
the approach, which is positively seen by in-
dustries. 

• UK is currently looking not to ban the use of 
biometric recognition technologies, opposite 
of the EU. But privacy concerns are rising. 

• The November Summit will serve as a starting 
point for the UK to start drafting an official 
regulatory framework, which however will not 
be legally binding at first. 

China: Overview of AI Regulatory 
Landscape 

China is implementing some of the strictest AI 
laws around the globe. In contrast to the EU, 
however, China is focusing primarily on specific 
applications and classifying risk based more on na-
tional security. 
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• Administrative Measures for Generative AI 
Intelligence Services (2023, published): Rules 
that came into effect on August 15, 2023 that 
regulate generative AI services. Regulations 
include requirement for licenses to operate, 
regular security assessments, and adhering to 
Chinese values. 

• Administration of Deep Synthesis of Infor-
mation Services (2022, published): Governs 
“deep synthesis technology” (AI/ML, algo-
rithmic processing systems). It stipulates, 
among others, that users must consent to 
their image being used in outputs, disclosure 
of the use of deepfakes via labels, and prohi-
bition of content that endangers national se-
curity and interests. 

• Internet Information Service Algorithmic 
Recommendation Management Provisions 
(2022, published): This law regulates algo-
rithms in apps and websites used in China. 
Key provisions range from requiring an online 
database of algorithms with “public opinion 
properties” or “social mobilization capabili-
ties,” requiring regular reports, and transpar-
ency surrounding how the algorithm works, 
including its database. 

• Data Security Law (2021, published): This law 
requires data localization of any data on Chi-
nese citizens, meaning that all domestic and 
foreign enterprises alike must be housed in 
mainland China. Export of data is forbidden 
without a “technology review.” 

• Cybersecurity Law (2017, published): In the 
context of AI software, this law has a number 
of strict provisions around data. For example, 
Article 37 also requires that all data be stored 
in servers in mainland China. There are other 
strict security obligations of “network opera-
tors,” which includes social media platforms, 
app developers, and tech companies. 

Current Key Characteristics of China’s AI Regula-
tion Regime 

• Innovation vs. Regulation: Previously, China 
vigorously tackled AI and algorithms among 
other technology-related sectors. Now, how-
ever, China finds itself in a balancing act of 
courting private sector AI investment and 
maintaining the established order, targeting its 
sagging economic growth in particular. This 
means that there may be some limited oppor-
tunities for businesses in this field, but they 
are subject to stringent requirements. 

• Emphasis on AI Categories: Unlike the EU, 
China does not broadly define AI based on a 
risk system. Its current legislation rather de-
fines AI based on specific application category 
or technology, such as generative AI versus al-
gorithms versus deep learning. This division is 
possible due to the structure of the govern-
ment allowing for speed of legislation and im-
plementation. Legislation is therefore fast, re-
sponsive, and vertical.  

• Security and Political Concerns: China em-
phasizes security issues as a key point of reg-
ulation of AI and draws upon many previous 
laws in order to ensure AI systems do not 
pose any perceived threat to security. Given 
the lack of foreseeability and occasional 
“black box” nature of AI, however, this may 
prove a considerable challenge. 

China’s regulations are of specific types of tech-
nology and algorithms and not necessarily tiered 
into risk categories. Legislation tends to be vertical 
– that is, it addresses problems as they arise. How-
ever, the rules being legislated are strict, and this is 
likely a long-term trend. 

The Hiroshima Process  

On October 30, 2023, members of the G7 issued 
a statement around commitment to ensuring both 
innovation and development in AI as well as 
proper human rights protections. They high-
lighted two documents that provide voluntary 
frameworks for AI ethics among G7 nations: the 
Hiroshima Process International Guiding Princi-
ples for Organizations Developing Advanced AI 
Systems and the Hiroshima Process International 
Code of Conduct for Organizations Developing 
Advanced AI Systems. 

• International Guiding Principles for Organi-
zations Developing Advanced AI Systems: 
Aims to promote safe, secure, and trustwor-
thy AI worldwide and provides guidance for 
organizations developing and using the most 
advanced AI systems, including the most ad-
vanced foundation models and generative AI 
systems. Sets forth a non-exhaustive list of 
principles for organizations, including proper 
risk mitigation, transparency, and more. 

• International Code of Conduct for Organiza-
tions Developing Advanced AI Systems: 
Aims to provide voluntary guidance to organ-
izations by advocating actions such as taking 
appropriate measures for risk identification 
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and mitigation, public disclosure of AI capa-
bilities, measures for data protection, and 
more.  

• Significance and Challenges: These two docu-
ments are non-binding international guides 
and thus do not have any enforceability or ac-
countability mechanisms. They rely on the vo-
lition of companies to implement these prin-
ciples. However, these frameworks also have 
the potential to influence trajectory of legisla-
tion in these G7 countries, most notably in Ja-
pan which currently has none. G7 economies 
are also highly influential and this legislation 
can set the stage for other economies to fol-
low. 
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Semiconductors are essential to today’s societies and they underpin the Next Compu-
ting Paradigm. Their importance has been recognized at the highest political levels, re-
sulting in the passing of the U.S. and European Chips Acts and similar instruments 
across the world. Investments made over the next few years will be critical to Euro-
pean competitiveness and security. 

New hardware 

by Paul Carpenter, André Hebben, Paolo Azzoni 

Three key factors make this an exciting time for 
hardware in Europe. Semiconductor technologies 
have been, for a long time, critical to competitive-
ness, prosperity, and security. Their importance 
has now been recognized at the highest political 
levels, resulting in the recent enactments of Chips 
Acts across the world, leading to significant in-
vestments in fundamental hardware technologies. 
At the same time, the ending of Dennard scaling 
and slowing of Moore’s law, due to fundamental 
physical limits, are bringing a diversity of system 
architectures from heterogeneous and specialized 
accelerators, to new memory types, to processing 
in memory, network and storage. This leads to, 
and is supported by, the rise of open-source hard-
ware development, which reduces the barrier to 
entry for hardware development. 

The largest development in Europe related to 
computer hardware, over the past year, has been 
the passing of the European Chips Act, in Sep-
tember 2023 [Azzoni23, diPaola23]. It promises to 
reduce Europe’s dependence on non-EU suppli-
ers and grow Europe’s share of the global micro-
chips market from 10% to 20% in 2030.  The Eu-
ropean Chips Act has three pillars. The first is the 
Chips for Europe Initiative, which aims to bol-
ster Europe’s technological capabilities and auton-
omy in design and production. It will be supported 
by a public investment of €4.175 billion,1 which, 
together with private contributions, gives a total 

 
1 €3.3B from the Chips for Europe Initiative plus €1.3B for 
the KDT JU.  

investment of about €11 billion. This initiative will 
be implemented by the new CHIPS Joint Under-
taking (JU), which replaces the former Key Digital 
Technologies (KDT) JU. The first CHIPS JU call 
for pilot lines has been opened, focusing on FD-
SOI, leading edge technology at ≤ 2 nm, advanced 
packaging and wide bandgap semiconductors. 

The second pillar facilitates exemptions from the 
EU’s limits on State aid for “first-of-a-kind” fabs 
(“Integrated Production Facilities”) and foundries 
(“Open EU foundries”). The aim is to attract in-
vestments in European semiconductor manufac-
turing, advanced packaging, test, and assembly, 
thereby leading to improved security of supply 
and resilience of the EU’s semiconductor sector. 
The third pillar constitutes measures to monitor 
the supply chain and intervene in supply-
chain crises, by building a coordination mecha-
nism among Member States and the Commission 
to strengthen collaboration to report disruptions 
in the supply chain. 

Similar initiatives are being developed in other 
countries or regions, including the U.S. Chips Act, 
the Chips 4 Alliance, and the initiatives of Japan, 
Korea and Taiwan. In this context, the European 
Chips Act stands out with its comprehensive ap-
proach, embracing scientific research, develop-
ment of pilot lines, establishment of unique facili-
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ties, a new platform for chip design and manufac-
turing, competence centers to tackle the skills 
shortage, and strategies to monitor and prevent 
future chip scarcities. 

With this important background, this section has 
three articles: 

• Qubits and pieces: Developments and Per-
spectives in Quantum Computing. Recent ad-
vances in quantum technologies have at-
tracted significant industrial attention, and 
countries have already invested vast resources 
to develop their capabilities. This article iden-
tifies the key components to build a powerful 
quantum ecosystem. 

• Open hardware and RISC-V: an exciting op-
portunity for Europe: Open source is well es-
tablished in software, as a global framework 
for collaboration and innovation, which ben-
efits the whole landscape from HPC to cloud 
to IoT and AI. This article recommends in-
vestments in open source hardware, with 
RISC-V as the open source solution of choice. 

• Here to stay: specialized and heterogeneous 
computing: Specialized hardware can improve 
performance and/or energy efficiency, since 
no architecture is perfect for all use cases. This 
article discusses the rise of specialized and 
heterogeneous hardware, due to the end of 
Dennard scaling and the rise of open source 
hardware. 
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The end of Dennard scaling is leading to a Cambrian explosion of specialized 
hardware, with better performance and energy efficiency, and optimized non-
functional requirements. But it comes at the cost of programming complexity, 
difficulty in code reuse, and vendor lock-in. 

Here to stay: specialized and 
heterogeneous computing 

by Jaume Abella, Leonidas Kosmidis, Thomas Hoberg and Paul Carpenter

Until the early 2000s, while specialized approaches 
could always improve performance and/or energy 
efficiency, general-purpose processors had lower 
cost due to much higher volumes, as well as being 
more flexible and easier to use. Any niche special 
purpose chip was soon overtaken by the relentless 
advance of Moore’s law and Dennard scaling. 
There was space for a small number of architec-
tures: general purpose CPUs in PC and Macs (x86) 
and phones (Arm), graphics processing units 
(GPUs) for gaming and the film industry, and dig-
ital signal processors (DSPs) for audio, video and 
communications. 

The release of Intel’s first multi-core CPU in 2005, 
following the failure of its planned 10 GHz Tejas 
CPU, was a major change in direction for Intel and 
a significant milestone in the industry. For the next 
few years, much of the improved performance 
came from greater numbers of cores, but this was 
curtailed by limits on how much software can ben-
efit from parallelism (Amdahl’s Law), as well as 
practical constraints on the scaling of shared hard-
ware structures. 

In 2007, Nvidia released its first CUDA-capable 
GPU, having realized that its highly multi-
threaded architecture, originally developed for 3D 
graphics rendering, could deliver improved per-
formance for many other data-intensive compute 
tasks. The downside was that the key computa-
tional kernels and supporting code needed to use 

Nvidia’s new CUDA programming model, which 
exposed the key characteristics of GPU architec-
ture to the programmer. Since GPUs delivered so 
much more performance than CPUs, many appli-
cations were adapted to use CUDA, spurred by 
significant investment from Nvidia and height-
ened interest in the community. These applica-
tions employ CUDA where it makes sense, while 
still using CPUs for the rest of the application. Ex-
amples that benefit include desktop image and 
video processing, high performance computing 
and artificial intelligence. 

In the seventeen years since then, the rise of spe-
cialized and heterogeneous architectures is well 
known. Microsoft started using FPGAs for 
search. Amazon, Meta and Google have devel-
oped specialized chips for their applications. All 
top ten supercomputers except one have GPU ac-
celerators. There are now hundreds of startups 
with AI chips. There is still an insatiable demand 
for more performance, due to the demands of the 
new computing paradigm, autonomous driving, 
LLM training and other applications. Meanwhile, 
the rise of open source hardware has greatly low-
ered the barrier to entry for the development of 
custom hardware (see article). Modularity theory 
(Carliss Y. Baldwin and Kim B. Clark) predicts 
that as competitive environments mature and 
technology becomes good enough, the perfor-
mance advantages of specialized and integrated 
systems eventually lose ground to the cost and 
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compatibility advantages of a modular and stand-
ardized approach. But there are no signs that this 
is likely to happen again for computing systems in 
the foreseeable future. Computing systems are 
likely to be diverse and complex for some time to 
come. 

Key insights 

• Hardware that is specialized to the application 
can achieve higher efficiency, e.g., perfor-
mance-per-watt or joules-per-operation, com-
pared with a general-purpose architecture. 

• For the foreseeable future, future computing 
systems will continue to be heterogeneous, 
driven by application needs and the end of 
Dennard scaling, and disruptive technolo-
gies (e.g., processing-in-memory, quantum 
computing, and neuromorphic). 

• Programmability and software portability 
are of critical importance. There is as yet no 
performance portable programming envi-
ronment that allows a single source codebase 
to achieve good performance across a range 
of architectures. There may never be one, but 
more progress towards this goal is needed. 

• Heterogeneity affects all levels of the soft-
ware stack: system architecture, operating 
system, middleware, applications. 

• Heterogeneous architectures increase com-
plexity, making performance analysis, cor-
rectness testing and debugging very diffi-
cult. Errors in the developer’s source code 
may lead to obscure low-level errors in unfa-
miliar libraries. Similarly a seemingly trivial 
change may lead to a dramatic difference in 
performance, for obscure reasons. 

• Independent application developers are re-
luctant to adopt niche programming envi-
ronments unless the advantages are over-
whelming. This leads to a “survival of the big-
gest”: CUDA, OpenMP, etc. New program-
ming approaches should be standardized to 
drive adoption. 

• If architectural diversity reduces investment 
and evolution of general purpose CPUs, more 
and more workloads may need to move to the 
cloud to get access to the right accelerators. 

• Vertical integration risks increasing the mar-
ket dominance of the largest technology com-
panies, none of which are European. 

Key recommendations 

• Embedded hardware acceleration must be 
aware of user requirements and software lim-
itations, e.g., accuracy, time-to-solution dead-
lines (inference speed) and maximum power 
consumption. 

• Specialized hardware should be optimized for 
application semantic precision rather than bit-
level precision, trading off arithmetic preci-
sion, operation accuracy or approximation, 
voltage scaling, reliability and others. 

• Vendor lock-in should be prevented, espe-
cially since the vendors are not European. 

• Interoperability and composability of hard-
ware and software needs to be maintained. 

 

 

Figure 1 Moore’s law continues to deliver increasing numbers of tran-
sistors, but Dennard scaling failed in the early 2000s. The conse-

quences include greater numbers of cores. The plot was originally col-
lected in 2010 for Horowitz et al, and variants have appeared in hun-

dreds of papers and articles. 

Survey of specialization and 
heterogeneity 

Here we outline the main kinds of specialization 
and heterogeneity: 

Graphics Processing Units (GPUs) are the 
most well-known type of accelerator and are spe-
cialized to handle highly parallel tasks. Unlike tra-
ditional CPUs that are designed to perform a wide 
range of computing tasks, GPUs are adapted for 
concurrency, making them exceptionally efficient 
for graphics rendering and data-heavy tasks in 
fields like scientific computing, machine learning, 
and video processing. The architecture of a GPU 
is tailored for multi-threading, achieved by hous-
ing hundreds or thousands of smaller and more 
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efficient cores. Additionally, GPUs are equipped 
with high-bandwidth memory, which allows for 
faster data transfer rates, enabling them to swiftly 
handle large datasets and complex calculations. 

Nvidia GPUs are commonly programmed using 
CUDA, a parallel computing platform and pro-
gramming model developed by Nvidia. CUDA al-
lows developers to write software that can take full 
advantage of the unique architecture, by offering 
direct access to the GPU's virtual instruction set 
and parallel computational elements, enabling 
highly efficient processing for complex computa-
tional problems. However, CUDA is proprietary 
and exclusive to Nvidia GPUs. This exclusivity 
means that while CUDA is powerful, mature and 
widely used, it isn't compatible with GPUs from 
other manufacturers like AMD or Intel. Another 
example is AMD's ROCm (Radeon Open Com-
pute), an open-source platform designed specifi-
cally for AMD GPUs. In order to avoid fragmen-
tation and enable interoperability, Khronos intro-
duced open APIs such as OpenCL and Vulkan, 
which are lower level than CUDA and therefore 
allow for more control in expense of programma-
bility, as well as a higher level C++ based solution, 
SYCL. All major GPU vendors participate in 
Khronos and co-operate in the definition and 
standardization of its APis. 

Neural Processing Engines (NPEs) are spe-
cialized hardware designed to efficiently handle 
the computations required for neural networks, 
which are at the core of modern artificial intelli-
gence, image and machine learning applications. 
Unlike general-purpose CPUs, NPEs are opti-
mized for the parallel processing and matrix oper-
ations that are prevalent in deep learning tasks, of-
fering faster performance and greater energy effi-
ciency for AI computations. Like GPUs, they usu-
ally have a high number of processing cores and 
high-bandwidth memory interfaces, but their ar-
chitecture is tailored for tasks like convolution and 
matrix multiplication, including at reduced preci-
sion. 

Programming these engines is usually done using 
high-level frameworks and libraries tailored to AI 
and ML, such as TensorFlow, PyTorch, or Keras. 
These frameworks abstract the complexity of di-
rectly programming the hardware, allowing devel-
opers to focus on designing and training neural 
networks using high-level, pythonic interfaces. 
Underneath these frameworks, lower-level librar-
ies and drivers specifically optimized for NPEs 
translate these high-level instructions into efficient 

hardware operations. Additionally, some NPEs 
support automatic optimization where the engine 
itself can dynamically adjust computing resources 
based on the workload, making them highly effi-
cient for varying AI tasks. This combination of 
specialized hardware and sophisticated software 
stacks makes NPEs a cornerstone in advancing AI 
and ML technologies. 

Field Programmable Gate Arrays (FPGAs) 
were introduced by Xilinx in 1985, aimed at rapid 
prototyping and the implementation of custom 
digital logic in low-volume applications. They 
were first recognised as compute accelerators in 
the 2000s, and there was a significant expansion in 
the late 2010s, partly spurred by Microsoft’s Cata-
pult project, which employed FPGAs to accelerate 
web search and real-time AI. In 2024, FPGAs are 
still a niche device for several reasons. First, 
FPGAs have a spatial architecture, which is unfa-
miliar to software developers, since the algorithm 
is laid out in space in the same way as hardware. 
High-level Synthesis (HLS) greatly improves mat-
ters, since software developers can use extensions 
of familiar programming languages such as C and 
C++, but specific annotations and custom control 
of data transfers are required.  Second, the map-
ping of an algorithm to the hardware depends on 
the FPGA size and its numbers of resources 
across multiple dimensions (number of logic cells, 
DSP slices, amount of embedded SRAM, number 
of QSFP+ ports, etc.). If the design doesn’t fit, 
then it doesn’t compile.  Thirdly, the software eco-
system for FPGAs is still relatively immature and 
varies significantly between the two major U.S.-
based vendors. Moreover, achieving performance 
that matches or exceeds that of GPUs or more 
specialized accelerators is a complex and challeng-
ing task. 

Vector Processing Units (VPUs) have been used 
for decades in order to provide high performance 
processing. First employed by the ILLIAC IV su-
percomputer in the 1960s, vector architectures 
were the fundamental design of all later supercom-
puters. Vector processing comes in many different 
variants ranging from very long vectors to short 
Single Instruction Multiple Data (SIMD) units. A 
vector processing unit can be either tightly inte-
grated in an in-order, out-of-order and/or multi-
threaded processor or operated as a decoupled ac-
celerator such as a GPU. Moreover, it can operate 
on a distinct register file or reuse existing register 
files, a concept known as SWAR (SIMD within a 
Register) or packed SIMD. Different design 
choices provide different tradeoffs in terms of 
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area, performance and latency. Thanks to Moore’s 
Law, in the 1990s vector processing units found 
their way into general purpose processors in the 
form of SIMD instructions, mainly for the accel-
eration of graphics and multimedia tasks. Natu-
rally, embedded processors followed, and with the 
passing of the years processor designers included 
longer and longer vector lanes and registers. In the 
last decade, vector length agnostic ISAs were pro-
posed, first by Arm and later by the RISC-V foun-
dation, allowing software portability among archi-
tectures with different vector lane width. Moreo-
ver, significant progress has been performed in 
vectorising compilers but not all compiler 
backends have the same maturity. Consequently, 
still there is no performance portability among the 
continuum of vector architectures, and therefore 
more research on high-level languages is required. 
Similar to the rest of the hardware technologies, 
most of the vector processors nowadays are not 
European. Within the European Processor Initia-
tive (EPI), significant advances have been made 
with the design of several vector processing units 
which explore the strengths and the weaknesses of 
each of their design choices. 

Video coding chips, also known as video encod-
ing or transcoding processors, are specialized 
hardware used by companies like Google 
YouTube and other streaming service providers to 
efficiently process and stream video content. 500 
hours of content is uploaded to YouTube each mi-
nute, and this needs transcoding to every viewable 
resolution in H264; popular videos are also trans-
coded using a more complex but more space-effi-
cient codec such as VP9.  

Neuromorphic Computing (NMC) was first de-
veloped by Carver Mead in the late 1980s. It de-
scribes the use of large-scale adaptive analog sys-
tems to mimic the human nervous system. Origi-
nally, the approach was to use elementary physical 
components of integrated electronic devices (tran-
sistors, capacitors, …) as computational primi-
tives. In recent times, the term neuromorphic has 
also been used to describe analog, digital, and 
mixed-mode analog/digital hardware and soft-
ware systems that transfer aspects of structure and 
function from biological substrates to electronic 
circuits (for perception, motor control, or multi-
sensory integration). Today, the majority of NMC 

 
1 ETP4HPC, 
https://www.etp4hpc.eu/pujades/files/ETP4HPC_WP_Processin
g-In-Memory_FINAL.pdf 

implementations are based on CMOS technology. 
Interesting alternatives are, for example, oxide-
based memristors, spintronics, or nanotubes.  

Memory systems The basic architecture of a 
stored program computer still follows the von 
Neumann architecture outlined in 1945. Com-
modity memory is built in high volume and gener-
ally optimized for increasing capacities not speed. 
In 1995, Wulf and McKee coined the term 
“memory wall”, pointing out that there is a limit 
on how much caches can mitigate the growing gap 
between processor and memory speeds. Recently, 
a number of new device types (PCM, STT-RAM, 
etc.) and memory interfaces (HMC, HBM) have 
started to offer diverse tradeoffs among capacity, 
latency, bandwidth, volatility and energy con-
sumption. A traditional memory hierarchy (regis-
ters, cache, DRAM and disk) is making way to a 
collection of memory devices on an equal ranking. 
This is facilitated by the advent of Compute Ex-
press Link (CXL), which promises exciting times 
for memory systems through a standardized high-
bandwidth and cache coherent interface. Data 
placement and migration become more difficult, 
and they can be done in various places, e.g. in 
hardware (e.g. now-discontinued Optane in 
memory mode), transparently by the OS (at page 
granularity) or by the runtime system or support 
library (at page or object granularity), or even by 
the compiler. If not, the whole zoo of memory 
types may simply be exposed to the application.  

Processing in memory is a general term that co-
vers any form of integration of processing capa-
bility into the memory system.1 It was initially pro-
posed in the 1970s,2 but it has received renewed 
interest as a way to avoid the memory wall. There 
are several approaches for processing in memory, 
including computation inside the memory array or 
peripheral circuits, as well as logic layers and dies 
integrated alongside memory dies within the sili-
con package. Examples include Micron’s Autom-
ata Processor, which adapts the DRAM memory 
arrays and peripheral circuits for finite automata, 
UPMEM’s DRAM Processing Units (DPUs), 
which are embedded next to the DRAM bank, and 
Samsung’s Function-In-Memory DRAM (FIM-
DRAM, which) integrates SIMD processors in the 
memory bank. The multiplicity of approaches rep-
resents challenges for OS management (data 

2 H. S. Stone, “A Logic-in-Memory Computer,” IEEE Transactions 
on Computers, vol. 19, 1970. 
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placement, security, resilience) and the program-
ming environment (translating algorithms to the 
architecture, as well as debugging and perfor-
mance analysis). 

In-network computing refers to the integration 
of computational capabilities directly into the net-
work, specifically within network switches and 
routers of a data centre or HPC system. This ap-
proach contrasts with traditional network archi-
tectures, where data processing is performed 
solely at the endpoints, such as servers or client 
devices. The key idea is to leverage the network 
hardware itself for certain types of data processing 
tasks. By doing so, it can reduce the data pro-
cessing load on servers, decrease network latency, 
and improve overall system efficiency. This is par-
ticularly beneficial for applications involving large-
scale data movement, real-time analytics, and dis-
tributed computing scenarios where reducing la-
tency and data movement is crucial. In this archi-
tecture, network devices are equipped with pro-
cessing units that can perform a range of functions 
like data aggregation, filtering, or even more com-
plex operations like machine learning inference, 
directly on the data as it passes through the net-
work.  In-network computing is an emerging field, 
driven by advancements in networking hardware 
and the increasing demands of modern applica-
tions for faster data processing and reduced la-
tency. It represents a shift in how data networks 
are traditionally viewed, evolving from mere data 
conduits to active processing nodes within an IT 
infrastructure. 

Quantum computing was first suggested by 
Richard Feynmann in 1981 for the simulation of 
quantum systems. Revolutionary algorithms for 
prime factorization (Shor’s algorithm, 1994) and 
unstructured search (Grover’s algorithm, 1996) 
showed that quantum computing has the potential 
for exponential speedup for certain algorithms 
over classical computers. A quantum computer is 
likely to appear as another kind of accelerator in a 
heterogeneous system, so quantum computing is 
related to the topics of this paper. Recent ad-
vances have led to impressive quantum comput-
ers, taking a number of different approaches. 
More details are in the article on quantum compu-
ting. 

 

Figure 2 A “Cambrian explosion” in computer architectures, showcas-
ing an array of diverse and innovative chip designs (made by 

ChatGPT). 

The programmability challenge 

The move from general purpose processors to a 
diverse set of specialized and heterogeneous sys-
tems improves energy efficiency and performance. 
But it raises software complexity, especially be-
cause a single application needs to run well across 
a range of systems. A key challenge will be to iden-
tify and support high-level software abstractions 
that exploit the full capabilities of the hardware, 
while abstracting away most of the architectural 
diversity. The main application code should ideally 
be platform independent, with an open, clean, sta-
ble and dependable interface to the hardware. Pre-
viously, for performance-critical code on general 
purpose processors, this was single-threaded C or 
C++. But now this is under pressure.  

Ideally, the platform-independent part should 
avoid direct references to specific resources and 
their availability, and instead provide declarative 
information that is sufficient to optimise behav-
iour. A number of different strategies, frameworks 
and libraries have been proposed, and are under 
investigation, but none are yet a general solution. 
OpenCL offers functional portability across heter-
ogeneous platforms, including different types of 
GPUs and CPUs, but good performance requires 
the code to be optimized for the architecture. Per-
formance portability, meaning that the same code 
achieves optimal performance on all platforms, 
and it is a holy grail in the field. SYCL has pro-
vided some promising results in this direction, but 
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its adoption is not very wide and neither all plat-
forms have an optimized backend. Overall, more 
intelligence is needed in the programming envi-
ronment, from compilers to runtime systems to 
performance and debugging tools. One avenue is 
to explore the use of artificial intelligence tech-
niques, as exemplified by large language models 
such as ChatGPT-4, to perform the translation 
from a declarative specification of the problem 
into an optimized source code or intermediate 
representation. The progress in related techniques 
has been spectacular in recent years, so this is an 
interesting approach. However, special attention 
should be paid that standardized solutions with 
open specifications will be used, in order to allow 
interoperability within the heterogeneous environ-
ment and avoid vendor lock-in. 

Domain Specific Languages (DSLs) are spe-
cialized programming languages designed for a 
particular application domain. They offer en-
hanced productivity and ease of use for domain 
experts, who can focus on domain-relevant as-
pects and abstract away the complexities of pro-
gramming. They also reduce the likelihood of cer-
tain types of errors and bridge the gap between 
domain experts and developers, by using termi-
nology and concepts familiar to practitioners in 
the field. While DSLs are user-friendly for domain 
experts, there may be a learning curve for devel-
opers not familiar with the domain. Also, they may 
suffer from limited support and community re-
sources, unless they are widely adopted. Integrat-
ing DSLs with other systems and languages can 
also be complex, as they might not easily interact 
with software written in general-purpose lan-
guages. It is beneficial to avoid a proliferation of 
DSLs by identifying and using common reusable 
features, leading to a small number of more ge-
neric DSLs or DSL frameworks, and/or their in-
tegration into more general purpose programming 
environments. DSLs are most beneficial when the 
advantages in productivity and performance out-
weigh the costs and limitations in scope and sup-
port. 

Task-based programming first appeared in the 
1990s and it is already mainstream in high perfor-
mance computing through its adoption in the 
OpenMP 3.0 standard in 2008.3 The tasking mod-
els separates the program into (a) a decomposition 
of a algorithm, in an architecture independent 

 
3 https://www.etp4hpc.eu/pujades/files/ETP4HPC_WP_Task-
based-PP_FINAL.pdf 

way, into tasks with dependencies, (b) a runtime 
system, aware of the architecture, which manages 
scheduling, the choice of execution device and 
data locality, and (c) implementation of the low-
level kernels, which is typically device-specific. It 
is especially beneficial for asynchronous parallel-
ism and complex system architectures. 

Finally, as the general-purpose CPU becomes rel-
egated to a mainly orchestration role, management 
by the system software and middleware must not 
become the bottleneck. Such activity must be 
moved outside the critical path of computation 
and communication. 

Conclusion 

Heterogeneous and specialized architectures are 
not new. They have been consistently featured in 
the HiPEAC roadmap since the first “HiPEAC vi-
sion” in 2007. The end of Dennard scaling has led 
to a new golden age of computer architecture and 
a Cambrian explosion of approaches, from GPUs, 
to neural acceleration, to FPGAs, as well as the 
integration of processing capabilities into memory 
and storage. There is as yet no performance port-
able programming environment that allows a sin-
gle source codebase to achieve good performance 
across a range of architectures. There may never 
be one, but more progress towards this goal is 
needed. 
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Efforts to build an operational quantum computer are steadily progressing, but the 
“going is tough”. And it is not just a matter of battling noise in qubits: it is about 
building a complete industry, including fabricating qubits, integration into computer 
systems, incorporation into HPC, and quantum computer programming. As well as 
efforts in plain physical systems to get quantum computers up and running. 

Qubits and pieces: Developments 
and Perspectives in Quantum 
Computing 

by Artur Garcia-Saez, Christian Gamrat, Harm Munk and Paul Carpenter 

Quantum technologies are becoming a revolution 
due to recent technological advances that have at-
tracted a lot of industrial attention.  Among these 
technologies, Quantum computation plays a cen-
tral role due to its potential to provide a novel 
source of computational power to solve very hard 
problems. These results will be transformed into a 
novel set of devices of high precision, with the 
promise of novel applications and capabilities. 
Their development requires an environment not 
only of scientific research centers, but also auxil-
iary industrial partners with a high level of special-
ization. 

Due to the strategic potential of this novel tech-
nology, many countries have already invested vast 
resources to develop their industrial capabilities, 
and to attract scientific talent. Europe has already 
started an initial set of projects defining its strategy 
for the upcoming years, but a careful analysis of 
the requirements to develop a global industry 
among different countries is required. The result 
of this analysis identifies the key components to 
create a powerful ecosystem for the upcoming 
years. 

Key insights 
• The life cycle of some of the pioneering com-

panies in QC is already showing stress symp-
toms, as the market conditions have evolved 
since the initial appearance of private actors. 
These changes may condition the future of 
the field, as companies have played an im-
portant role in recent developments. 

• Europe has pioneered several qubit techno-
logical paths: superconducting qubits, trapped 
ion qubits and neutral atoms, and is very ac-
tive in the development of those technologies.  

• The race for making systems out of qubits 
is currently being led by players in the United 
States but Europe is narrowing the gap thanks 
to a number of innovative solutions devel-
oped by start-up companies. A successful Eu-
ropean quantum computer industry also re-
quires (re)building its industry providing the 
physical infrastructure required for quantum 
computing hardware. 

• Most available quantum programming frame-
works originate from major US companies. 
European players are entering the discipline 
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and are already proposing approaches for ex-
perimenting with quantum programming. Eu-
rope as a whole (European Commission and 
member states) is a strong competitor.  

• Europe is competing to train, attract and re-
tain quantum talent. Education and training 
are critical for the European quantum compu-
ting ecosystem to be able to get up to speed. 
Access to quantum hardware and top re-
searchers are essential to attract and retain tal-
ent. 

• The quantum computer will be part of a hy-
brid quantum/classical computer. A good 
synergy between quantum and computer 
science communities is required at both the 
hardware and software levels. The Quantum 
and HPC communities need to strengthen 
their cooperation and learn from each other. 

Key recommendations 
• Support and advance research in the system 

architecture and software stack for quan-
tum computing. With European assets in sys-
tem, software and HPC technologies, this is a 
significant opportunity for Europe.  

• Invest in the development of design tools 
and libraries for quantum chip design and in 
their integration with classical technologies so 
as to provide an easier path towards prototyp-
ing and fabrication for both research and in-
dustry.  

• The chip technologies and industries will 
play a key role in developing and maturing 
new design methods, fabrication techniques 
and novel packaging for quantum computers. 
Recognize that they need to be supported and, 
in this context, the role of quantum pilot-lines 
will be key to provide access to prototype sys-
tems to the whole community including 
SMEs.  

• Design support and investment programmes 
to stimulate and promote the introduction of 
quantum technology in industry and society. 
Supporting technologies at large, e.g. infra-
structures, should also be reinforced in order 
to build on the core quantum technologies 
(e.g. qubits) to make the advances in quantum 
technology real. 

• Since a quantum computer will be a hybrid 
classical/quantum system, high-performance 
computing (HPC) infrastructures will play a 
key role in integrating the required hybrid 

quantum system stack. Develop the inte-
gration of quantum accelerators into future 
exascale infrastructures. Promote the emer-
gence of a European quantum cloud con-
nected to quantum-hybrid HPC platforms. 
Develop software aspect, quantum stack. Hy-
brid computing: the marriage between HPC 
and Quantum.  

• Position Europe as a key player in the global 
race: Europe is the leader in the foundations 
of quantum physics: it should keep promoting 
basic research and novel ideas.  

• Europe needs to increase its support for new 
and small enterprises in the field, as well as 
promoting funding for scaling up, rather than 
being acquired by a non-European company. 
Developing and sustaining an ecosystem for 
these startups is also of paramount im-
portance to prevent fragmentation. 

• Europe should promote academic and indus-
trial research centers independent of U.S. and 
Chinese companies. Larger companies should 
be encouraged to take risks on quantum re-
search. 

• Europe should also move to practical quan-
tum computation, including the consolidation 
of a small number of easily accessible, highly 
usable quantum computing sandboxes in the 
cloud, with a strong eye towards ease of use. 

• Promote an attractive  European quantum 
computing ecosystem with a balanced sal-
ary/benefits structure that will encourage tal-
ented people to stay in or relocate to Europe. 

• Many aspects of quantum computing and its 
applications are under development and re-
quire strong cooperation between the classical 
and the quantum computing communities: 
the communities are in a perfect position to 
learn from each other and thus strengthen 
their position in the world without reinvent-
ing the wheel. 

• In a competitive and cutting edge technologi-
cal industry which quantum computing is, ef-
ficient and effective coordination among and 
across nations is very important. 

• Europe as a whole (European Commission 
and member states) is a strong competitor 
when levels of public funding are taken into 
account, but probably needs improved coor-
dination to more effectively leverage available 
funding. 
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Quantum computing primer 

Any computation makes use of some physical pro-
cess that will transform data according to some 
rules. If we can manage to control these rules and 
make them equivalent to some logical operations, 
then we can make a computing device. Up to now, 
the rules used to build computers have been based 
on classical phenomena: the set of physical theo-
ries developed until the early 20th century. 

Quantum theory was born to explain a number of 
experiments related to matter and light at the small 
scale that could not be explained by classical phys-
ics. As a side product, the formulation of this new 
physical theory provided a new set of rules that 
generalize those of classical logics. Using these 
rules, we can build a novel type of computing de-
vice based on the interactions described by quan-
tum theory. 

 

Figure 1 Illustration of two qubits in blue light with red light vertically 
(source: https://spectrum.ieee.org/media-library/illustration-of-two-

qubits-in-blue-light-with-red-light-verti-
cally.jpg?id=30824034&width=1200&height=804) 

Developing algorithms for this new type of com-
puter has provided a novel perspective on the the-
ory of computation and provided a very powerful 
result: by using quantum operations, one can de-
sign algorithms that solve problems (exponen-
tially) faster than conventional computers. This is 
a major result, as advances in speed were based on 
improvements of the algorithms or improvements 
of the hardware, such as increasing the speed of a 
processor. However, the dramatic speedup for 
some problems using quantum computers are a 
result of the combination of a new formulation 
and a new set of operations, not available in clas-
sical logic. Quantum computation, a general case 
of the computers we use daily, provides more 
powerful computing devices. Shor’s algorithm to 
factor a number in its prime factors is often 

quoted as an example of this speedup, because it 
opens the road to find cryptographic keys. Once 
quantum computers become practical, this may 
well pose a threat to secure, encrypted communi-
cation. The key point here is that this requires a 
significantly larger quantum computer than is 
available now: for factoring a key of several thou-
sand bits a logical qubit register of several thou-
sand qubits is required. With the current state-of-
the-art, this requires millions of physical (noisy) 
qubits. Such a large quantum computer is at least 
10 to 15 years away, if not more (Preskill, 2018). 

Nevertheless, quantum computing is casting its 
shadow ahead. And governments and organisa-
tions are already taking countermeasures. The 
government of the USA, e.g., now requires all its 
services to prepare for the security threat quantum 
computing will pose. It means that current encryp-
tion technologies are to be upgraded to a degree 
that even challenges quantum computing. 

The European Union is preparing for this post-
quantum era as well, mostly in the form of recom-
mendations. Several national initiatives have 
evolved in the recent past. (See (NUKIB - Tsjech 
National Cyber and Information Security Agency, 
sd), and Attema, et al., 2023)”(PQC=Post-Quan-
tum Cryptography). 

In recent years, the connection between HPC and 
quantum computing started taking shape. Quan-
tum computers with their complicated support 
electronics are, from a computer systems architec-
tural point of view, accelerators, or coprocessors, 
not stand alone systems. In 2021, work has begun 
on the EuroHPC JU “Pilot on quantum simula-
tor” project <HPC|QS>. The aim of 
<HPC|QS> is to prepare European research, in-
dustry and society for the use and federal opera-
tion of QCS. <HPC|QS> is developing the pro-
gramming platform for the QS, which is based on 
an emulating platform provided by a European 
company, and the deep, low-latency integration 
into modular HPC systems based on ParTec’s Eu-
ropean modular supercomputing concept. A twin 
pilot system of QSs, developed as a prototype by 
a European company, will be implemented and in-
tegrated at CEA/TGCC (France) and Forschung-
zentrum Jülich/Jülich Supercomputing Centre 
(Germany), both hosts to/of European Tier-0 
HPC systems. The pre-exascale sites BSC (Spain) 
and CINECA (Italy) as well as the national Quan-
tum Learning Platform at ICHEC (Ireland) will be 
connected to the TGCC and Jülich Supercompu-
ting Centre via the European data infrastructure 
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FENIX (Ref QFLAG SRIA 2030, to be pub-
lished). The <HPC|QS> serves as a seed project 
for the upcoming EuroHPC QS program, after 
the selection of 6 European centers as hosting en-
tities for a new generation of Quantum computers 
that will operate the systems on behalf of the Eu-
roHPC JU. This quantum computer infrastructure 
will support the development of a wide range of 
applications with industrial, scientific and societal 
relevance for Europe, adding new capabilities to 
the European supercomputer infrastructure. 

It is often asked what the “killer application” of 
quantum computing will be. Without available 
practical quantum hardware allowing for large 
scale experimentation, that question is difficult to 
answer. For the near future, whatever that means 
for quantum computation, it seems  to be the sim-
ulation of physical quantum systems, such as the 
structure of complex molecules. A slightly differ-
ent quantum computational type of device, based 
on Rydberg atoms, is a likely candidate to provide 
the computational power for such simulations. 

 

Figure 2 A pentagon of super atoms: The illustration depicts the 
densest possible ordering of five Rydberg excitations in an ensemble of 

rubidium atoms that are pinned in an optical lattice (source: 
https://www.mpg.de/research/rydberg-excitation-quantum-gas)   

Computer science has developed a full the-
ory to classify the difficulty of computa-
tional problems. Under this approach –
termed Computational Complexity– some 
problems have been identified as easy to 
solve, while others may become hard to 
solve for a computer. This approach poses 
a limitation on the computational problems 

we may solve, unless one finds better algo-
rithms to solve these hard tasks. 

The Deutsch-Jozsa algorithm is a good 
example of a Quantum algorithm that 
solves a problem classified as hard from the 
classical point of view. However, it be-
comes an easy task using a Quantum device 
running this algorithm. The problem, 
namely assessing the properties of a math-
ematical function of many variables, is hard 
classically because the function has to be 
evaluated many times, and is the number of 
repetitions that consumes the computa-
tional power. The Quantum approach uses 
a superposition of states to obtain the out-
come using a single evaluation of the func-
tion. 

This is a problem specifically designed to be 
easy for a Quantum computer but hard for 
a classical machine, although of little prac-
tical interest. However, by showing that 
Quantum computers can be exponentially 
faster than classical computers it paves the 
way to look after practical algorithms that 
may show a similar speedup over practical 
tasks. 

The global race for quantum 
computing 

Quantum computing is built on the foundations 
of quantum mechanics laid out by European sci-
entists  at the dawn of the 20th century. Since 
then, Europe has continued to excel in fundamen-
tal quantum physics. However, now that the utili-
zation of quantum computing and communica-
tion are emerging we are entering an era of global 
competition in several very concrete fields. 

 

Figure 3: Solvay conference 1927 
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Europe pioneered several technological paths for 
qubit technology (first demonstration of super-
conducting quantum gates [11], trapped ion qubits 
[12]) and has a strong position in promising tech-
nologies such as neutral atoms (Pasqal: 
https://www.pasqal.com/) and semiconductors. 

Europe must get up to speed in quantum compu-
ting systems hardware. Proofs of concept and in-
novative solutions are developed by pioneering 
European startup companies and research labs, 
but larger quantum chips so far have been made 
by US companies. Europe is now changing gears 
as suggested by the roadmaps from the "Quantum 
Flagship Initiative" (https://qt.eu/) and the asso-
ciation of European Industrial for Quantum tech-
nologies (https://www.euroquic.org/). 

In software, most available quantum program-
ming frameworks originate from major American 
companies. In Europe, some players (ATOS: 
https://atos.net/en/lp/myqlm, VeriQloud: 
https://veriqloud.com/, Quantum Inspire: 
https://www.quantum-inspire.com/) are well in 
the race and already propose approaches to allow 
experimenting with quantum programming using 
quantum computer simulators and quantum com-
puter hardware. Also important to mention are the 
efforts of hardware start-ups that experiment with 
their platforms by providing cloud access to their 
programming tools like Quandela cloud 
(https://www.quandela.com/cloud/). 

Europe is struggling with funding among nations. 
The overall public funding (EU as a whole plus 
individual member states) compares well by being 
head to head with the U.S. and China, but this 
hides the fact that each member state has its own 
agenda and funding strategies. Initiatives such as 
the already mentioned Quantum Flagship should 
bring more coordination. The situation is very dif-
ferent for private funding needed by the industry. 
Due to the lack of significant risk funding oppor-
tunities in Europe, companies might not find the 
resources to support their growth: some might 
find better opportunities elsewhere, some might 
simply die. 

 

Figure 4 PhD student Alex Greene working on a superconducting 
quantum computing system at MIT (source: 

https://news.mit.edu/2022/alex-greene-quantum-computers-1013). 

Last but not least, Quantum Technology is also a 
race for talents. To achieve this goal, 20 Universi-
ties from ten European countries are setting up an 
education and training program for quantum tech-
nologies in Europe with 16 new specialized Mas-
ter's degrees: DigiQ (Digitally Enhanced Quan-
tum Technology Master), the primary workforce 
development project of the Quantum Flagship 
(https://qt.eu/). But beyond training future quan-
tum experts, Europe also needs to attract and keep 
the best talents of the world by offering attractive 
opportunities in its research and industry sectors. 

Further reading: 

• Is winter coming? Quantum computing’s trajectory in the years 
ahead 

• How Not To Invest Stupid And Other Smart Money Lessons 
From A Shark Tank Billionaire? 

• https://www.canva.com/design/DAFvjEJ4m8I/view  
• The Quantum Insider  
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Quantum explainer 

Classical computers are built from classical 
bits, quantum computers use quantum bits, 
or qubits. And, of course, there is a funda-
mental difference between the two. A clas-
sical bit can have two values, which are usu-
ally designated as “one” (1) and “zero” (0). 
If we measure the state of a classical bit, it 
is either of these two values. If we repeat a 
calculation where (part of) the result is 
stored in a particular bit, then we find that 
the bit always has the same value (ignoring 
any errors in the classical computer). 

But not so for quantum bits. A quantum 
bit, or qubit, has two fundamental states, 
which, again we designate with “one” and 
“zero”. But a qubit can also be in a super-
position of these two states 1 and 0. And 
that is a fundamental difference between 
classical bits and qubits. However, when we 
observe a qubit, when we measure its state, 
the state of the qubit “collapses” to one of 
its fundamental states and we’ll see either a 
1, or a 0. In other words, we cannot observe 
the superposition of the two states 1 and 
0. And if we repeat the same quantum cal-
culation, then we will find the qubit that 
stores the result sometimes in the 1 state 
and sometimes in the 0 state when we 
measure. 

It is as if we have a box with a coin in it.  
Quantum mechanics tells us that the coin is 
showing both faces at the same time, each 
with a certain probability: it is in a super-
position of heads and tails. But we cannot 
observe (measure) the coin without open-
ing the box. But as soon as we do open the 
box, the state of the coin collapses to either 
heads or tails, not that superposition of 
states that it was in before we opened the 
box. Note that this is an explanation of su-
perposition based on a macro scale system 
(a coin). Quantum mechanics deals with 
systems at the atomic level. The macro-
scopic explanation seems strange, or coun-
terintuitive: how can a coin show heads and 
tails at the same time? In the macroscopic 
world that situation cannot arise, in the 
world of quantum mechanics, it can. The 
fact that quantum mechanics is counterin-
tuitive makes it difficult to comprehend. 

Quantum Gates: Classical bits are pro-
cessed using classical gates. The simplest 
classical gate is the NOT gate, which ne-
gates the boolean value of its input: an in-
put of 1 becomes an output of 0, and vice 
versa. Note that we can always deduce from 
the output of the NOT gate what its input 
was: the NOT gate is reversible. Two other 
types of classical gates are the AND gate 
and the OR gate. An AND gate produces a 
1 on its output if all of its inputs are 1, oth-
erwise the output is 0. An OR gate pro-
duces a 0 on its output when all of its inputs 
are 0, otherwise the output is 1. Note that 
the value of the inputs of the AND gate and 
the OR gate cannot be deduced individually 
from its output: classical AND and OR 
gates are not reversible, they “destroy” in-
formation. Quantum gates are always re-
versible. As their classical counterparts, 
they come in single qubit input form and in 
multi qubit input form. In general, single in-
put quantum gates modify the superposi-
tion state of its input qubit. Multi input 
quantum gates take two or more qubits and 
modify their states based on their states. So, 
the superposition of states of the output 
qubits depends on the superposition of 
states in the input qubits: the states of the 
qubits on the output of a quantum gate are 
entangled. 

Again, just like its classical counterpart, a 
quantum computer consists of sequences 
of combinations of quantum gates. At the 
moment most quantum algorithms are 
presented as such sequences of quantum 
gates, comparable, e.g., to a circuit diagram 
of an ALU (arithmetic and logic unit) in a 
classical computer. 

Rydberg atoms are atoms of which one or 
more electrons in the outer shells are ex-
cited to higher energies. The higher energy 
states are closer together: the energy differ-
ence between these levels is much smaller 
than those of the lower energy states. That 
means that electrons in those higher energy 
states more easily travel between such 
states. Rydberg atoms can be arranged in 
arrays of interacting atoms. Through their 
natural interactions they can be used to 
simulate many-body quantum systems, a 
simulation that requires enormous classical 
compute resources. 
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Quantum supremacy: is defined as "the 
potential ability of quantum devices to 
solve problems that classical computers 
practically cannot" and was initially intro-
duced by John Preskill. A paper published 
in Nature by a Google/NASA team [8], [9] 
claimed to have reached quantum suprem-
acy. The fact is, if some sort of quantum 
advantage was demonstrated it was for a 
pretty useless application. If this work did 
not show that quantum computing is ready 
for real applications, it demonstrated that 
its basic principles are valid. Recent works 
shed another light on Quantum Supremacy 
by introducing theoretical elements show-
ing that such a supremacy could be chal-
lenged on a classical laptop computer if lim-
itations of real quantum hardware (noise, 
imperfections) are taken into account. 

Hybrid Computing: Not all problems are 
fit for solving on a quantum computer. “Fit 
for” here means that the quantum com-
puter can do exponentially better in terms 
of execution time than their classical coun-
terpart. Sorting is an example: efficient clas-
sical algorithms for sorting are just as fast 
as their quantum counterparts. So, it is log-
ical to combine classical and quantum algo-
rithms in so-called hybrid algorithms to get 
the best of both worlds. An example of 
such a class are quantum variational algo-
rithms. Such an algorithm requires a cost 
function which is used to find the global 
optimum in a multidimensional space.  The 
computation of the cost function can in 
some of these problems more efficiently be 
computed by a quantum computer than by 
a classical computer, but the rest of the op-
timisation problem is more efficiently com-
puted on a classical computer.  

In the Deutsch-Jozsa algorithm, a com-
puter must solve the following problem: 
find out whether a given function that maps 
multiple (n) boolean inputs to one boolean 
output is either constant, or is exactly bal-
anced. A balanced function in this case 
means that it will produce true for exactly 
half of the number of possible inputs and 
false otherwise. And, of course, constant 
means that the function produces true for 
all inputs, or false for all inputs. The func-
tion is guaranteed to be balanced or con-

stant, but it is possibly rather computation-
ally costly to evaluate. It can be shown that 
a classical computer needs to evaluate the 
function 2^n + 1 times, while a quantum 
computer needs to evaluate the function 
only once. So, with increasing n, at some 
point the quantum computer will be able to 
solve this problem faster than a classical 
computer. 

Further reading: 

“Classical and Quantum Information Theory, An Intro-
duction for the Telecom Scientist”, Emmanuel Desurvire, 
Cambridge University Press, 2009, DOI: 
https://doi.org/10.1017/CBO9780511803758 for a gentle 
introduction to quantum information technology 

“IBM Quantum Learning“, https://learning.quantum-
computing.ibm.com/, (requires registration) for courses 
and hands-on experimenting with quantum computing. 

Nielsen, M., & Chuang, I. (2010). Quantum Computation and 
Quantum Information: 10th Anniversary Edition. Cambridge: 
Cambridge University Press. 
https://doi.org/10.1017/CBO9780511976667 for a thor-
ough, theoretical introduction to quantum technology. 

“The Feynman Lectures on Physics”, Part III, Chapter 1-4 
(https://www.feynmanlectures.caltech.edu/III_toc.html) 
for an introduction to the central ideas of quantum me-
chanics; 

Quantum internet 

A quantum internet is an application of quantum 
networks. Quantum networks enable the commu-
nication of qubits. Such networks can be used to 
connect quantum processors to form more pow-
erful quantum computers. Quantum networks can 
also be used to create quantum internet applica-
tions. One such application is the secure distribu-
tion of cryptographic keys: in this setup, crypto-
graphic keys are distributed over a quantum net-
work using entangled qubits, enabling the detec-
tion of eavesdropping on the communication. But 
quantum internet, just like quantum computers, 
are under development and are still much in the 
research phase. Practical applications at this mo-
ment require complicated setups, often involving 
cryogenically-cooled devices, preventing wide-
spread use today and in the next few years. (Singh, 
Dev, Siljak, Joshi, & Magarini, 2021) 
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Conclusion 

Quantum computing will have an indirect impact 
in the next few years with respect to embedded 
software development and embedded software. It 
depends on the speed of evolution and innovation 
of quantum technology when quantum computing 
devices will leave the laboratory and make their in-
troduction to the industry. For now, that appears 
to be at least a decade away, but vigilance on this 
subject is required. And Europe should strive for 
independence from other nations in this area to be 
able to develop this technology on its own, in the 
light of the recent developments in international 
relations. 
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Open source drives collaboration and innovation. It is well established for software but 
still in its early days for hardware. Open source hardware will lower the barrier to en-
try and help achieve European sovereignty and reduce vendor lock-in. 

Open hardware and RISC-V: an 
exciting opportunity for Europe 

by Miquel Moretó, Osman Unsal, Adrian Cristal, 
Jérôme Quévremont and Gaël Blondelle 

With economies discovering the limits of the glob-
alisation of the past three decades, the world is en-
tering a new phase. In Europe, this phase is fur-
ther driven by the need to protect European citi-
zen’s security, and to assert sovereignty in key stra-
tegic technologies. Particular key technologies are 
semiconductors and computing. To retain the ca-
pability to compete in this key technology, Euro-
pean nations and companies have to rely on a set 
of common building blocks. These building 
blocks are best served through creating an open 
hardware environment. 

Europe has traditionally been strong in building 
industries that are greater than the sum of their 
parts. This collective ecosystem is driven by small- 
to medium-sized enterprises (SMEs) as much as 
by larger companies. In this sense, an open hard-
ware environment is the best avenue to enable 
these myriad actors to march in unison towards 
the main goal of creating a world-class hardware 
base.  

The focus of this article is open source IP and chip 
design, including all the layers of the hardware 
compute stack from high-level synthesis languages 
down to EDA tools development. There are mul-
tiple initiatives for open hardware, examples in-
clude RISC-V ecosystem (https://riscv.org), 
Open Compute https://www.opencompute.org/, 
Open Hardware Repository (https://ohwr.org) 
and Open Source Hardware Organization 
https://www.oshwa.org/. 

Among the alternatives, the RISC-V path has 
gained the most traction in Europe and accord-
ingly this report proposes RISC-V as Europe’s 
open hardware solution of choice.  

Key insights 

• Open source is a global framework for collab-
oration and innovation. It is well established 
for software, but still at an early stage for 
hardware. Open source delivers benefits 
across the whole landscape from HPC to 
cloud to IoT and AI. 

• Open source hardware comprises open hard-
ware interfaces including the Instruction Set 
Architecture (ISA), the high-level hardware 
descriptions of core components (e.g. pro-
cessing cores, caches, and peripheral memory 
controllers), process for fabrication, and elec-
tronic-design automation tools. 

• It is insufficient to merely release the hard-
ware, as abandonware, in an open source re-
pository to satisfy the funding agency. Open 
source foundations like the Eclipse Founda-
tion and OpenHW Group are there to sup-
port research and industry players to create a 
real open source community and visibility. 

• Hardware has higher requirements for verifi-
cation than software, with peculiarities to ad-
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dress by the governance of open source hard-
ware projects. Hardware verification is more 
costly than development, so once verification 
is done, the design will likely be frozen, and 
should not evolve.  

• Open source collaboration enables a high de-
gree of software/hardware co-design due to 
open interfaces and implementations across 
the whole software/hardware stack. An ex-
ample is the collaboration between OpenHW 
and RedHat [5].  

• Open source hardware allows accessing 
source code (e.g. for certification) achieving 
such sovereignty, avoiding export controls 
and without depending on a specific vendor. 
Sovereignty in hardware design is especially 
strategic for cybersecurity, safety critical (e.g. 
automotive), defense and other specific sec-
tors affecting national security [6].   

• Open source lowers the barrier to entry. In 
particular, permissive open source licensing 
(Apache, MIT, BSD…), as selected by the 
OpenHW Group, allows the integration of 
open source components in proprietary de-
signs. In contrast, a GPL licence on IP forces 
the whole design to become GPL, since hard-
ware has no equivalent to software’s dynamic 
loading. This leads to dual licensing ap-
proaches where the design made available un-
der GPL is fully owned by a company that li-
cences it under proprietary licensing terms for 
commercial use. The dual licensing  model can 
enable the freedom for academic use when a 
company wants to be able to capture some of 
the value from commercialization of success-
ful designs. 

Permissive licensing recently proved success-
ful in the open source hardware realm, e.g. 
through the adoption of the academic PULP 
cores by OpenHW Group projects to mature 
them to production-grade IPs. This permis-
sive open source licensing approach is gradu-
ally replacing the dual licence model.  

• Among open source hardware, RISC-V has so 
far gained the most traction in Europe. 

• RISC-V and open source hardware are great 
tools for use in education and academia, to 
help attract and retain talent. 

Key recommendations 

• Europe needs to establish truly European so-
lutions for computing. Open source hardware 
and RISC-V are seen as good leverages to in-
crease European sovereignty and economy, in 
conjunction with the European Chips Act. 

• We propose RISC-V as Europe’s open hard-
ware solution of choice for all domains rang-
ing from embedded systems to HPC. 

• Hardware developers should release as much 
IP as possible in open source in order to pro-
mote collaboration between academia and in-
dustry. 

• We recommend the adoption of permissive 
open source licences, which have been more 
successful in driving adoption, and lowering 
barriers to collaboration between research, ac-
ademia and industry. 

• Developers should leverage the experience, 
governance, and processes of existing open 
source foundations established in Europe in 
order to build an open source community and 
visibility. 

• Hardware engineers and students should be 
aware of open hardware and should be en-
couraged to contribute to open source hard-
ware during their career or studies, as is com-
mon for software. 

Open source governance and 
community building 

The term “Open Source” was defined in the late 
90’s by the Open Source Initiative (OSI), a created 
by a group of entrepreneurs that wanted to pro-
mote Free Software without using the term free, 
which is ambiguous in English with meanings 
both about “freedom” and “gratis”. An open 
source license is one that has been accepted by the 
OSI as being compliant with the open source def-
inition, which emphasises no discrimination 
against persons or groups, and no discrimination 
against fields of endeavour, source code access, 
freedom to create derived works, and free redistri-
bution. 

Over the last 25 years, open source has enabled 
rapid innovation in the software industry and has 
become the preferred way of setting up global col-
laborations and ecosystems for core technologies 
and non-differentiating software. An enabler of 
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this global collaboration is that open source li-
cences, like the Apache Software Licence, the 
MIT or BSD licence for example are short and 
easily understood and applied worldwide. Those 
“permissive licences” have proven to be efficient 
to enable collaboration between research, industry 
and startups.  

The bloom of open source has been supported by 
the rise of open source foundations as they devel-
oped their well structured open source govern-
ance framework as a set of rules and practices that 
guide the development of open source projects 
and the management of open source communi-
ties. For example, the Eclipse governance model 
is supported by an open and transparent develop-
ment process that supports decision making, en-
sures vendor neutrality and provides world-class 
intellectual property management. 

Strong open source governance supports growing 
a community because the rules of engagement are 
clear. Over the decade, most corporations have 
defined policies to allow their employees to con-
tribute to open source software and it is time to 
extend this to open source hardware. As open 
source hardware is recent, most hardware devel-
oper teams have no prior open source experience 
and face a longer learning curve.  

In the last decade, the principles of OSS govern-
ance have been extended to open source hard-
ware, particularly in computing architecture. In-
deed, much of modern hardware development, es-
pecially in areas like RISC-V processors, resem-
bles software development. Thus, groups like the 
OpenHW Group are adopting open source mod-
els for hardware development, using licences like 
Apache/Solderpad.  

But open source hardware projects are different 
from open source software, for example due to 
specific verification requirements, which has an 
effect on the way that the hardware description 
codebase is managed. The OpenHW Group’s in-
dustrial projects prepare intellectual property (IP) 
blocks (RISC-V cores, accelerators…) that will 
eventually get into integrated circuit designs. Once 
etched in silicon, any bug can cause catastrophic 
consequences. It is therefore necessary to fully 
verify open source hardware IP blocks before re-
leasing them. Verifying a RISC-V processor core 
represents significantly more effort than designing 
it. Therefore, once the core is fully verified, the 
source code will likely be frozen, and should not 
evolve for that design. 

The rise of an open Instruction 
Set Architecture 

The advent of Artificial Intelligence applications 
in the embedded system market has raised the de-
mand for high performance computing capabili-
ties in embedded processors. This demand is pres-
ently coming from cloud based computing ser-
vices for embedded applications and will involve 
more and more into edge computing devices fea-
turing high computing power close to the final 
user or even to Internet-of-Things nodes. This re-
ality opens a particularly favourable scenario for 
horizontally sharing the same computing plat-
forms (instruction set architectures) in different 
contexts, ranging from the embedded market to 
the HPC market. 

In this view, the appearance of the RISC-V in-
struction set (Patterson, 2016) (Waterman, 2013) 
on the embedded system scene is of particular in-
terest, as it allows processor designers to join the 
high volumes of embedded solutions with the ad-
vantages of an open instruction set and software 
technology. As the software stack support matures 
for different market segments, RISC-V-based pro-
cessors are making the jump from embedded sys-
tems to data-centre class CPUs and Supercompu-
ting.  

RISC-V originated in 2010 from a research project 
at the University of California, Berkeley and is 
now supported by the RISC-V International foun-
dation counting about 4,000 members, among 
which are numerous major industrial actors in the 
ICT market (http://riscv.org). RISC-V is com-
posed of a base instruction set—divided into user 
and privilege sets—that has been finalised and will 
never change, extended in a modular fashion by a 
number of dedicated instruction sets targeting 
higher performance or specialised application do-
mains. Interestingly, there is a vector processing 
extension, already ratified with the release of 
RVV1.0  (https://wiki.riscv.org/dis-
play/HOME/Recently+Ratified+Extensions). 
The latest version of the extension is optimised 
for embedded systems, and ongoing discussion is 
aimed at optimising vector support for other do-
mains such as HPC and AI. The matrix multipli-
cation extension, expected to be defined and rati-
fied in 2024; will expand the RISC-V applicability 
towards hardware support for modern AI applica-
tions. This illustrates the positive impact of open 
specifications evolving to address the needs of 
large communities. 
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The RISC-V initiative inherits the long history of 
RISC processors started in the 1980s from the re-
search initiatives led by John Hennessy and David 
Patterson. In 2018, they received the ACM Turing 
award “for pioneering a systematic, quantitative 
approach to the design and evaluation of com-
puter architectures with enduring impact on the 
microprocessor industry”. It is important to note 
that while RISC-V is an open ISA standard, this 
does not automatically imply open source hard-
ware. However RISC-V has been the ISA of 
choice for most open hardware efforts, since the 
RISC-V ISA standard is free for both senses of the 
word.  

At present, while several RISC-V proprietary and 
open products are emerging for the embedded 
market, there is limited availability of RISC-V 
HPC processors, either implementing vector 
computation or targeting general purpose HPC 
applications. The 45 nm vector-accelerated Uni-
versity of California, Berkeley Hwacha chip 
achieves 16.7 Double-Precision GFLOPS/W, 
while the 28 nm FDSOI Hwacha chip employs ag-
gressive voltage biassing techniques to achieve 
power efficiency in variable load conditions. The 
SiFive’s U540 Quad-Core Processor addresses 
general purpose performance and exhibits a 6 
GFLOPS theoretical peak at a 4.63 W board 
power consumption, showing the need for accel-
erator support to target breakthrough power effi-
ciency. 

Sovereignty 

In the past years, a few events have revealed Eu-
ropean weaknesses and the need to regain control 
of key electronic sectors. The 2020 semiconductor 
shortage, which followed the COVID lockdowns, 
severely affected the European industry, in partic-
ular critical sectors such as automotive. The pro-
jected acquisition of Arm by NVIDIA in 2021 
demonstrated to semiconductor manufacturers 
that a competitor could take the control of a then 
quasi-monopolistic supplier for their embedded 
computing architectures. 

“Sovereignty” can have several embodiments: 
gaining full control over a critical asset, ensuring a 
sufficient availability of a critical asset, or making 
sure that no-one can prevent you from exploiting 
a critical asset. In the case of semiconductor man-
ufacturing, the European investments deriving 
from the Chips Act are a way to increase control 
on the semiconductor supply chain for the sake of 

the European economy. In the case of open 
source hardware for computing solutions, the goal 
is to support the free flow of the technology, and 
ensure that European actors cannot be blocked 
from the use of a critical intellectual property. 

A representative illustration of the protection 
against export restrictions that can be brought by 
open source lies in the ongoing economic con-
frontation between the USA and China. In 2019, 
the Chinese manufacturer Huawei was prevented 
from integrating Google proprietary apps (Maps, 
YouTube…) into their smartphones by then-pres-
ident Donald Trump [1]. But he could not prevent 
the Chinese company from integrating Android, 
as the latter is available as open source. The Linux 
Foundation published a report [2] to explain and 
elaborate on open source and US export control 
[4].  

On our continent, the European Commission has 
mandated a working group on sovereignty and 
published their “Recommendations and Roadmap 
for European Sovereignty in Open Source Hard-
ware, Software, and RISC-V Technologies” [3]. 
From the conclusions, the Key Digital Technolo-
gies Joint Undertaking (KDT JU, now Chips JU) 
has carried out several calls for projects, which 
gave birth to the TRISTAN and ISOLDE open 
source hardware projects. Other calls and projects 
are expected to follow to increase the European 
impact in the open source hardware field. 

Beyond the protection against quasi-monopolies 
and geopolitical issues, open source unleashes new 
avenues for business and innovation, through par-
ticipation and collaboration of many stakeholders 
working towards the same goal – European lead-
ership. Finally, adopting and contributing to open 
source hardware creates technical and business 
differentiators: the ability to customise and get a 
better architectural/energy/performance fit for 
one’s application; ability to perform white-box 
analyses for critical domains; sharing costs instead 
of purchasing IP… A stronger economy is a good 
factor to defend the future of our continent. 

Finally, it is interesting to note that RISC-V Inter-
national, the foundation that maintains and devel-
ops the ISA, has moved to Switzerland, which 
grants neutrality from national regulations.  
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Conclusion 

This position paper has defined open source hard-
ware, advocated for an open source hardware eco-
system based on the RISC-V standard, surveyed 
the state of the art in RISC-V open source hard-
ware; and argued that RISC-V is a good choice to 
ensure European sovereignty.  

 

References 

[1]  BBC, "Huawei's use of Android restricted by Google", 2019 
[Online]. Available: https://www.bbc.co.uk/news/business-
48330310. [Accessed 23 November 2023]. 

[2]  The Linux Foundation, "Understanding Open Source 
Technology & US Export Controls", 2021 [Online]. Available: 
https://www.linuxfoundation.org/resources/publications/und
erstanding-us-export-controls-with-open-source-projects. 
[Accessed 23 November 2023]. 

[3]  Open Source Hardware & Software Working Group, 
"Recommendations and Roadmap for European Sovereignty in 
Open Source Hardware, Software, and RISC-V Technologies", 
2022 [Online]. Available: https://digital-
strategy.ec.europa.eu/en/library/recommendations-and-
roadmap-european-sovereignty-open-source-hardware-
software-and-risc-v . [Accessed 23 November 2023]. 

[4]  Reuters, "RISC-V technology emerges as battleground in US-
China tech war", October 2023 [Online]. Available: 
https://www.reuters.com/technology/us-china-tech-war-risc-
v-chip-technology-emerges-new-battleground-2023-10-06/ 
[Accessed 23 November 2023]. 

[5]       OpenHW, "OpenHW Group Announces CORE-V CVA6 
Platform Project for RISC-V Software Development & 
Testing", November 2023 [Online]. Available: 
https://www.openhwgroup.org/news/2023/11/07/openhw-
group-announces-core-v-cva6-platform-project-for-risc-v-
software-development-and-testing/ [Accessed 23 November 
2023]. 

[6]  Open Source Hardware & Software Working Group, 
"Recommendations and roadmap for European sovereignty on 
open source hardware, software and RISC-V Technologies ", 
September 2023 [Online]. Available: https://digital-strate-
gy.ec.europa.eu/en/library/recommendations-and-roadmap-
european-sovereignty-open-source-hardware-software-and-
risc-v [Accessed 23 November 2023]. 

 

Miquel Moretó leads the High Perfor-
mance Domain Specific Architectures 
team at Barcelona Supercomputing Cen-
ter. 

Osman Unsal is co-manager of the 
Computer Architecture for Parallel Para-
digms research group at Barcelona Su-
percomputing Center. His group has de-
veloped in-order and out-of-order RISC-V 
cores; as well as the RISC-V vector pro-
cessing unit in the European Processor 
Initiative project.  

Adrian Cristal is co-manager of the 
Computer Architecture for Parallel Para-
digms research group at Barcelona Su-
percomputing Center.  

Jérôme Quévremont is RISC-V and 
open hardware project leader at Thales 
Research & Technology. He serves as 
co-chair of the Technical Working Group 
at the OpenHW Group and the chair of 
the Functional Safety special interest 
group at RISC-V International. 

Gael Blondelle is chief membership of-
ficer at the Eclipse Foundation AISBL. He 
has been working in open source since 
2004 and is helping organisations collab-
orate in open source since he joined the 
Eclipse Foundation in 2013.  

New hardware 135



HiPEAC Vision 2024 rationale

Open source hardware136



 

 

Cybersecurity 
 

 

 

 

 

  





 

The Next computing Paradigm (NCP), with its massively interconnected components, 
faces compounded cybersecurity and privacy issues, at all levels of its continuum. 
These must be addressed for the concept to succeed. 

The race for NCP cybersecurity 

by Olivier  Zendra and Bart Coppens

The Next Computing Paradigm (NCP), character-
ized by its massive interconnectivity between nu-
merous services and systems, faces significant cy-
bersecurity and privacy challenges across its entire 
spectrum.  

The vast number of interconnected systems and 
services offer a very large attack surface. Given the 
pervasiveness of the NCP, reaching the cyber-
physical world, the potential consequences of at-
tacks include not only the risk of leaking sensitive 
data and potentially leading to large economic 
losses, but attackers could also gain the capability 
to yield tangible and, in some cases, life-threaten-
ing impacts. 

Implementing the NCP thus extends way beyond 
facilitating harmonious interactions among its 
myriad services, which is a challenge in itself. It 
fundamentally hinges on ensuring the cybersecu-
rity of this intricate network. The acceptance of 
the NCP is contingent on trust, and to garner 
trust, effective security must be guaranteed. Signif-
icant challenges persist in establishing the neces-
sary levels of security for the NCP, and these chal-
lenges are of critical importance to pave the way 
for the paradigm's acceptance and success. 

This chapter contains six contributions related to 
cybersecurity for the NCP, four of them more re-
lated to software security and two to hardware se-
curity: 

• “The NCP cybersecurity challenges”. 
This article provides an overview of some of 
the cybersecurity challenges the NCP faces, 

including classical software supply chain is-
sues, as well as challenges in this context of 
massively interconnected elements. The case 
is also made for the vulnerability of two spe-
cific domains of interconnected elements be-
longing to the NCP, namely critical supply 
chains and services (like gas and electricity 
supply) and healthcare infrastructures and 
hospitals. If the EU wants to be strong, it 
needs strong cybersecurity on these aspects, 
now. 

• “More data for the NCP implies more pri-
vacy risks”. This article addresses the privacy 
issues induced by the multitude of data and 
communication in the NCP. Indeed, the latter 
includes numerous home sensors that will 
communicate with servers and services, and 
that could very easily leak private information 
if not properly taken care of, impairing the 
NCP acceptance by people. 

• “The browser: the key to your privacy on 
the Web”. This article addresses browser 
tracking issues. Currently, and in the Next 
Computing Paradigm (NCP) as well, one of 
the major ways of interacting with the Web is 
through the browser. But tracking users 
through their browser is commonplace, and 
often underestimated, with the user not being 
aware of them. The browser is thus a keystone 
to user privacy in the NCP. 

• “DLT and IPFS Technologies are Paving 
the Way for the NCP”. This article explains 
how distributed ledgers and file systems can 
provide the trustability and resilience to the 
NCP through decentralization, immutability, 
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and transparency of interactions and transac-
tions, removing single points of failures. 
However, significant challenges remain, such 
as  scalability, interoperability, and user adop-
tion. 

• “Integrity at Every Link: A Roadmap to 
Trustworthy Hardware Supply Chains”. 
This article makes the case that hardware con-
stitutes the foundation of any computer sys-
tem, and thus its integrity is crucial for cyber-
security. However, ensuring this integrity 
throughout the entirety of the hardware sup-
ply chain poses a significant challenge in es-
tablishing a secure computer system.  

• “Microarchitectures as Root-of-Trust in 
Computing Systems – Research Needs in 
Formal Security Analysis”. This article ex-
plores using formal methods for verifying 
hardware security, a shift from the traditional 
software-centric approach. While computing 
systems rely on hardware as a "root-of-trust" 
for security, new vulnerabilities exist that can-
not be patched in software alone. Thus, secu-
rity verification and the development of de-
fense mechanisms must be pursued at the mi-
croarchitectural hardware level, utilizing for-
mal methods specifically tailored for security 
verification. 

Key insights 
• The NCP comprises many small components 

that are discovered and integrated at run time. 
This leads to cybersecurity risks, in software 
supply-chain and in inter-components inter-
actions. 

• A tremendous number of IoT devices are un-
secure, especially communication-wise.  

• LLM security is in its infancy. 

• Many innocuous data sources like IoT-based 
sensors can be used alone or in combination 
to infer personal and private information. The 
NCP will merge multiple data sources, which 
may present privacy risks if not properly de-
signed and implemented. 

• User tracking through the browser is ex-
tremely widespread. Users are tracked almost 
all the time, on most websites. But browser 
fingerprinting has security uses that websites 
actively use. 

• Vendors add new functionalities to browsers 
at a fast pace, but not enough effort is put into 
minimizing privacy risks. 

• DLTs  and IPFS are key enablers to an overall 
decentralized secured platform on the Inter-
net. 

• Mass adoption of this new computing para-
digm will require thorough transformation of 
European laws and policies, including on the 
legal value of smart contracts. 

• Design-dependent hardware Trojans are a 
fundamental security issue. Standard detec-
tion systems only identify known hardware 
Trojans. 

• Hardware microarchitecture security flaws ex-
pose a very large attack surface. Vulnerabili-
ties often arise from integrating multiple com-
ponents and specific hardware-software inter-
actions. 

• Ad hoc processes that require design changes 
and software developer collaboration are used 
to mitigate hardware security issues. Security 
methods to address timing side channels in-
crease manual design workload and hardware 
overhead. 

Key recommendations 
• Promote privacy-enhancing technology re-

search to prevent data breaches or lower their 
impact.  

• To enhance privacy, systems should be de-
signed to not leak any data without explicit 
and meaningful user consent. No backdoor 
should be allowed. 

• Invest in methods and tools to have secu-
rity/privacy as a first-class citizen during the 
development of NCP hardware and software 
elements, including quantitative security met-
rics/properties. 

• Invest in methods and tools to find vulnera-
bilities in existing IT systems (e.g., with static 
analyses on source code and behavioural anal-
yses at runtime), and automatically prevent or 
mitigate them (e.g., with automated refactor-
ing tools and blocking systems),  

• Invest in automated methods and tools, pos-
sibly based on AI,  for runtime detection of 
intrusions, attacks and privacy breaches, and 
active cyber defense. 
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• Base the critical parts of the NCP on under-
stood open-source software and hardware, or 
on EU-made, trustable because audited soft-
ware and hardware. 

• Invest in authentication/identification of peo-
ple and NCP software and hardware ele-
ments, both for end-to-end trust and tracing 
of suppliers 

• Evaluate and improve blockchains/DLTs se-
curity and performance/scalability, both at al-
gorithmic level and implementation level.  

• Investigate the security of LLMs, with a par-
ticular focus on LLM prompt security. 

• Mandate securing the radio communications 
of IoT systems. 

• Expand mandatory EU-based, multi-level 
NCP elements security certification, holding 
IT systems providers and resellers liable for 
poor security, while taking the specifics of 
open-source projects into account. 

• Invest in methods and tools that break the 
uniqueness of people when browsing and al-
low users to control fingerprinting techniques. 

• Encourage browsers to block third-party 
cookies. 

• Enforce GDPR wrt. user tracking, ensuring 
collected data is strictly necessary to the us-
ages accepted by users.  

• DLTs and IPFS allow combining security and 
controlled openness. EU companies and pub-
lic authorities (including regulators) should 
thus rethink their models, moving from “pa-
per-based policies” to “code-base policies” re-
lying more on mission-oriented consortiums 
than competition. 

• Investigate and monitor possible ways, espe-
cially security issues, to circumvent European 
policies using DLTs  and IPFS  technologies, 
whether by European or foreign actors 

• Invest in long-term research to secure the 
hardware supply chain and in short-term, 
best-effort security to protect against mali-
cious hardware Trojans: 

o automatic, zero-fault, non-destructive 
reverse engineering methods enabling 
end-to-end equivalency validation, and 
complete equivalence checking meth-
ods from design specifications to phys-
ical devices.  

o active measures to prevent malicious 
design modifications in hardware sup-
ply chains. 

• Invest in methods and tools for SoC microar-
chitecture security analysis, formalising micro-
architectural threat models for new non-func-
tional formal verification approaches. 

• Invest in verification-driven, secure-by-con-
struction design providing system-wide threat 
coverage.  

• Promote open-source and public-domain ini-
tiatives, such as the RISC-V ecosystem. 
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The Next Computing Paradigm (NCP), with its numerous, interconnected and com-
municating elements, from servers and services to IoT, sensors and user interfaces, of-
fers an immensely vast cyberattack surface. This must be addressed for the NCP to 
succeed. 

The NCP cybersecurity 
challenges 

by Olivier Zendra and Bart Coppens 

Key insights 

• NCP services are vulnerable to software sup-
ply-chain attacks, especially with the multipli-
cation of components providers.  

• The very large number of services composing 
the NCP creates numerous integration and 
communication points between these services 
that have not been evaluated together for se-
curity, hence potential vulnerabilities. 

• The dynamic composition of services creates 
further attack opportunities. 

• The NCP reaches the physical world, with sig-
nificant and impactful cybersecurity issues in 
critical supply chains and services, like gas and 
electricity supply and healthcare  infrastruc-
tures and hospitals. 

• A tremendous number of IoT devices are un-
secure, especially communication-wise.  

• LLMs security is still in its infancy. 

Key recommendations 

• Promote research and tools for finding and 
removing vulnerabilities in software supply 
chains.  

• Promote research into the cybersecurity of 
systems with many small components that re-
quire secure interactions, especially in cases 
when the interacting components are un-
known. 

• Promote the cybersecurity of critical physical 
supply chains and services, like gas and elec-
tricity supply, and healthcare infrastructures 
and hospitals. 

• Promote IoT cybersecurity, especially with re-
gards to radio communications.  

• Promote research in LLM security, especially 
and urgently against prompt poisoning attacks 
and leakage of information. 
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The NCP, an extended playground 
for cybervillains 

Digital technology is increasingly altering the in-
teractions of EU citizens with governments and 
corporations. The reliance of EU citizens on the 
current computing continuum, and on the coming 
NCP, including smartphones, smart devices, large 
computer systems, cloud, edge, and IoT devices, 
is ever growing. Social media and electronic com-
merce streamline and individualise customer ser-
vice. Today's EU citizen disregards borders when 
purchasing goods, services, and commodities 
online.  Similarly, contemporary domestic appli-
ances have been digitized and computerised. In-
ternet-controlled HVAC systems are a feature of 
smart residences, and 5G/6G smart networks will 
accelerate this development. The Internet of peo-
ple and the Internet of machines (Industry 4.0) in-
terweave. The risks associated with the digitaliza-
tion of daily life include the potential for private 
data exposure or harm to critical infrastructure 
due to security weaknesses in software systems. 
Such incidents have the capacity to endanger life 
or state sovereignty. Consequently, cybersecurity 
is a crucial aspect, all the more in an NCP com-
posed of many interacting devices and services, 
coming from many suppliers. 

In recent decades, numerous tools and solutions 
have been developed with the intention of finding, 
reducing, or eliminating vulnerabilities such as the 
ones that can be found in the NCP. Static analysis 
[15,16], fuzzy testing [17,18], compiler-based mit-
igations [19], verified compilation [20], symbolic 
execution [21] and other such techniques are 
among these. However, due to the difficulty and 
expense of recruiting a highly qualified and spe-
cialised workforce, these techniques are seldom 
implemented and are sometimes unattainable. 
Moreover, the intricacy of complex systems, such 
as the ones that compose the NCP,  frequently 
renders these approaches unworkable, even when 
employing developers with exceptional expertise. 
Decades-long, unsecured code bases continue to 
be a significant concern throughout the NCP 
computing continuum.  

NCP and software supply chains 
attacks 

In an NCP composed of many interacting ser-
vices, coming from many suppliers, and even 
more numerous software repositories and supply 

chains, the sheer amount of source code for com-
ponents, or even binary libraries, represents a tre-
mendous attack surface for villains. 

Indeed, security vulnerabilities exist in nearly all 
computing software, and attackers exploit these to 
circumvent the host's security, which can result in 
dramatic consequences. Software supply chains, 
which include software and its dependencies, both 
for production and distribution, are also subject to 
cybersecurity concerns. It has been demonstrated 
that contemporary software development, which 
encourages the reuse of (open-source) compo-
nents, fosters innovation. This is completely logi-
cal: in this manner, software developers can spe-
cialise in their own domain while simultaneously 
capitalising on the expertise of others. This ap-
proach streamlines and reduces the cost of soft-
ware development by utilising pre-existing code 
bases for numerous functionalities. Many modern 
software projects thus do not create every line of 
code from scratch, but rather  depend on a multi-
tude of other projects, libraries and frameworks. 
Additionally, this could enhance security, e.g. by 
eliminating the need for an app developer to have 
a Ph.D in cryptography and related disciplines to 
establish a secure network connection for their ap-
plication. However, new cybersecurity concerns 
have emerged due to the increased diversity and 
complexity of the software, its production and de-
ployment. This is due to the fact that security 
weaknesses in an extensively utilised library may 
impact all systems that employ this library. In fact, 
software supply chain attacks further compromise se-
curity by injecting or committing malicious code 
into software repositories and build chains, which 
then unknowingly distributes the malicious code 
via the standard development and distribution 
processes.  

The Log4j vulnerability [1] is one example of such 
a software supply chain vulnerability. Revealed in 
December 2021, it could provide attackers full 
control of a system and sent cybersecurity stake-
holders rushing [2]. Log4j is a popular logging 
package for Java applications that is utilised in 
many products as a common off-the shelf tool that 
many use without paying too much attention to it. 
The potential impact was significant yet initially 
unknown. Mitigating factors prevented a worst-
case scenario [1], such as the fact that not all ver-
sions were affected, only certain configurations al-
lowed tampering with the affected versions, and 
some systems were using a non-vulnerable Log4j 
API despite integrating it. This can be regarded as 
a free warning of what could have happened when 
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an apparently unimportant, known, but wide-
spread component is vulnerable.  

The “2020 United States federal government data 
breach” [3] with the SolarWinds attack [4] is an-
other famous example. This included a supply 
chain attack on Microsoft cloud services and an-
other one on SolarWinds' widely used Orion soft-
ware. Other product vulnerabilities gave attackers 
more access. This cyber-espionage event is the 
worst in U.S. history because of its duration (8-9 
months) and the targets' sensitivity and relevance. 
At least 200 businesses may have lost data due to 
the attack. NATO, the UK and the US govern-
ments, European Parliament, Microsoft, and oth-
ers [3] were affected. 

Phishing attempts have also targeted Python 
Package Index contributors, a big software repos-
itory utilised by developers worldwide. Then at-
tackers could use the phished credentials to up-
load malicious versions of the packages main-
tained by the phished users [5].  

External attackers are the most typical and 
acknowledged source of supply chain threats. 
However a legitimate developer can also go rogue 
and inject malicious changes. A JavaScript library 
developer is an interesting recent example: when 
the war between Russia and Ukraine began, this 
developer changed their code to identify if it was 
placed on a computer with an IP address geolo-
cated in Russia or Belarus and, if so, wipe files 
[11]...  

As can seen, attacks through the software supply 
chain are varied and common. The combination 
of many services in the NCP makes the magnitude 
of  secured components even greater. Without 
proper expertise, experience and tools, it could be-
come exceedingly challenging, if not unattainable, 
for software developers to create secure applica-
tions. Thus, providing tools able to automatically 
find, mitigate, and correct security vulnerabilities 
in source code, in a scalable way, is crucial to the 
NCP security. 

Integration and Communication of 
services in the NCP 

The NCP is a system composed of numerous 
components that must communicate with one an-
other. Due to the dynamic and modular nature of 
the NCP, it will be impossible to determine at the 
time of design or implementation which specific 

services will interact with one another in a given 
system. This has some security-related repercus-
sions.   

First, the inclusion of numerous small compo-
nents in a system may potentially enhance its se-
curity by facilitating a distinct separation of con-
cerns. Furthermore, in adherence to the principle 
of least privilege [6], only those privileges neces-
sary for each component to perform its task can 
be granted to it. This may potentially mitigate the 
effects of an attack by restricting the attacker's ac-
cess to that component's capabilities. 

Splitting a system into numerous components is 
not, however, a security panacea. Privileges that an 
attacker desires (access to sensitive information 
that could be leaked, access to a cyber-physical 
component that could injure people, etc.), despite 
being restricted to specific components, will con-
tinue to exist throughout the entire system. This 
first implies that it continues to be critical that 
every component, privileged or not, be designed 
and developed in a secure manner, making it diffi-
cult for an attacker to compromise a component. 
However, regardless of how circumscribed or lim-
ited its privileges may be, a component must still 
engage in communication with other components. 
An attacker may still attempt to leverage this. Thus 
developers must bear in mind that interactions 
with other components are not reliable, as they 
may be susceptible to compromise by an attacker. 

Unfortunately, actual attacks do occur against sys-
tems that have been designed to be secure by be-
ing divided into multiple components. Such an at-
tack can occur when a portion of the codebase 
lacks trust in the operating system but still requires 
security guarantees. This means that a segment of 
the code is isolated from the operating system, 
that it does not trust. However, this code still 
needs to interact with the outside world, and re-
quires the operating system to mediate this. The 
untrusted operating system thus interfaces with 
the protected enclave so as to provide inputs to it, 
thus undermining its security goals [7,8]. Similarly, 
when compartmentalizing a single application into 
smaller components with limited privileges, it 
does not suffice to have one component per li-
brary, with the original library’s interface working 
as the interface between compartments. Indeed, 
these interfaces are typically not designed as ex-
plicit trust boundaries [9].  An attacker could thus 
exploit one library/compartment, and use that to 
force other compartments/libraries to leak data or 
corrupt data, which could lead to total attacker 
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control, loss of confidential information, or dis-
ruption of service on the targeted library/compo-
nent [9]. 

To evaluate the security of such a system, a first 
step will be to evaluate the security of the individ-
ual components. One advantage of having small 
components is that it should be easier to evaluate 
the security of each of them, rather than that of a 
large monolithic system.  But although each com-
ponent is small, the system as a whole is now com-
posed of a large number of such components, ne-
cessitating numerous evaluations. Moreover, the 
absence of co-development among the various 
components may complicate the evaluation of the 
combined system's security, since the full scope of 
the system is not known at development time. 
Thus, it is important that research continues into 
analysing and improving the security of systems 
that consist of many small components that need 
to securely interact with one another, especially 
when it is unknown upfront exactly which com-
ponents will interact. 

The NCP and physical world 
cyberattacks 

The NCP is not only all the code and software 
components that form it. The NCP does extend 
its reach to the physical world, through CPS (cyber 
physical systems), that are computing systems in-
tertwined with physical systems. As such, attacks 
against the NCP do reach or specifically the phys-
ical world too, especially physical critical infra-
structures. 

Physical supply chain attacks have become (in)fa-
mous. The Aurora Generator Test [10] by the 
Idaho National Laboratory in 2007 first publicly 
demonstrated how a cyberattack could damage a 
2.5MW diesel generator on the electric grid. But 
the first publicly widely recognised successful 
cyberattack on a power grid outside of a lab was 
the 23 December 2015 hack on Ukraine's power 
infrastructure [12], which left 230,000 people 
without power for several hours. Critical supply 
chain cyberattacks like this stand out. This sophis-
ticated operation was planned and executed for 
months, meticulously gaining access and placing 
triggers in the Ukrainian electrical grid. It used 
many techniques, including trojans, viruses, and 
1990s Microsoft Word macro-based malware. The 
latter proves that even dated attack vectors may 
cause harm. It was a full attack on both customer-
delivery systems and distribution centre backup 

systems to blind power technicians. It also in-
cluded a DDoS attack on the operators' call cen-
tres to prevent customers from reporting the 
problem's breadth and getting informed. Several 
factors suggested a Russian strike, while attribu-
tion is still unclear [12]. 

The “NotPetya” malware is considered the “most 
devastating cyberattack in history” [14]. It targeted 
“complete energy companies, the power grid, bus 
stations, petrol stations, the airport and banks” 
[13], critical infrastructures and mostly supply 
chains. World leaders including Merck, TNT Ex-
press (European division of FedEx), Maersk, 
DHL, India's largest container port JNPT, food 
firms, and others are among them. Restoration of 
minimum operations took days and full opera-
tions months for affected companies. 

In addition to these very widespread attacks in 
physical supply chains, scores of more localized, 
yet devastating attacks have taken place in other 
vulnerable areas inside the NCP, especially on the 
healthcare infrastructures and hospitals. 

Much evidence exists of major attacks on 
healthcare infrastructures throughout Europe 
[23]. For example, the National Health Service 
(NHS) of the United Kingdom was significantly 
impacted by the 'WannaCry' ransomware attack in 
2017. The Health Service Executive (HSE) of Ire-
land was compromised in May 2021 by the 'Conti' 
ransomware. Compared to 2019, the number of 
successful cyber attacks targeting critical infra-
structure health service providers in Germany 
more than doubled in 2020. In 2020, 27 significant 
cyberattacks were directed at French health insti-
tutions. Throughout the entire year of 2020, 
Spain's health sector was subject to frequent at-
tacks, with reports of as many as 50,000 harmful 
incidents, of which 375 were successful [23]. 

The following are some tangible, specific incidents 
that have occurred in recent years (this list is in no 
way exhaustive). The hospitals in Villefranche-sur-
Saône and Dax, France, were targeted by ransom-
ware attacks in February 2021 [29]. Critical depart-
ments, including radiotherapy, radiology, the la-
boratory, pharmacy, automated washing cycles, 
and room catering, were significantly impacted by 
these incidents. As a consequence, operational ac-
tivities were significantly disrupted, leading to 
treatment delays and patient rerouting. Surgical 
procedures were cancelled at Dusseldorf Univer-
sity Hospital in Germany due to a ransomware at-
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tack that occurred in September 2020 [23]. In Sep-
tember 2022, an additional ransomware incident 
unfolded in Corbeil-Essonnes, which had an im-
pact on the blood work laboratory and imaging 
services [30]. The University Medical Centre in 
Maastricht (MUMC+) was the target of a Distrib-
uted Denial of Service (DDoS) attack in January 
2023 [27]. Sites affiliated with nine hospitals in 
Denmark were rendered inaccessible in February 
of that year due to DDoS attacks [27]. Early in 
March, Hospital Clínic de Barcelona in Spain de-
clared a ransomware attack that rendered clinical 
records inaccessible, necessitating the cancellation 
of thousands of appointments, including non-ur-
gent procedures and patient exams [27]. In March 
2023, a ransomware attack targeted the Centre 
Hospitalier Universitaire Saint-Pierre in Brussels, 
necessitating the reliance of staff on paper records. 
As a precautionary measure, ambulances and med-
ical vehicles were redirected to adjacent establish-
ments [27]. A cyberattack was also disclosed in 
March 2023 by Walsall Healthcare NHS Trust, a 
public sector healthcare provider in the United 
Kingdom that serves approximately 260,000 indi-
viduals [27]. The list goes on, clearly showing the 
magnitude of this issue. 

Indeed, these healthcare infrastructure and hospi-
tals are typical examples of the NCP continuum, 
comprising highly computerized, highly intercon-
nected services and devices, both for the purely 
medical technical aspects and for the management 
of daily operations, staff and patients. Yet, these 
have historically been very poorly secured against 
cyberattacks, making them tempting targets for 
cybercriminals. 

In 2020, 60% of the total ransomware attacks re-
ported in the USA were specifically directed at the 
healthcare sector [24]. Cybercriminals frequently 
targeted medical suppliers, utilizing third-party or-
ganizations to gain unauthorized access to 
healthcare systems and bypass internal protec-
tions. In 2021, 60% of healthcare data breaches 
were attributed to third-party vendors [24]. The 
year 2021 witnessed several significant healthcare-
related data breaches, with over 40 million patient 
records compromised in the USA [24]. Shock-
ingly, the prevalence of ransomware attacks on 
healthcare organizations soared to 66%, a substan-
tial increase from the previous year's 34% [27]. 
The situation worsened in 2022, as over 50 million 
patient records were compromised, and a stagger-
ing total of 905 incidents were reported [24].  

The situation is as bad in Europe. A comprehen-
sive overview of the cybersecurity threats between 
2019 and 2023 in the EU health sector, as well as 
more examples of attacks, can be found in ENI-
SA's detailed report [31]. 

However, in spite of all these attacks, an August 
2021 survey revealed that cybersecurity ranked as 
a high-priority investment for less than 11% of 
hospital IT executives [22]. Paradoxically, during 
the same period, 48% of these executives reported 
instances of either forced or proactive shutdowns 
of their systems in the preceding six months, at-
tributable to ransomware attacks or queries. A re-
cent report by ENISA [31] highlighted that sur-
veys found that merely 27% of organizations sur-
veyed within the health sector had established a 
dedicated ransomware defense program. Further-
more, a concerning 40% of these organizations 
lacked a security awareness program for non-IT 
staff. The shortfall in cybersecurity preparedness 
is further underscored by the fact that 95% of 
health organizations faced challenges during risk 
assessments, with a striking 46% having never 
conducted a risk analysis. 

Yet, in addition to the disruption of services and 
risk of harm to humans, the financial costs are 
staggering. The average cost of a healthcare data 
breach reached $9.42 million in 2021 [25]. In 2023, 
while the average cost of a data breach across all 
industries was $4.45 million, the healthcare sector 
incurred the highest average cost among them, at 
$10.93 million [26]. This signifies a substantial 
53.3% increase in healthcare data breach costs 
over the past three years. 

The magnitude of the issue calls for immediate 
and strong action. Solutions exist, and are effec-
tive. Notably, the healthcare industry demon-
strated a noteworthy average cost savings of $2 
million when equipped with incident response 
(IR) and testing teams, in stark contrast to those 
without such provisions [26]. Moreover, health or-
ganizations leveraging artificial intelligence (AI) 
and automation in their cyber responses achieved 
substantial average cost savings of $850,000. The 
EU is also funding research projects to protect 
hospitals from cyber attacks, and co-funding cy-
bersecurity procurement for hospitals, meeting 
50% of the cost of new measures [28]. These ef-
forts must be expanded until a proper level of cy-
bersecurity is reached in healthcare infrastructure 
and hospitals.  
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Conclusion 

For the NCP to succeed, it has to elicit trust from 
the users. The latter hinges on a proper level of 
cybersecurity.  

This article highlighted technical areas in which 
the NCP could be prone to security issues and vul-
nerabilities, e.g. its extended code base and com-
munications between services, as well as NCP ap-
plication domains that concretely reach the physi-
cal world, namely critical supply chains and 
healthcare systems and infrastructures, where 
cyberattacks are common and known to have dra-
matic effects. Cybersecurity efforts are crucial in 
these areas and must be intensified. 

Other technical areas exist nonetheless that could 
not be addressed in this article, but present weak-
nesses and contribute to the attack surface of the 
NCP. For example, the IoT (Internet of Things) 
segment of the NCP often relies on objects that 
radio communicate (using wifi, Bluetooth, ZigBee 
and many other kinds of protocols), yet most of 
these devices' communications are very poorly se-
cured and easy to hack. Another area is the human 
interface the NCP offers to humans, such as the 
browser (see the relevant article in this HiPEAC 
Vision 2024), or LLMs (Large Language Models) 
prompts. The latter offer scores of new kinds of 
security issues that will have to be taken into ac-
count for the LLMs segment of the NCP to suc-
ceed as well. 

The NCP thus presents formidable opportunities, 
but these opportunities could be wasted because 
of cybersecurity issues if they are not properly 
taken care of. 
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In the Next Computing Paradigm (NCP), numerous home sensors will communicate 
with servers and services. The multitude of data and communication is bound to raise 
privacy issues and these must be taken care of for the NCP to succeed. 

More data for the NCP implies 
more privacy risks 

by Bart Coppens and Olivier Zendra 

Key insights 

• Even the most innocuous data sources, such 
as those from IoT-based sensors, can be used 
to infer personal and private information. 

• Integrating different sources of data signifi-
cantly increases the amount of personal and 
private information that can be inferred. 

• When such data is exposed, this creates an 
enormous privacy problem for the affected 
people. 

• Systems that are tightly integrated into peo-
ple’s daily lives thus lead to a significant pri-
vacy risk. 

• The NCP is such a tightly-integrated system 
which could lead to a significant privacy risk 
if not properly designed and implemented. 

Key recommendations 

• Promote research into technologies that en-
hance people’s privacy and reduce the risks 
and impact of leaks of private data.  

• Stand by EU principles of privacy for its cit-
izens, requiring companies to actively adhere 
to the principles of privacy by design. In par-
ticular, functional requirements for systems 
should include: 

o be designed to not leak data in any form 
whatsoever, except with the explicit con-
sent of the users; no backdoors should 
be allowed. 

o give the user the option to decide (with 
explicit consent) what data is collected,  
and to understand what that consent im-
plies. 
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Innocuous Data Sources Can 
Leak Personal and Private Data 

Data stored by systems can come from numerous 
sources. Once source is users uploading or ex-
plicitly sharing their own data (when writing in an 
online editor, sharing photos, sending messages, 
etc.). In these cases, users often know that they 
share information with others and can mentally 
distinguish between personal and private data. 
However, this explicitly user-shared data is only 
the tip of the proverbial iceberg of data. Other 
sources of data include the (logs of the) user’s ac-
tivity, and the sensors that increasingly pervade 
our daily lives. Users are typically unaware of 
these sources and cannot estimate how personal 
or private data extracted from them can be.  In 
this article, we focus on the privacy of data in-
ferred from actual, physical sensors; however 
data extracted from digital interactions with a sys-
tem presents major privacy concerns too. 

Different sensors keep being introduced into our 
lives. Obvious ones include security cameras in 
our cities and villages, and ANPR cameras that 
track car license plates. Our mental picture of 
these cameras seems quite clear: they are on fixed 
spots, and relatively visible, and we ‘know’ their 
purpose is catching criminals. However, the pri-
vacy implications might not always be immedi-
ately as clear. But these cameras of course do not 
magically only turn themselves on when a con-
victed criminal passes by: they are always on. 

While such cameras can already lead to some pri-
vacy worries, they are in public locations, and we 
are typically aware of them. Mobile device cam-
eras are more intriguing. Google Glass faced a 
backlash, with people calling users using Glass in 
a creepy manner ‘glassholes’ [19], and venues 
banning their use because of privacy concerns 
[20,21,22]. Google Glass was first rebranded to 
focus on productivity in professional settings, 
such as technicians and factory workers [6], but 
was eventually completely discontinued [16]. 

A more nuanced example of cameras in private 
places are those found on laptops and 
smartphones. Many laptops have a front-facing 
camera for video calls. Unfortunately, this means 
the laptop camera faces the user when making 
video calls. This would be fine if the camera just 
recorded what the user wants, when the user 
wants it. However, an attacker could illegally ac-
cess the laptop, enable the camera (which is al-
ways there) without consent or awareness of the 

user, and record whatever private and personal is 
happening in front of the camera. Because this 
worries customers, some laptop makers add a pri-
vacy screen for laptop cameras so users can phys-
ically prevent unwanted recording. Since privacy 
screens physically obstruct the camera lens, users 
can clearly see when they're active.  More im-
portantly, this cannot be overridden from soft-
ware. The latter is crucial: if an attacker has gained 
control of the laptop and secretly enabled the 
camera, the attacker could also try to override any 
software-based protection. Note that not all users 
care about this issue. Some users will trust that 
their browser's / smartphone's webcam prompts 
are sufficient protection, others will say they don't 
think they'll be targeted, or aren't high-profile 
enough to warrant circumventing protections, 
and others will say they don't care if they're filmed 
by an attacker, or that the privacy screen's hassle 
outweighs its benefits. An additional considera-
tion is that if an attacker takes over a device to 
control a camera, that attacker probably has ac-
cess to all files on that device. While people can 
know upfront what information is (not) stored on 
a device,  they cannot know what will be said or 
done in front of a camera. It is important to real-
ize that the aforementioned considerations divide 
people: some find them unimportant, while oth-
ers find them crucial. These very personal and in-
dividual trade-offs have varied outcomes for var-
ious persons. This is fine because such users were 
given the choice, can weigh the advantages and 
downsides for their specific situation, and can make 
an informed decision.  

However, given the success of these privacy 
screens, this example should be considered more 
broadly. While users are aware and actively decide 
whether or not their laptop’s camera can record 
them, they are typically less aware of their 
smartphone cameras.  These however may partially 
face the same scenes that the laptop's webcam 
was deemed too risky or private to capture. Peo-
ple rarely even think about their phones' cameras, 
let alone privacy screens for them. Even when 
people mask their laptop's camera, their laptop 
and smartphone contain microphones able to 
record private talks. As with cameras, some indi-
viduals trade off that this is not a real threat, while 
others do. 

Microphones may indeed constitute a privacy 
risk. Academics were (and still are) reluctant to 
provide recordings of online classes due to pri-
vacy concerns [24] and the risk of excerpts being 
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taken out of context [23], even though such clas-
ses are semi-public. In intimate conversations, 
privacy becomes more obvious: who wants an 
automated assistant listening in on their MD or 
partner in bed? While some might not care, oth-
ers would. This is similar to Orwell's "1984" 
novel, where telescreens gather video and audio 
[25], except that now it is primarily corporations 
doing so (although some governments still strive 
to get that information).  

Once pointed out, most people can reason about 
the privacy implications of cameras and micro-
phones spying on private scenes and conversa-
tions. But not all sensors and types of data will 
elicit the same reaction, because even though the 
privacy implications are high, it can be harder to 
intuitively grasp attackers' imaginative possibili-
ties. For example, not only may microphones be 
used to listen to conversations, but an eavesdrop-
per can recognise the sounds a keyboard makes 
when typing, which can reveal confidential mes-
sages or passwords [26,27]. A smartphone could 
thus even leak information typed on a non-inter-
net-connected computer. A microphone isn't 
even required for such an attack: an accelerome-
ter in a smartphone on the same table as a laptop 
can capture what's being typed on the laptop 
through table vibrations [17].  

One last example: smart building CO2 sensors. 
These can monitor building air quality and con-
trol ventilation. However, these sensors can de-
tect a room's occupant [18].  

Again, these sensors being present does not mean 
data will be utilised against user privacy expecta-
tions. But there is a non-zero risk that an attacker 
will surreptitiously enable sensors when they 
should not be, or that sensors' data will be ex-
ploited to deduce and disclose personal infor-
mation. How much risk is tolerated varies by 
user. 

Integrating Different Data 
Sources Increases Privacy Issues 

More sensors and data sources increase privacy 
danger. The main reason is that all of these 
sources have a privacy risk, and having more 
combines them. However, that is not the end of 
the story. 

Multiple data sources that individually do not re-
veal privacy-sensitive information may leak it 

when combined. Consider GPS position. As an in-
dividual data source, it already allows attackers to 
determine that people's homes are where their 
GPS signals remain most nights, their workplaces 
are where they stay during the day, etc. GPS com-
bined with public map data reveals vast amounts of 
private information. A GPS location staying near 
churches, gay clubs, abortion clinics, etc., can re-
veal very sensitive information about religion, 
sexual preferences, health, etc. People may be 
wary of sharing such precise location data with 
huge firms like e.g. Google, but they often forget 
that when using Google Maps or Waze they 
transmit the same information to Google. 

One example is de-anonymizing (potentially in-
nocent) media-reported crime suspects. This re-
porting can include initials, age, profession, loca-
tion, etc. While each of these bits of information 
is individually shared harmlessly with many people, 
combined they deanonymize reports, identifying 
the report's person. This information can be fur-
ther integrated with semi-public sources like 
white pages, data breaches, and leaks [3].  

Fitness monitoring social networks like Strava are 
another example. Some people want to share 
their cycling and running successes, but they 
don't want others to know where they live or 
work. Sharing their entire track would however 
reveal that. This caused social media platforms to 
implement endpoint privacy zones that hide track 
ends. However, these websites reported the track 
length and middle part of the track. This infor-
mation can be used with maps to confine the start 
and end positions of the tracks, revealing critical 
information [4]. Similarly, soldiers' exercise paths 
have been used to locate military bases abroad, 
raising concerns about location data shared with 
fitness trackers like Strava [2]. Using runners' itin-
eraries, Figure 1 even shows a military base’s in-
ternal map, in Helmand Province, Afghanistan 
[2]. 

 

Figure 1. A military base in Helmand Province, Afghanistan with 
routes taken by joggers highlighted by Strava. Photograph: Strava 

Heatmap. Caption & image from The Guardian [2]. 
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This also ties in with the difficulty of anonymiza-
tion of data sets. If one collects precise GPS in-
formation, but ‘anonymizes’ it by removing the 
name, it is really not anonymized in any practical 
sense. The more information can be combined, 
the more options to deanonymize, the more op-
tions to reveal privacy-sensitive information [28]. 

The Risks of Systems that Tightly 
Integrate with People’s Lives 

What does this mean for systems that tightly in-
tegrate into people’s lives?  We discussed 
smartphones, computers, fitness trackers, etc., 
and their sensors before. The privacy risks of all 
the data such technologies can collect are obvi-
ous. Perhaps surprisingly, cars too contain multi-
ple sensors that are tightly integrated into our 
daily lives. Systems are being developed to meas-
ure driver eye activity, tension, and well-being [9]. 
The Mozilla Foundation examined car manufac-
turers' privacy practices [1,7]. The outcomes were 
appalling. Modern cars come with numerous sen-
sors inside and outside and can connect to your 
phone. They can monitor your music, access your 
contact list, even record and intercept text com-
munications [8]. This leads to privacy policies re-
lating to music preferences, employment, and 
sometimes ‘sexual activity’, ‘sex life’, ‘psychologi-
cal trends’, ‘intelligence,’ ‘genetic characteristics’, 
and many other characteristics that many people 
would find creepy to think their car can collect or 
infer [1,7,10].  These policies also explain how car 
companies can not only collect such data, but also 
sell them [1,7,10]. 

It should be clear that systems which tightly inte-
grate in our daily lives can collect a dizzying and 
overwhelming amount of private data. Once col-
lected, what can be done with the data? Of course 
they can be sold. Even when they are not sold, 
but are merely collected for ‘internal’ or ‘business’ 
purposes, these sensitive data persist as a privacy 
risk. Who has access to such data is unclear even 
in such cases. A few years ago, for Siri's voice as-
sistant quality control, Apple supplied contrac-
tors portions of recorded conversations, even 
those where Siri misidentified its activation in-
struction  [13]. These fragments included record-
ings of people having sex, or discussing confiden-
tial medical information [13].  Another, worse ex-
ample is Tesla personnel internally exchanging 
and joking about embarrassing or intimate cus-
tomer recordings collected by Tesla cars [11]. 

Even when all employees and contractors be-
have, a breach could expose this data, since auto-
motive manufacturers are also involved in data 
leaks and breaches [12,14,15]. 

Even if not all such information would be explic-
itly kept or inferred for European customers due 
to regulations, it’s important to realize that the sen-
sors are still there. The sensors will still be there, re-
cording data. Even if not everything is sent or 
stored by default, it’s still possible to enable record-
ing or storing of data. The data, once recorded, 
still allow for inferences about privacy-sensitive 
topics to be made, if not now, then perhaps later 
if it is stored. The sensors, even if they should be 
disabled and not recording, are not necessarily so. 
For example, consider the Pegasus spyware, 
which amongst its many spying features allows a 
remote attacker to surreptitiously activate cam-
eras and microphones on an infected smartphone 
[5]. This spyware was used by authoritative gov-
ernments, allowing them to spy not only on their 
own citizens, but also on foreign citizens [5]. Im-
portantly, if governments are able to do so, crim-
inals can try to make use of the same mechanisms 
to spy on people. This should be a dire warning 
to not require (and even forbid) such backdoors, as 
they also introduce a significant additional risk to 
the privacy of end users because that back door 
could also enable criminals to listen in on them 
directly. 

Some of the above privacy risks may surprise 
many people. Often individuals are ignorant of 
the sensors and the data they record or infer, 
alone or in combination. They are often unaware 
that talking about sensitive information near a 
seemingly-inactive phone might still be sending 
fragments of that conversation to contractors or 
that their car might take nude pictures of them 
and send them to the car manufacturer who can 
then make fun of them. They are often unaware 
that their car's GPS (built-in or smartphone app) 
can deduce their sexual preference, pregnancy, 
health, etc. 

Complex systems with many sensors always re-
quire a balance: the more you want a system inte-
grated into people's life to measure, the more sen-
sors it needs, and the greater the privacy risk. Not 
everyone has this issue, everyone's risk assess-
ment trade-off is different. Users should be able 
to determine their own trade-offs and accept risk if 
relevant. But to do so, the user must be aware of 
the risk. Too often, privacy policies hide these 
risks in tiny corners with opaque legal wording 
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and/or imprecise language, obscuring the actual 
impact. Users can authorise or decline data col-
lection only if they understand it. Furthermore, 
their consent must be a meaningful choice, not 
simply 'either use our product with all sensor data 
being collected, or don't use it at all'. Expecting 
customers to either have their car collect mental 
state data or not drive a (modern) car is a false 
choice. Users must have a meaningful choice to 
disable unnecessary sensors and collected and in-
ferred data without losing the entire system ac-
cess. In addition, systems should never disclose or 
leak data without the explicit, informed and 
meaningful consent of the user.  

Finally, it is worth considering the design space 
of possible approaches to fulfil such goals. 
Webcam privacy screens are an interesting design 
choice, though not always applicable. It plainly 
reveals whether explicit or accidental video re-
cording is allowed, in a way that is not corruptible 
or subvertible in software. This visual cue makes 
the webcam difficult to overlook. The laptop's 
non-webcam functions can still be used when the 
webcam is disabled. Thus, a system in which the 
sensor whose functionality a user does not need 
can be physically removed (either temporarily or 
permanently, e.g. by physically disabling or re-
moving it) can give the user a clear choice that is 
not subvertible by software, hence reducing the at-
tack surface in a meaningful way. 

To achieve such goals, research into technologies 
that improve privacy and prevent data leaks is 
crucial. This should cover both the design of sys-
tems, as well as their implementation. 

The NCP is precisely such a system integrating 
tightly into people’s lives, comprising many sen-
sors, and combining many different data sources. 
From a privacy perspective, it is crucial that its 
design includes the above requirements for in-
forming the user clearly about the potential risks, 
allowing the user to enable or disable certain sen-
sors and information sources from being inte-
grated into the system, and only sharing infor-
mation with any party with the user's explicit, in-
formed and meaningful consent, so that each user can 
make their own trade-off. Again, the NCP's de-
sign and implementation must both meet privacy 
criteria. Its functionalities must gracefully de-
grade depending on user privacy choices. 

Conclusion 

Even innocuous data sources like IoT sensors 
can reveal personal information. Integrating data 
sources greatly increases the amount of personal 
and private information inferred. When such data 
is exposed, affected users face huge privacy is-
sues. Integrating systems tightly into people's 
daily life increases privacy risks. Due to its inti-
mate integration, the NCP could present a con-
siderable privacy risk if not properly designed and 
implemented. Thus, the NCP must be designed 
and implemented to let users consent — or deny 
— to data collection and data sharing knowingly. 
In addition, the NCP must make that choice a 
meaningful one, by having only the specific fea-
tures, in the narrowest sense, that actually need 
the denied information degraded by that refusal. 
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Currently, and in the Next Computing Paradigm (NCP) as well, one of the major ways 
of interacting with the Web is through the browser. But tracking users through their 
browser is commonplace, and often underestimated, with the user not being aware of 
them. The browser is thus a keystone to user privacy in the NCP. 

The browser: the key to your 
privacy on the Web 

by Walter Rudametkin and Olivier Zendra

Key insights 

• User tracking through the browser is ex-
tremely widespread. Users are tracked almost 
all the time, on most websites. 

o first-party and third-party cookies are 
used almost all the time 

o browser fingerprinting is used less of-
ten but is powerful and complemen-
tary to cookies 

• IP address tracking, combined with finger-
printing, is a very effective for replacing  third-
party cookies 

• Tools exist to check that user preferences for 
3rd-party cookies are respected, but they are 
not easily available to end-users. 

• User preferences for controlling fingerprint-
ing are non-existent, whereas browser finger-
printing falls into the same GDPR data cate-
gory as cookies and other trackers 

• Browser fingerprinting has security uses that 
websites actively use 

• Vendors are adding new functionalities to 
browsers at a frenetic pace, not enough effort 
is being put into minimizing the privacy risks 

Key recommendations 

• Promote research into technologies and tools 
that break the uniqueness of people when 
browsing, hence preserve their privacy. 

• Promote 3rd-party cookies interdiction by the 
browsers. 

• Promote research into technologies and tools 
to identify, display and allow users to limit fin-
gerprinting techniques. 

• Enforce GDPR wrt. user tracking, ensuring 
that the collected data is strictly necessary to 
the usages accepted by the users. This should 
include all tracking technologies: cookies, IP 
tracking, fingerprinting… 
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Browser tracking, for good or for 
bad, it’s there 

Modern Internet technologies are progressing at 
an amazing rate and redefining the limits of the 
Internet. Some research in the field of cybersecu-
rity focuses on identifying new security and pri-
vacy threats on the Web, with extensive expertise 
in an identification technique that can be exploited 
for security and tracking purposes, called browser 
fingerprinting. In this article, we consider two fac-
ets. The first attempts to improve authentication 
and explores the use of browser fingerprinting to 
improve the security of websites and user ac-
counts by verifying elements of their device’s con-
figuration. The second explores how novel fea-
tures being quickly added to browser’s can be ex-
ploited to enhance fingerprinting and track users 
without their knowledge, and also tries to under-
stand how different tracking technologies com-
bine into persistent, omnipresent tracking mecha-
nisms. This is particularly important as cookie-
based tracking, which is very prevalent and based 
on third-party cookies,  is inevitably going to be 
being deprecated [1], sometime in the future 
(Chrome has pushed the deadline to late 2024 
[17]),  while browser fingerprinting is potentially 
"an invasive workaround to replace cookies” [2], 
and Google, who controls development on the 
Chrome browser and derivatives [3], exerts pres-
sure to control the future of tracking [4].  

The ability to track users on the Internet and their 
online habits is indeed lucrative to content pro-
ducers and advertising companies, such as major 
Big Tech players, as well as being very intrusive to 
user privacy. Furthermore, users have grown ac-
customed to “free” services that provide ever 
more extensive and impressive functions, every-
thing from video services, social media platforms, 
to video games, office platforms, and much more 
is now all Web-based. In essence, the Web 
browser is our window to the Internet and the 
NCP, our window to the world. Yet, these services 
are anything but free; aggressive tracking and pro-
filing is pushed for monetization. Studies have 
shown that user tracking continues to increase on 
popular websites [7], [8]. State-of-the-art tracking 
techniques assign a unique identifier, which is 
stored in the browser—either as a cookie or some 
other storage mechanism (e.g., local storage, 
Etags). To protect users, private browsing modes 
and extensions automatically delete cookies and 
clear storages at the end of a session, decreasing 
the efficiency of the standard cookie-based track-
ing techniques.  

But to compensate for this process of deleting 
cookies and blocking stateful tracking, a new iden-
tification technique that leaves no traces on the 
user’s device is being used. It is called Browser fin-
gerprinting [11], [12]. Browser fingerprinting is the 
process of identifying devices by accessing a col-
lection of relatively stable attributes through Web 
browsers. We call the identifiers browser finger-
prints. Fingerprints are stateless; no information is 
stored on the client’s device. Browser fingerprint-
ing exploits the diversity of modern web configu-
rations, technologies, protocols and APIs (Appli-
cation Programming Interfaces) to uniquely iden-
tify devices. And contrary to tracking cookies that 
are stored on the device and can be erased, finger-
prints are stored on servers the user has no control 
over. Encryption does little to limit fingerprinting 
because it is performed by the website you visit; it 
is not a sniffing nor man-in-the-middle attack.  

Extensive studies of browser fingerprinting, in-
cluding those from  the Am I Unique platform [27] 
for the past 10 years, have identified three main 
properties of browser fingerprinting that make it 
both a risk to privacy, but also useful for security. 
The first property, uniqueness, is the power to 
uniquely identify a device. Fingerprint uniqueness, 
although not a perfect identifier, has statistical 
qualities that allow uniquely identifying a high per-
centage of both desktop computers and mobile 
devices [12]. The second property, linkability, is 
the capacity to re-identify, or link, fingerprints 
from the same device over time. This is arguably 
the main risk to privacy and enables fingerprint 
tracking. Some devices are highly trackable, while 
other devices’ fingerprints are too similar to be 
tracked [9]. The third and final property is con-
sistency, which refers to the capacity to verify the 
attributes in a fingerprint. Through redundancies, 
correlations or dependencies, many attributes are 
verifiable, making them difficult to spoof convinc-
ingly. Most countermeasures to browser finger-
printing are identifiable through inconsistencies 
[10], a useful property for security applications, 
but also increases the privacy risks for users. 

These are real concerns and the use of browser 
fingerprinting for security could be a net positive 
to companies, to universities and to society. How-
ever, abuses may arise. Finding a good balance be-
tween security, usability and the risks to privacy is 
a major and fundamental challenge to get a better, 
safer, more privacy friendly internet. This is im-
portant to avoid social cooling, whose concept is 
simple: if you feel you're being watched, you change your 
behavior, which is, in essence, a form of restricting 
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your freedom. Among the things that change, are 
what you say and how you act. Through what is 
known as surveillance capitalism, many people are 
discovering that everything we do is being moni-
tored, dissected and monetized. 

This article addresses two main aspects that are 
both complementary yet opposing by nature: 
browser identification for security purposes, and 
browser identification for tracking purposes. The 
first aspect will focus on i) browser fingerprint-
ing for Web authentication. The main objective 
is to enhance and augment multi-factor authenti-
cation through advanced browser fingerprinting. 
This requires identifying APIs that can be used to 
create hard-to-forge browser fingerprints and au-
thentication algorithms that resist different attack 
models. The second aspect will focus on ii) state-
less tracking techniques that create privacy 
risks in the browser. Since browser fingerprinting 
is rarely used by itself, we’ll explain how it com-
plements other tracking techniques like IP ad-
dresses and cookie-based tracking. 

Browser fingerprinting for 
authentication 

Advanced browser fingerprinting can be used as a 
configurable authentication mechanism. It even 
has the potential to be the only authentication 
mechanism when used in very low-security, public 
websites on the Internet. It can be used to block 
bots [6] and other fraudulent users. It also has the 
potential to be an additional security factor in 
Multi-Factor Authentication (MFA) schemes. Be-
sides strengthening a session’s initial authentica-
tion, it can be used for continuous session authen-
tication [13] to protect against session hijacking at-
tacks [14]. In many contexts fingerprinting is fully 
transparent to users, and unlike security cards, 
code generating keys, apps, SMS verification 
codes, users do not have to do anything to im-
prove their security. In more restricted contexts, 
administrators can even enforce different policies, 
such as enrolling fingerprints from devices that 
connect from trusted IP addresses (e.g., in an in-
ternal enterprise network), and then verifying 
these fingerprints when the same users connect 
from untrusted IP addresses. Plugging the 
browser fingerprinting authentication process into 
existing authentication systems raises issues, such 
as fingerprint forgeability, usability and effective-
ness. These could be addressed with attributes that 

focus on identifying hard-to-forge hardware char-
acteristics of the device and by designing dynamic 
challenge-response tests to limit replay attacks. 

But building browser fingerprints that are benefi-
cial to authentication raises issues. While modern 
browsers are strengthening the protection of their 
users’ privacy by deploying defenses against po-
tential privacy leaks, the evolution of Web pro-
gramming technologies pushes towards personal-
ization that inevitably leads to the disclosure of 
sensitive parameters. This continuous tension be-
tween technological evolution and browser en-
gagement stresses browser fingerprinting tech-
niques to exploit a moving target set of finger-
printable attributes. Moreover, websites that wish 
to use fingerprinting to improve the security of 
their users and services, e.g. as a second factor au-
thentication, must decide what attributes to col-
lect, yet, since fingerprints are calculated on the 
client’s device, unforgeable attributes that resist 
against motivated attackers that can intercept cli-
ent requests and replay their fingerprints are 
needed. 

Furthermore, online fraudsters, malicious users 
and crawlers represent a growing share of Internet 
traffic. State-of-the-art protections rely on analyz-
ing the traffic to detect suspicious patterns and 
fallback to CAPTCHAs [18] to block unwanted 
activity [19][20][21][22]. However, these tech-
niques offer only partial protection at the cost of 
expensive monitoring. They tend to be slow, inef-
fective to distributed crawlers, and miss much of 
the actual fraudster traffic. 

Websites are also strengthening their authentica-
tion processes to ensure only valid users can au-
thenticate a session. To increase security, Multi-
Factor Authentication (MFA) combines factors 
(e.g, credentials, SMS, smartphone apps) to pre-
vent credentials from being used maliciously. 
However, these additional factors add cost (e.g., 
purchasing USB keys for all users) and impact the 
user experience (by forcing interactions with mul-
tiple devices to authenticate), which limits their 
adoption. Browser fingerprinting can mitigate 
many of these issues because a fingerprint can be 
connected before accessing content or an account, 
and can immediately detect fraudsters, in one step. 
Furthermore, users don’t have to bear any costs 
and, in the case of legitimate users, this is trans-
parent as long as the false positives are low. 
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Browser tracking: you’re just a 
little different but that’s enough 
for them to know who you are 

Data collection from users of the Am I Unique 
browser extensions show that minor fabrication 
differences in GPUs can be used to uniquely iden-
tify devices despite being otherwise identical hard-
ware, similar to research on clock differences [15]. 
Users who customize their computers or brows-
ers, or their different tools, have fingerprints that 
are more unique than those that don’t. In some 
cases, users are confronted with a paradox: do I 
modify my configuration to protect my privacy 
from, for example, cookies? Should I move to a 
privacy friendly operating system and browser? 
Usually this would be the obvious choice and will 
work for some techniques, such as blocking your 
cookies, but when done poorly, this can lead to 
differences in the browser fingerprint making you 
more identifiable. Furthermore, moving from 
popular technological choices to less popular but 
more privacy protecting has the same effect of in-
creasing your browser fingerprint uniqueness. In-
terestingly, even in the case of ad blockers, which 
increase their privacy in general, could in fact 
make you more identifiable through fingerprinta-
ble customizations, despite the overall privacy ad-
vantages of the tool. 

Most uses of browser fingerprinting for tracking 
purposes occur in conjunction with other tech-
niques, such as cookie-based tracking, invisible 
pixels, IP address tracking, the collection of per-
sonal identifiable information (PII), and many 
others. This leads to a dire situation for privacy on 
the Web. Browser fingerprinting is a far from per-
fect tracking technique, but combined with cookie 
identifiers, IP addresses, ETags, invisible pixels, 
PII, and many others, it’s much worse for privacy. 
It’s indeed difficult to properly isolate tracking 
techniques, such as browser fingerprinting, espe-
cially when the identifiers are collected and stored 
server-side. IPv4 address retention is a serious 
problem [16], and combining this with browser 
fingerprinting is likely to be very effective for 
tracking. For example, to avoid tracking, if users 
erase all their cookies, they  would simultaneously 
need to clear all caches, change their browser fin-
gerprint, change their IP address (e.g., restart their 
router and obtain a new DHCP address from their 
ISP or use a VPN), not provide any PII, to have 
any strong assurance that they are not potentially 
and immediately reidentified. Furthermore, with 
third party cookies being deprecated, these tech-
niques risk being further exploited and novel 

tracking techniques, such as server-side tracking, 
developed and perfected. This is not a theoretical 
approach, Meta already provides a new server-side 
tracking product called the Conversions API [23] 
where websites can collect IP addresses, user 
agents, and personal identifiers and send them to 
Meta. Moreover, the “best practices” call for com-
bining the Conversions API with their client-side 
tracker [24], the Meta Pixel [25], that now supports 
both first and third party cookies. You read this 
right, first and third party cookies, fingerprinting, 
IP addresses and PII are all combined to track us-
ers across any domain that uses Meta’s advertising 
products. And Google has its own server-side 
product that is more extensible and configurable 
than Meta’s called server-side tagging [26]. 

This begs the question, how do people effectively 
defend against a barrage of privacy invasive at-
tacks? The simple answer is that there are no sim-
ple answers. 

Browsers and their features are rapidly developed, 
with little interest or caution to privacy issues, 
opening the door to fingerprinting and other side-
channel attacks. Browsers are very configurable 
and different configurations can introduce many 
issues. Furthermore, browsers are extensible 
through extensions, and these extensions can in-
troduce privacy bugs of their own that make users 
identifiable (e.g., in FP-Scanner [10] we showed 
privacy focused extensions to often be counter-
productive despite their promises). This field of 
research is of even more importance now that a 
few major actors on the Web – all of Big Tech are 
outside of the EU – have concentrated control 
over entire swaths of the Web, and have begun to 
push to a more closed, more tracked, more con-
trolled and privacy destructive future. EU re-
searchers and regulators need to step up and at-
tack these issues from all angles, legal, technical, 
economical and societal. 

Conclusion 

The browser is one of the most important user in-
terfaces to the NCP, that is used daily by billions 
of people without any second thoughts. However, 
browser tracking techniques can both be used for 
ease of use, or cause tremendous privacy issues. It 
is thus crucial that research and regulation address 
the issues of tracking, provide the users with legal 
rights and the technical means to verify them, in-
cluding easy to use tools to detect, control, verify 
and limit undesirable tracking in all its forms. 
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Distributed Ledger Technologies (DLT) and InterPlanetary File System (IPFS) are key 
enablers to achieve an overall decentralized, secured platform over the Internet, like 
the Next computing Paradigm (NCP). 

DLT and IPFS Technologies are 
Paving the Way for the Next 
Paradigm in Computing  

by Emmanuel Bertin 

Key insights 

• Distributed Ledger Technologies (DLT) and 
InterPlanetary File System (IPFS) are key en-
ablers to achieve an overall decentralized, se-
cured platform over the Internet. 

• Mass adoption of this new computing para-
digm will require thorough transformation of 
European laws and policies, including on the 
legal value of smart contracts. 

• Many challenges are still ahead to pave the 
road to this new computing paradigm. 

Key recommendations 

• DLT and IPFS allow combining security and 
controlled openness. EU companies should 
consider these technologies as a driver to re-
think their business models, relying on mis-
sion-oriented consortiums rather than on 
mere competition, and moving from “paper-
based partnerships” (e.g., through contracts 
and agreements) to “code-base partnership” 
(e.g., using smart-contracts). 

• Similarly, EU public authorities (including 
regulation bodies) should consider moving 
from “paper-based policies” to “code-base 
policies” (e.g., with smart-contracts) relying 
on DLT and IPFS. They may also consider 
becoming part of DLT consortiums, in order 
to monitor the dynamic enforcement of poli-
cies.  

• Investigate and monitor possible ways, espe-
cially security issues, to circumvent European 
policies using Blockchain and IPFS technolo-
gies, whether by European or foreign actors 
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Key components for a 
decentralized internet paradigm 

Distributed Ledger Technologies (DLT) and In-
terPlanetary File System (IPFS) are not just tech-
nologies; they are the building blocks of a new 
computing paradigm that promises to reshape our 
digital landscape. These technologies are indeed at 
the forefront of building a distributed computer 
over the entire internet. This concept, often re-
ferred to as the "world computer" envisions a fu-
ture where decentralized applications (dApps) run 
on a peer-to-peer network, leveraging the collec-
tive processing power and storage capacity of mil-
lions of devices connected to the internet [1]. 

DLT refers to a digital system for recording the 
transaction of assets in which the transactions and 
their details are recorded in a decentralized man-
ner, each peer holding a synchronized copy of 
every transaction. It enables the creation of a dis-
tributed ledger that records data across a network 
of nodes, ensuring that no single point of failure 
can compromise the integrity of the data. Unlike 
traditional databases, DLT has no central data 
store or administration functionality. Blockchain, 
which underpins cryptocurrencies like Bitcoin, is 
one of the most well-known types of DLT. 

IPFS complements blockchain by addressing one 
of its limitations: storage. While blockchain is ex-
cellent for recording transactions and small 
amounts of data, it is not efficient for storing large 
files. IPFS is a protocol and network designed to 
create a content-addressable (meaning files are re-
trieved based on their content address rather than 
their location), peer-to-peer method of storing 
and sharing hypermedia in a distributed file sys-
tem. IPFS enables files to be stored across multi-
ple nodes globally, which can reduce redundancy, 
increase efficiency, and improve the web's perma-
nence. 

The "World Computer" Concept: The idea of a 
"world computer" stems from the vision of a de-
centralized computing infrastructure. In this para-
digm, dApps (decentralized applications) operate 
on a global peer-to-peer network, utilizing the 
combined processing power and storage of mil-
lions of devices. This can potentially offer benefits 
such as increased resilience against failures, cen-

 
1 Such on-chain governance is the ground for DAO (Distributed Au-
tonomous Organizations) [5], where this token-based voting model 
is applied to the governance of a whole organization. However, this 

sorship resistance, and a new model for digital in-
teractions and transactions without the need for 
traditional centralized intermediaries. This vision 
could be a way to achieve the Next Computer Par-
adigm (NCP). While the NCP is focused on a 
global nest of services, systems and devices, this 
idea of "world computer” relying on DLT and 
IPFS can be seen as one of the enablers to imple-
ment the NCP vision (e.g., for achieving global 
and decentralized computing and storage, as well 
as applications built on top of them). 

Together, DLT and IPFS are foundational to en-
able this vision by respectively providing mecha-
nisms for secure, decentralized transaction record-
ing, and file storage and distribution. However, 
governance issues have to be considered. 

Governance in a Distributed World 

In a distributed network, governance refers to the 
mechanisms through which decisions are made, 
changes are implemented, and conflicts are re-
solved. The challenges include ensuring that the 
system is fair, transparent, and efficient while pre-
venting any single entity from gaining too much 
control. 

Various models have emerged to address these 
challenges: 

• On-chain governance: Decisions are made 
through a formalized process coded into the 
blockchain itself, often involving token-based 
voting1. When disagreements arise, the block-
chain may undergo a "fork," where the ledger 
diverges into two separate chains, each re-
flecting different decisions or rule sets.  

• Off-chain governance: Decisions are made 
through discussions and agreements among 
the community in charge of the network, and 
then implemented by the network's validators 
or developers.  

These different governance models can be illus-
trated with some famous public blockchain pro-
jects, featuring different governance structures: 

type of organization has not yet proven a widescale and sustainable 
viability. 
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• Bitcoin [2]: Utilizes an informal off-chain gov-
ernance model where the community, devel-
opers, and miners discuss and implement 
changes through consensus, with the possibil-
ity of forks.  

• Ethereum [3]: Has a mix of on-chain and off-
chain governance, with formal improvement 
proposals and community discussions leading 
to upgrades like Ethereum 2.0.  

• Tezos [4]: Features an on-chain governance 
model where token holders vote on proposals 
for protocol upgrades that are then automati-
cally implemented without forking. 

In addition, DLT may also be deployed and oper-
ated in a private way by a consortium of actors 
(typically a set of companies). Those cases mainly 
rely on a pure off-chain governance, to let the in-
volved companies shape the consortium. How-
ever, the detailed governance models are not pub-
licly documented and remain specific to each con-
sortium.  

We believe here there is an opportunity for EU 
public authorities and companies to work together 
on this topic of governance. On-chain governance 
appears clearly as a very promising scenario, ena-
bling to automate many back-office tasks. How-
ever, its limitations and its lawful status should be 
addressed in the EU scope. The possibility to in-
clude in Blockchain consortiums a national or EU 
public authority, which would be in charge to 
monitor the governance model, and enforce it in 
litigation cases, should also be considered. 

Sovereignty and Data Ownership 

DLT and IPFS can empower users with sover-
eignty over their data by enabling them to control 
where and how their data is stored and shared. 

• DLT: Provides a secure and immutable ledger 
where users can prove ownership of data or 
assets without the need for a central authority. 
Smart-contracts can enforce the rules of data 
access and usage. 

• IPFS: Allows users to store data on a distrib-
uted network where they control who has ac-
cess to it. Data is addressed by content rather 
than location, making it resilient to censorship 
and server failure. Decentralization enables a 
high scalability and a low latency for reading 
accesses (writing accesses are immediate, but 

there is of course a synchronization delay, as 
in any peer-to-peer system). 

The implications for privacy and data security in-
clude: 

• Enhanced Privacy: Users can control their 
personal data and share it selectively, poten-
tially reducing the risk of mass data collection 
by centralized entities. 

• Improved Data Security: A distributed net-
work reduces the risk of centralized data 
breaches. Data is spread across multiple 
nodes, making it harder to compromise. 

However, these technologies also introduce new 
challenges, such as the need for robust encryption 
and secure key management, as users are respon-
sible for their own data security. 

Theoretical and Operational 
Challenges  

More precisely, the challenges associated with en-
hanced privacy and improved data security in a 
distributed network [6] like those enabled by DLT 
and IPFS include the following ones. 

Secure Key Management: Users are responsible 
for their own private keys, which are required to 
access their data and assets. Losing a private key 
can result in the permanent loss of access to data 
or digital assets. Storing keys securely while mak-
ing them accessible and recoverable is a complex 
issue. 

Data Availability and Persistence: In a distrib-
uted system, data is replicated among multiple 
nodes to ensure it remains accessible even if some 
nodes go offline. Ensuring that data effectively 
persists on the network over time remains a long-
term challenge, especially on DLT that are not 
massively used. 

Scalability: As the number of transactions and 
users grows, maintaining performance and effi-
ciency is a challenge. Blockchain networks, in par-
ticular, can suffer from slow transaction times and 
higher fees during periods of congestion. For ex-
ample, the large-scale public Bitcoin network can 
proceed about 7 transactions per second, while 
Visa processes around 1,700 transactions per sec-
ond on average, claiming to be able to support 
24,000. However, this issue can be partly circum-
vented by relying on layer 2 DLT, that are built as 
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an overlay on top of an existing Blockchain net-
work. 

Regulatory Compliance: Data sovereignty laws 
and regulations, such as GDPR, may impose re-
quirements on data storage and transfer that are 
difficult to reconcile with decentralized networks. 
Ensuring compliance while maintaining the de-
centralized ethos poses a significant challenge. In 
particular, the EU “right to be forgotten” (RTBF) 
is not easily compatible with the data immutability 
property of DLT (meaning that once written in 
the chain, a data can never be deleted). 

User Experience: The complexity of managing 
one's own data and security can be a barrier to 
adoption for less technical users. Developing user-
friendly interfaces and processes that do not com-
promise security is crucial for wider acceptance. 
Key management being here clearly an issue to 
achieve a great ease of use while maintaining a 
high security level. 

Smart-Contract Security: Smart-contracts are 
immutable once deployed to a blockchain, and 
bugs or vulnerabilities can lead to loss of funds or 
data breaches. Ensuring the security of smart-con-
tracts requires rigorous testing and auditing before 
deployment. 

Network Security: Decentralized networks must 
be resilient to various attacks, such as 51% attacks 
[7] (meaning that more than 51% of the nodes are 
malicious), Sybil attacks [8] (meaning that a single 
malicious entity controls directly or indirectly a 
large number of nodes), and routing attacks [9] 
(meaning attacks at the IP routing level in order to 
block communication between nodes and split the 
network). While these attacks are well docu-
mented, and addressed in current DLT and IPFS 
networks, maintaining a secure and robust net-
work requires constant vigilance and adaptation to 
new threats. 

Addressing these challenges is an ongoing process 
that involves both technological innovation and 
changes in user behavior. As these technologies 
mature, solutions to these challenges are being de-
veloped, but the responsibility for data security 
and privacy increasingly falls on the individual 
user. For example, as DLT are massively relying 
on asymmetric cryptography (e.g., any operation 
must be signed by user’s private key), the loss of 
his or her private key by the user of a public block-
chain implies the loss of any ability to act on the 
chain (including retrieving funds); systems that 

could help to circumvent the problem are often 
hardly compatible with the decentralization prin-
ciples of DLT). 

Early Use Cases  

DLT and IPFS are being utilized across various 
industries, each with specific applications and 
business benefits. 

In Finance, Blockchain is used for cryptocurren-
cies, cross-border payments, and smart-contracts 
that automate complex financial transactions [10]. 
It reduces transaction times and costs while in-
creasing transparency. In Supply Chain, Block-
chain provides traceability and transparency from 
production to delivery, helping to verify the au-
thenticity of products and streamline logistics [11]. 
For Healthcare, IPFS can store large medical files 
in a decentralized manner [12]. Concerning Real 
Estate, Blockchain may simplifies property trans-
actions by reducing the need for intermediaries, 
automating land registry updates, and ensuring the 
immutability of records [13]. For Media and En-
tertainment, IPFS helps content creators distrib-
ute their work directly to consumers, potentially 
reducing hosting costs and improving content ad-
dressability [14]. 

However, these use cases are not so easily con-
verted into business. For example, Maersk and 
IBM's TradeLens platform uses blockchain to 
streamline maritime shipping was stopped in No-
vember 2022, nearly five years after the creation 
of a dedicated joint-venture to create and deply 
this platform. The reason invoked for this closure 
was not technical, but about the lack of involve-
ment of other business partners, leading to a poor 
commercial viability: “TradeLens was founded on 
the bold vision to make a leap in global supply 
chain digitization as an open and neutral industry 
platform. Unfortunately, while we successfully de-
veloped a viable platform, the need for full global 
industry collaboration has not been achieved. As 
a result, TradeLens has not reached the level of 
commercial viability necessary to continue work 
and meet the financial expectations as an inde-
pendent business.” [15] 
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Conclusion 

The combination of blockchain and IPFS creates 
a synergistic effect that can revolutionize how we 
think about computing resources. Instead of rely-
ing on centralized servers and data centers, a dis-
tributed computer over the internet would harness 
the unused computational resources and storage 
space of participating devices, creating a more re-
silient and efficient system. 

This distributed approach also has profound im-
plications for governance and sovereignty. In a 
world where data and applications are not tied to 
any single entity, users regain control over their 
digital assets. This shift challenges traditional 
models of operation and requires new frameworks 
for governance that can accommodate the decen-
tralized nature of these technologies. 

However, the path to realizing this vision is not 
without obstacles. Scalability, interoperability, and 
user adoption remain significant challenges. 
Blockchain networks, in particular, must find ways 
to handle an increasing number of transactions 
without compromising speed or security. Simi-
larly, IPFS must ensure that data retrieval remains 
fast and reliable as the network grows.  

In addition, mass adoption of this new computing 
paradigm will require thorough transformation of 
European laws and policies, including on the legal 
value of smart-contracts, and also to detail how 
existing norms can be applied, including the “right 
to be forgotten”. Possible ways to circumvent Eu-
ropean policies using these technologies, whether 
by European or foreign actors, should however be 
carefully investigated and monitored, especially 
concerning security issues. 

Concerning Public authorities (including regula-
tion bodies, in particular for sectorial regulation), 
we recommend they progressively consider mov-
ing from “paper-based policies” to “code-base 
policies”, by framing consortiums of business ac-
tors, relying on Blockchain and IPFS technologies. 
For example, Mobile Number Portability could be 
performed by smart-contracts with encrypted data 
stored on IPFS, with the underlying Blockchain 
being implemented as a consortium among Mo-
bile Network Operators and regulatory bodies for 
each country, as proposed in [16]. 

More broadly, EU companies should consider 
Blockchain and IPFS as an opportunity to rethink 
their models, relying more on mission-oriented 

consortiums rather than on mere competition, as 
these technologies are now enabling to couple se-
curity, control, and (more or less) openness. 
Traceability, recycling or logistics are here typical 
examples.  
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Hardware constitutes the foundation of any computer system. Ensuring its integrity 
throughout the entirety of the hardware supply chain poses a significant challenge in 
establishing a secure computer system. The involvement of numerous untrusted par-
ties in the process opens the door to vulnerabilities. 

Integrity at Every Link: A 
Roadmap to Trustworthy 
Hardware Supply Chains 

by Lennart M. Reimann, Dominik Sisejkovic and Rainer Leupers 

The Integrated Circuits (ICs) supply chain uses a 
horizontal model, where Intellectual Property (IP) 
owners rely on external partners for competitive-
ness and cost reduction. However, this reliance 
raises significant trust concerns, including IP theft, 
IC counterfeiting, and the introduction of mali-
cious circuit alterations (Hardware Trojans (HTs)) 
[1]. 

In the last decade, Hardware Trojans have 
emerged as a significant security concern [1][2]. 
These circuit alterations pose a threat by allowing 
unauthorized access, manipulation, and control of 
electronic systems. While practical instances of 
hardware Trojans are not conclusively docu-
mented, the ability to make subtle modifications 
with basic tools [3] emphasizes the need for robust 
security measures. 

Over the past decades, numerous research pro-
grams have explored different methodologies 
aimed at ensuring trustworthiness throughout the 
IC supply chain. For instance, the United States 
Defense Advanced Research Project Agency 
(DARPA) has initiated multiple funding programs 
to advance R&D in the domain of reliable elec-
tronics. These programs include IRIS [4], TRUST 
[5], and SHIELD [6], among others. The signifi-
cance of this issue has also been acknowledged in 
Germany, with the German Federal Ministry of 

Education and Research (BMBF) launching a 
funding program spanning 2021 to 2024, specifi-
cally aimed at addressing the challenges of de-
pendable microelectronics for Germany and Eu-
rope [7] [8]. Regrettably, as of now, there is no es-
tablished formal process for ensuring the trust-
worthiness of hardware across the IC supply 
chain. Consequently, it is required to assess exist-
ing protective measures and determine the neces-
sary focus areas for future research, with the ulti-
mate goal of guaranteeing the security of hardware 
throughout the supply chain. This article is based 
on the findings provided in [11]. 

Key Insights 
• Design-dependent hardware Trojans are a 

fundamental security issue. 

• Standard detection mechanisms only allow 
the identification of known hardware Trojans. 

• Newer approaches focus on identifying mali-
cious modifications by comparing the IP with 
a golden reference throughout the complete 
supply chain. 

• Automated and complete reverse engineering 
is crucial for achieving formal security guaran-
tees for the entire supply chain. 
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• Best-effort security measures implemented 
through active protection mechanisms remain 
an important pillar in protecting against mali-
cious hardware modifications. 

Key Recommendations 

To holistically protect against (1) malicious hard-
ware modifications (Trojans), we need to invest in 
(2) long-term research to formally secure the hard-
ware supply chain and (3) short-term, best-effort 
security. 

(1)  Invest in a tangible estimation of the effort, 
tools, and skills required to design and insert 
design-specific hardware Trojans. 

(2)  Formal security guarantees: 

o Develop end-to-end, automatic, 
zero-fault, and non-destructive re-
verse engineering methods as key en-
abler for end-to-end equivalence 
checking. 

o Develop end-to-end and complete 
equivalence checking (EQ) methods 
from the abstract design specifica-
tions to the final physical device.  

(3)  Best-effort active protection mechanisms: ad-
vance the research on best-effort security with 
active protection mechanisms that aim at dis-
allowing malicious modifications to the design 
throughout the hardware supply chain. 

From Specification to Silicon 

The hardware IP necessitates protection across 
the entire supply chain, spanning from initial spec-
ifications to the final device. The supply chain in-
volves the IP owner, design house, foundry, as-
sembly facility, OEMs, and users. The asset under-
goes format changes via automated EDA tools or 
manual processes by hardware designers [9][10]. 

1. IP Creation and Ownership 

• The process starts with the creation of hard-
ware IP, which includes specifications, virtual 
prototypes, high-level descriptions, Register 
Transfer Level (RTL) designs, and gate-level 
netlists. 

• This IP is initially owned by a development 
team, company, or individual who holds the 
rights to its use and distribution. 

2. External Design House 

• The IP owner may collaborate with an exter-
nal design house for specialized expertise or 
additional resources. 

• The IP owner provides either the RTL design 
or gate-level netlist to the external design 
house. 

3. Design and Layout 

• The external design house takes the provided 
RTL design or gate-level netlist and utilizes it 
to generate the layout in GDSII format. 

• This layout serves as a blueprint for the phys-
ical components of the hardware. 

4. Foundry and Manufacturing 

• The GDSII layout is forwarded to a foundry, 
which is a specialized facility equipped for 
semiconductor fabrication. 

• The foundry utilizes the layout to develop a 
mask of the chip design. 

• The mask is used to manufacture the final 
chip using advanced semiconductor fabrica-
tion processes. 

5. Assembly and Integration 

• Once the chips have been produced, they are 
sent to an assembly facility. 

• At this stage, the chips are combined with 
other electronic components to create either 
intermediate devices or the final product. 

6. Packaging and Distribution 

• The assembled devices undergo packaging to 
protect them from environmental factors and 
facilitate handling during transportation and 
use. 

• Packaged devices are then distributed to orig-
inal equipment manufacturers or directly to 
end users. 
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7. OEMs 

• OEMs may further incorporate the hardware 
into larger systems or products. 

8. End Users 

• End users receive the final packaged devices, 
which they utilize for their intended purposes. 

Throughout this journey, the original hardware IP 
undergoes a series of transformations from high-
level descriptions to tangible physical compo-
nents. It is crucial to ensure the integrity and secu-
rity of the IP at each stage, as it may be exposed 
to vulnerabilities when handled by external parties 
(see Figure 1). 

Hardware Trojans: A Fundamental 
Threat in the Hardware Supply 
Chain 

The electronics supply chain, geared towards min-
imizing time-to-market and cutting costs, involves 
various external entities and closed-source third-
party Electronic Design Automation (EDA) tools. 
This decentralized structure introduces security 
vulnerabilities due to inherent trust uncertainties 
among involved parties. A significant conse-
quence is the potential introduction of malicious 
alterations known as hardware Trojans (HTs), an 
ongoing concern in security research for over a 
decade [2]. Unfortunately, the issue of HTs re-
mains largely unresolved. 

Hardware Trojans: A Subtle Change with 
Disastrous Consequences 

Over ten years ago, a radar system in Syria failed 
to provide advance warning of an approaching air-
strike, purportedly due to the presence of HTs in 
the defense systems [46]. While confirming the 
presence of HTs in such instances is challenging, 
the mere possibility of these subtle yet malicious 
design alterations has garnered significant atten-
tion in both research and industry. The US military 
and intelligence executives have identified HTs as 
one of the most significant threats the nation 
could encounter during times of war. 

An HT is characterized by intentional, malicious, 
and covert alterations made to integrated circuits 
throughout the entire hardware supply chain [12]. 
This malicious behavior can take different forms, 
including information leakage, power dissipation, 
denial of service, performance degradation, or un-
intended behaviors. The intentional nature of the 
modification distinguishes it from random faults. 
Trojans are implemented stealthily to evade detec-
tion during tests and security checks.  

Before we take a look at different classes of HTs, 
it is important to understand the process of Re-
verse Engineering (RE) - a term that is tightly cou-
pled to HTs. Hardware RE is defined as the pro-
cess of extracting a set of specifications for a hard-
ware design by an entity other than the original 
design owner [42]. Consequently, RE has tradi-
tionally been associated with potentially malicious 
activities, such as IP theft, that are of significant 

 

Figure 1 Assets and vulnerabilities within the hardware supply chain [11] 
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concern to governments, the military, and indus-
try.  

Within the context of RE, HTs can be categorized 
by addressing a fundamental question: does the 
design and insertion of the Trojan necessitate RE? 
This classification framework, as outlined in [14], 
divides all Trojans in two groups: Class-1 HTs 
(C1HTs) and Class-2 HTs (C2HTs). C1HTs en-
compass Trojans that rely on RE. As a result, the 
attacker needs to invest into comprehending the 
design specifications of the asset at various levels 
to create an HT tailored to that specific design. 
Consequently, a Class-1 HT enables a controllable 
trigger, paving the way for a high-impact attack. 
C2HTs consist of less hidden Trojans that do not 
rely on RE. Consequently, an attacker can insert 
these HTs into a design at any stage or level of 
abstraction without possessing any knowledge 
about the asset. Thus, C2HTs remain resilient 
against potential protection mechanisms.  

The Untrusted Design House and Foundry 

One of the most common threat scenarios within 
the hardware supply chain involves the malicious 
actions of external design houses and foundries [1] 
[13] [40]. Since these third-party entities are often 
located at remote sites around the world and lack 
a verifiable level of trust in the design and produc-
tion process, they present a potential vulnerability 
for malicious alterations, such as HTs. Both exter-
nal design houses and foundries receive the asset 
in a form that remains modifiable before it is per-
manently coded into silicon. What are our as-
sumptions about the adversaries’ capabilities? In 
general, the following is true for both an external 
design house and foundry: (1) The entity is 
granted complete access to the design. The exter-
nal design house is provided with either the RTL 
or gate-level design, while the foundry receives the 
final layout. (2) The entity functions without any 
limitations or oversight by the legitimate IP 
owner. (3) The insertion of a design-specific (class 
1) HT demands a certain level of RE effort. 

A crucial element influencing the characteristics of 
the introduced Trojan is RE. The primary aim of 
RE is to attain an abstraction level of the asset that 
allows for subsequent analysis and manipulation. 
As the asset's abstraction level decreases, the need 
for a more extensive effort becomes apparent to 
gain a comprehensive understanding of the design 
and, potentially, to insert class-1 HTs. The RE 
process contains a multitude of manual, semi-au-
tomatic, and automatic steps which all paint only 

part of a still error-prone, lengthy picture. Thus, a 
completely automated, non-destructive, and flaw-
less RE process still remains elusive despite being 
the key factor in determining the effectiveness of 
an active protection against HTs. 

Open Challenges: Reverse Engineering  

• How to quantify the cost, required effort, and 
complexity of reverse engineering? 

• How to quantify the success criteria and the 
amount of retrieved information of the re-
verse engineering process? 

• How to implement non-destructive, auto-
matic, and zero-fault RE for every abstraction 
level of the asset? 

Fighting Hardware Trojans 

In the pursuit of combating HTs, research takes 
two distinct approaches. While some design meth-
odologies focus on detecting these insidious ele-
ments for subsequent removal, achieving fool-
proof detection faces formidable challenges along 
the hardware supply chain. Consequently, many 
researchers are now delving into proactive 
measures aimed at safeguarding against malicious 
modifications in the first place. 

Detecting Hardware Trojans 

A high number of methodologies aim to prevent 
HTs by identifying malicious modifications in the 
asset and removing them. Detection mechanisms 
fall into two classes: pre-silicon and post-silicon. 
Pre-silicon methods focus on design analysis be-
fore manufacturing, while post-silicon mecha-
nisms target the manufactured design. 

Pre-Silicon Detection 
Pre-silicon detection mechanisms can be summa-
rized with the following four major techniques: 
Code coverage analysis, formal verification tech-
niques, structural analysis, and functional analysis. 

In this context, formal verification stands out as 
the most promising approach for thoroughly 
proving the absence of hardware Trojans. Formal 
verification techniques like equivalence checking 
can mathematically prove properties and equiva-
lence between two descriptions of the asset. This 
allows detecting discrepancies indicating potential 
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Trojans. Existing verification methods like secu-
rity assertions can also be reused for Trojan detec-
tion [17] [18] [45]. However, limited abstraction 
details and a lack of formal models for manufac-
tured chips constrain formal techniques. A com-
mon formal method used in this context is equiv-
alence checking. Equivalence checking in hard-
ware security verifies that two different represen-
tations of a design perform the same operations 
and produce the same results [15] [16]. It ensures 
the integrity and trustworthiness of a design, iden-
tifying any discrepancies or potential malicious 
modifications. Therefore, it allows comparing two 
descriptions of the same IP between any two steps 
in the supply chain. 

Moreover, approaches like code coverage analysis, 
structural analysis, and functional tests are em-
ployed to identify hardware Trojans [19][20]. 
However, due to their limitations in providing 
comprehensive security assurance or necessitating 
specific Trojan structure information, there is an 
increasing research emphasis on formal methods.  

Post-Silicon Detection 
Functional tests execute application tests on the 
chip to check for incorrect behaviors indicating 
potential Trojans. But tests may not trigger all 
Trojans, and some may not corrupt functionality.  

After the chips are manufactured every device 
needs to be tested for modifications instead of an-
alyzing a single hardware description. Therefore, 
researchers work on reverse-engineering to yield a 
formal description of the produced hardware. Re-
verse engineering involves delayering and imaging 
the manufactured chip layer-by-layer to recon-
struct a gate-level netlist [1] and apply pre-silicon 
analysis. However, RE is expensive, time-consum-
ing, and destructive. 

Overall, post-silicon detection has limited cover-
age compared to pre-silicon techniques. RE pro-
vides a gate-level netlist but is expensive and de-
structive. More research is needed to enable post-
silicon security guarantees. 

Open Challenges: Passive Detection 
Mechanisms 
• Does equivalence checking offer a complete 

assurance of the absence of malicious modifi-
cations? 

• Is there a detection scheme capable of identi-
fying any potential hardware Trojan? 

Protection Against Malicious 
Design Modifications 

Many Design-for-Trust (DfTr) methodologies 
have been introduced in the last decades to protect 
hardware against malicious modifications, includ-
ing functional filler cells [37] [39], split manufac-
turing [40] [41], and layout camouflaging [42] [43]. 
In the following, we will, however, only take a 
closer look at logic locking – a premier technique 
to circumvent the insertion of class 1 HTs, and the 
only active protection mechanism capable of pro-
tecting against untrusted entities throughout the 
microelectronics supply chain 
Logic Locking (LL) aims to protect the integrity 
of hardware designs at different supply-chain 
stages and design levels [38]. LL modifies the 
hardware design through the incorporation of 
logic alterations that link the proper functioning 
of the chip to a confidential activation key. This 
alteration carries two primary consequences. First, 
the functional behavior of the HW design is con-
tingent upon the correctness of the key. When the 
correct key is applied, the design operates as in-
tended. Second, the inclusion of key-dependent 
logic brings about structural modifications in the 
design, essentially "obfuscating" the hardware. 

How is LL applied? Let’s assume that logic locking 
is implemented at the gate level.  The IP owner – 
the trusted entity - aims to develop a legitimate 
chip. During this stage, the RTL description of the 
hardware design is logically synthesized into a 
gate-level netlist. At that point, logic locking is ap-
plied, resulting in a locked netlist and a secret key. 
The secret key remains exclusively with the legiti-
mate IP owner. Note that the key is not needed 
for any subsequent steps. The locked netlist is 
then provided to external parties for layout gener-
ation, fabrication, and assembly. Once the final 
chip is prepared, the IP owner performs activa-
tion. The secret key is incorporated into the chip 
using a non-volatile memory, such as flash, e-fuse, 
or EEPROM [23]. This process has been success-
fully implemented by HENSOLDT Cyber GmbH 
through the production of the "Made in Germany 
RISC-V" (MiG-V) processor—a groundbreaking 
example of a fully logic-locked commercial pro-
cessor [14] [24] [25] [32]. 
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The Interplay of Reverse Engineering and 
Logic Locking 

A lot of research has popped up around the topic 
of logic locking, including resilient schemes design 
and novel key recovery attacks [44]. Unfortu-
nately, one mistake is still being repeated: the se-
curity of LL is only seen through the recoverability 
of the key. Why is this a problem? The key itself 
should evidently not be recoverable before pro-
duction; otherwise, an attacker could simply re-
move the locking-induced structures and dissolve 
the impact of the obfuscation. However, focusing 
on “how difficult is it to retrieve the key” as a 
measure of security is somewhat misleading as it 
completely ignores the main objective of LL: mak-
ing reverse engineering harder to perform. As a 
result, the concept of the key's "retrievability" has 
often been employed as an indicator of security. 
However, the question of "how much more chal-
lenging RE becomes" because of logic locking has 
remained unanswered. 

Secret Key, Unsecure Storage 

A fundamental issue in logic locking hides in the 
availability of a secure key storage. Unfortunately, 
a growing number of physical attacks have suc-
cessfully shown that the correct key can be ex-
tracted from an activated chip through probing 
and fault-injection attacks [27] [28] [29]. Moreo-
ver, it is possible to design a design-independent 
HT that leaks the key value after the chip is acti-
vated simply by forwarding the key inputs to an 
observable output [30]. Hence, without a secure 
key storage, logic locking will have a very limited 
effect in a high-volume production setting which 
allows the availability of activated chips on the 
market. 

Universal Circuits: A Way Out? 

A promising approach to addressing many chal-
lenges in logic locking is rooted in the concept of 
universal circuits [26] [31]. Drawing from a cryp-
tographic primitive introduced by Valiant [33], 
universal circuits can be programmed to emulate 
any circuit within a specified size limit. From a se-
curity perspective, a universal circuit can represent 
a wide range of hardware functionalities while 
consistently maintaining the same underlying 
structure. In fact, universal circuits could be seen 
as “the ultimate” obfuscation.  Why is this inter-
esting? When all the circuits entrusted to a poten-
tially untrustworthy foundry or external design 
house share the same physical structure, 

irrespective of the functionality programmed by a 
secret key, an attacker has only one avenue for in-
troducing modifications: random, design-inde-
pendent, and most likely low-impact class 2 HTs. 
Regrettably, the expenses associated with the im-
plementation of this approach far exceed accepta-
ble levels. As a compromise, an alternative solu-
tion has been examined using Embedded Field-
Programmable Gate Arrays (eFPGAs). In this 
setup, specific security-critical design modules are 
substituted with fully reconfigurable soft eFPGA 
or pre-designed eFPGA hard macros [22] [34]. 
However, additional research is imperative to as-
certain the security and cost-effectiveness of 
FPGA-based obfuscation [22] [35] [36]. 

Open Challenges: Active Protection 
Mechanisms 

• How to protect the activation key in logic 
locking from physical attacks? 

• How to measure the impact of logic locking 
on the required reverse-engineering effort?  

• How to design cost-effective and generic in-
distinguishable circuits? 

The Silver Bullet: Formal 
Guarantees  

The ultimate goal in security is to achieve formal 
guarantees for the absence of malicious modifica-
tions. Formal verification is the major approach to 
achieving this goal. However, although a mathe-
matical proof for the analysis is given, there are a 
few points that are still open for research to 
achieve this complete guarantee.  

1. As the IP changes its level of abstraction 
throughout the hardware supply chain, the dis-
crepancy between the levels of abstraction 
needs to be considered.  

2. Manufactured chips do not offer a formal de-
scription of the underlying hardware so that re-
verse engineering needs to be advanced further 
to offer a non-destructible, fast and complete 
solutions to generate a description for every 
manufactured device 

3. A complete chain of formal verification tools 
is required to cover the entire hardware supply 
chain. This needs to be standardized and fur-
ther development is required.  
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Research Needs: The Way 
Forward 

To establish a secure microelectronics supply 
chain, it is essential to address two fundamental 
challenges. (1) The first challenge revolves around 
formally securing the entire supply chain and 
achieving mathematically proven security assur-
ances across the entirety of the hardware design 
and manufacturing process. Undoubtedly, pursu-
ing this objective embodies the highest level of se-
curity, although it may involve high risks and long-
term projects. (2) Consequently, it is equally vital 
to promote research endeavors focusing on lower-
risk, short-term projects that aim to provide best-
effort security. These two overarching goals are 
further elucidated below, following the visualiza-
tion in Figure 2. 

 

Figure 2 Research goals for achieving a secure hardware 
supply chain [11]. 

Reaching Formal Security Guarantees 

To enable a formally secure hardware design and 
fabrication flow, the following must be achieved: 

Need 1: A fully automated, error-free, non-de-
structive, and seamless reverse engineering pro-
cess spanning from the physical device to high-
level abstractions is of paramount importance. 
The establishment of a comprehensive RE work-
flow, starting from the final chip, serves as a criti-
cal facilitator for comprehensive Equivalence 
Checking (EQ), HT detection, and the evaluation 
of active protection approaches. This research gap 
includes the following tasks: 

a. Estimation of the complexity, cost, and time 
effort of reverse engineering; 

b. Design and implementation of fully automatic 
reverse engineering methodologies. 

Need 2: Achieving end-to-end and comprehen-
sive EQ spanning from high-level abstractions 
down to the ultimate physical device is imperative. 

This EQ continuum guarantees that the final, 
manufactured, packaged, and embedded device 
maintains complete equivalence with its initial de-
sign specifications. This research gap includes the 
following tasks: 

a. Evaluation of the influence of the abstraction 
level and the design details it provides on the 
effectiveness of equivalence checking; 

b. Introducing formats and standards that ena-
ble equivalence checking at high abstraction 
levels; 

c. Introducing formats, standards, and methods 
to enable post-fabrication equivalence check-
ing; 

d. Offering open-source, verifiable, and trust-
worthy equivalence-checking tools. 

Supporting Best-Effort Security 

It is crucial to back research endeavors addressing 
lower-risk gaps that may not lead to formal and 
all-encompassing security assurances but contrib-
ute to best-effort security. These research objec-
tives encompass: 

Need 3: Active protection mechanisms may not 
offer formal security assurances, yet they represent 
a crucial and currently the sole line of defense 
against malevolent alterations in the course of ex-
ternal design and manufacturing stages. Nonethe-
less, the efficiency of active protection methods is 
tethered to several unresolved inquiries, such as: 

a. Enabling secure key storage solutions that are 
resilient against physical attacks; 

b. Supporting the development of cost-efficient 
universal circuits or approximations thereof in 
the form of reconfigurable circuits; 

c. Evaluate the impact of active protection mech-
anisms on the reverse engineering effort; 

d. Evaluate the possibility of formally secure ac-
tive protection mechanisms. 

Need 4: The design and detection of class-1 HTs 
remains a focal point in security research. To fa-
cilitate this goal, the following must be considered: 

a. A concrete assessment of the resources, tools, 
and expertise needed for the creation and in-
sertion of Class-1 HTs; 
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b. Evaluation of the design of HTs that could po-
tentially circumvent equivalence checking; 

c. Support post-fabrication, non-equivalence-
checking-based HT detection methods. 
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While computing systems rely on hardware as a "root-of-trust" for security, new vul-
nerabilities exist that cannot be patched in software alone. Security verification and 
the development of defense mechanisms must be pursued at the microarchitectural 
hardware level, utilizing formal methods specifically tailored for security verification. 

Microarchitectures as Root-of-
Trust in Computing Systems – 
Research Needs in Formal 
Security Analysis 

by Wolfgang Kunz and Dominik Stoffel

System-on-Chips (SoCs) and embedded systems 
are ubiquitous in modern society. With their abun-
dance of connectivity features they create a new 
attack surface for cyberattacks. Our trust in com-
puting systems depends mainly on the provided 
safety and security features of the underlying com-
puting hardware. Although the majority of the ad-
vanced security features, such as end-to-end en-
cryption, are implemented at the software level, 
they rely on basic hardware primitives to deliver 
the intended functionalities. In common terminol-
ogy, such hardware primitives form the “root-of-
trust” of the computing system. They constitute a 
set of trusted functionalities to ensure the security 
of the system. Any security flaw in the hardware 
root-of-trust can affect virtually all applications 
deployed on the system.  

Hardware systems are difficult or, in some cases, 
even impossible to patch, which exacerbates the 
challenge of dealing with hardware security flaws. 
Countless reports in recent years on system vul-
nerabilities at the hardware level, e.g., [1], [2], attest 
to the fact that hardware security flaws can pose a 
genuine threat to the overall system security. The 
Common Weakness Enumeration database 
(CWE) [3] has acknowledged this problem by 

including hardware vulnerabilities as a separate 
category of security weaknesses.  

The role of hardware in system security is not lim-
ited to providing security-related features to sup-
port software functions. Weaknesses in the hard-
ware design itself can introduce severe vulnerabil-
ities to the computing system. At the microarchi-
tectural level, these weaknesses mostly have two 
sources: the hardware circuit executing a security-
critical software application may leak confidential 
information through side channels, in particular 
timing of the software execution [4], or (possibly 
very subtle) design bugs escape conventional ver-
ification procedures and cause security risks for 
the entire system.  

“State of computer security is embarrassing for all of us 
in the computing field. It seems unlikely systems will 
ever become secure using software-only solutions”. 

David Patterson, 
Keynote IEEE/ACM Design Automation Conference, 2018 

This article explores using formal methods for 
verifying hardware security, a shift from the tradi-
tional software-centric approach. Historically, cy-
bersecurity focused on software vulnerabilities, 
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but the 2018 discovery of hardware-based attacks 
like Spectre and Meltdown, exploiting ISA-invisi-
ble side channels such as transient execution side 
channels (TES), revealed the limits of software-
only defenses. Subsequent attacks (e.g., [3], [4]) 
have further challenged the effectiveness of exist-
ing solutions and underscore the need for more 
comprehensive hardware security strategies.  

“The potential for a transient execution to extract data 
being carried across a branch or a load is still a new 
field of research. Even though transient execution at-
tacks are highly complex and difficult to carry out suc-
cessfully outside of a lab, we expect it to remain a per-
sistent focus area for researchers and the computer in-
dustry.” 

Martin Dixon, VP for Security at Intel, 2021 

Today, re-establishing trust in the microarchitec-
tures of computing systems has become one of the 
main goals in the computer industry and among 
chip makers. Microarchitectural descriptions at 
the Register Transfer Level (RTL) are the point of 
reference for sign-off verification before the tape-
out of a chip for manufacturing. They typically 
serve as the golden model of an SoC and are the basis 
for all design refinements at lower levels as well as 
for manufacturing.   

Security verification and the development of de-
fense mechanisms at the microarchitectural level 
have become rapidly growing research fields. 
There is general conviction that the formidable 
patch-and-pray cycles can only be overcome if 
comprehensive security guarantees are already 
provided during design and before tape-out. For-
mal verification bears promise to provide such 
guarantees. However, currently available tech-
niques are tailored towards general functional de-
sign aspects and suffer from severe limitations 
when targeting microarchitectural security and 
side channels.  

Key insights 

• The immense attack surface exposed by mi-
croarchitectural security flaws and the vast-
ness and diversity of SoC deployment do-
mains necessitates extending formal methods 
from just functional correctness to systematic 
non-functional security verification. Research 
is vital to understand and formalize these di-
verse security risks and threats. 

• Conventional functional verification applied 
to individual design components cannot pro-
vide comprehensive security guarantees for 
extensive hardware systems interacting with 
software; vulnerabilities often arise from the 
integration of multiple components and spe-
cific hardware-software interactions. 

• The current solutions for mitigating security 
vulnerabilities often involve ad hoc processes, 
which require significant design alterations 
and necessitate communication with software 
developers. Moreover, while advanced secu-
rity measures have been suggested to address 
timing side channels, they substantially esca-
late the manual design workload and intro-
duce considerable hardware overhead, high-
lighting a pressing need for more refined, sys-
tematic, and comprehensive strategies. 

Key recommendations 

• Invest in research and development of tools 
for exhaustive security analysis of SoC micro-
architectures. Invest in the formalization of 
microarchitectural threat models as targets for 
a new generation of non-functional formal 
verification methods. 

• Devise, implement and adopt new design and 
verification methodologies based on these 
new tools, pursuing verification-driven, se-
cure-by-construction design providing sys-
tem-wide threat coverage.  

• Contribute to open-source and public-do-
main initiatives like the RISC-V ecosystem to 
demonstrate use of the new tools and meth-
odologies and to facilitate their widespread 
adoption and dissemination.  

Security Vulnerabilities 

Security analysis must address a wide spectrum of 
potential hardware vulnerabilities. At the microar-
chitectural hardware level, there are two main cat-
egories: security-violating design bugs and microarchitec-
tural timing side channels.  

Security-violating design bugs are the subset of all de-
sign bugs that, besides violating the functional 
specification, violate a relevant security target. In 
principle, bugs can be detected by conventional 
functional verification. However, this requires the 
complete and correct specification of the entire 
design as well as of all its security mechanisms. 
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Substantial effort is demanded from verification 
engineers to cover all security-relevant functional 
behaviors by a set of properties specified in a 
property specification language such as SVA (Sys-
temVerilog Assertions). Even then, there may still 
be verification gaps remaining: security issues re-
lated to the communication between modules or 
to the interaction between hardware and firmware 
are easily missed [5].  

A design that is bug-free may still be vulnerable to 
side channels. At the microarchitectural level, side 
channels are based on timing. Although a program 
may not have access rights to a certain set of data, 
depending on this data, one and the same program 
may behave slightly differently in terms of its own 
computation results, i.e., what data it stores in 
which registers and at which time points. These 
differences only affect the detailed timing of the 
microarchitectural implementation and have no 
impact at the level of the instruction set architecture 
(ISA), i.e., they do not affect the correct function-
ing of the program as observed by the program-
mer. However, if these subtle alterations of the 
program’s execution at the microarchitectural 
level are caused by secret data to which the pro-
gram must not have access, this may open a “side 
channel”. An attacker, owning (and creating) such 
a program, may trigger and observe these altera-
tions to infer secret information. This is called a 
“microarchitectural side channel attack”.  

The following observation is key to classifying mi-
croarchitectural side channels and the correspond-
ing verification targets (properties): In the conven-
tional attack scenario the attacker process by itself 
is not capable of controlling both ends of a side 
channel. To steal secret information, it must inter-
act with another process initiated by the system, 
the “victim process”, which manipulates the secret 
and “makes a noise”. Common defenses at the 
software level include constant-time encryption 
[6] and cache access pattern obfuscation [7]. They 
prohibit the information flow at the “sending 
end” of the channel, i.e., the one owned by the 
victim process.  

Although securing encryption software against 
these attacks is challenging because it demands a 
deep understanding of microarchitectural details, 
in the past, the threat of microarchitectural side 
channels was generally perceived to be limited to 
a small set of software applications. This general 
intuition, however, was drastically changed by the 
discovery of transient execution side channel (TES) at-
tacks. Even though they use similar channels for 

exfiltrating information, TES attacks are funda-
mentally different from classical microarchitec-
tural side channels. TES attacks exploit side effects 
of transient instruction execution, a phenomenon 
not visible in the sequential execution semantics 
of the ISA. Transient execution occurs when the 
processor speculatively executes instructions 
ahead of time that it needs to roll back if the spec-
ulation turns out to be wrong. Such transient in-
struction execution may leak secret data through 
timing side channels and is the root cause for TES 
attacks. Without affecting the ISA-level results of 
the program, the attacker triggers transient execu-
tions of instructions that depend on secret data. In 
this way, the attacker does not rely on a vulnera-
bility within a victim software to make a noise. In 
fact, the TES attacker controls both ends of the 
channel, the part that triggers the side effect and 
sends out the information as well as the part that 
observes it. This makes TES attacks more threat-
ening than the earlier known timing side channels. 
In the TES scenario, a single user-level attacker 
program can establish a microarchitectural side 
channel leaking parts of the memory which are not 
accessed by any other program. Such HW covert 
channels not only can destroy the usefulness of 
encryption and secure authentication schemes but 
can steal data from essentially anywhere in the sys-
tem. As a result, unlike classical side channel at-
tacks, TES attacks threaten the overall security of 
the system and its root of trust.  

Since the publication of the Spectre [8] and Melt-
down [9] attacks in 2018, numerous new TES-
based attacks have been discovered (e.g., MDS at-
tacks [10], [11], [12]), speculative store bypass [13], 
speculative interference [14]), with many of them 
targeting a previously patched system (e.g., Fallout 
attack [10]), calling for new attention towards 
hardware security.  

Needed: A Formalization of Threat 
Models 

When considering both, the vast scope of the pos-
sible microarchitectural security threats, and the 
great variety of deployment domains for SoCs, it 
becomes apparent that the attack surface is huge. 
Such a challenge can only be met if formal meth-
ods are extended beyond traditional functional 
correctness checking to non-functional security 
verification. This must be done in a systematic way 
such that the relevant threats in their large diver-
sity can be described, and many different use sce-
narios for computing systems can be covered. 
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Research is needed to characterize security risks 
and to develop and formalize the threats. In other 
words, we need a taxonomy of threat models. A threat 
model for hardware captures the security targets for 
a system in combination with a profile of the attack-
ers.  

Security targets for hardware most commonly are 
requirements of confidentiality or integrity. Confidenti-
ality of hardware is given if all information stored 
or processed in the system is protected against be-
ing retrieved by an unauthorized entity. Integrity 
means preventing an attacker from changing or in-
fluencing a part of the system that is specified as 
protected.  

The attacker profile makes assumptions about 
how attackers can access the system and what 
methods they can use to exploit potential vulner-
abilities of the system.  For example, an attacker 
may access the system by running an unprivileged 
user process. Another threat model may consider 
access to the security-critical system through a 
third-party IP which is added to the system and 
which the attacker controls. Specific threat models 
are the basis for the specification of verifiable 
properties. The challenge consists in formulating 
these properties in such a way that a large spec-
trum of different threat models is covered by a 
manageable set of properties.  

 

Figure 1: Space of threat models 

Figure 1 illustrates the space of threat models that 
must be analyzed for specifying verifiable proper-
ties. The points associated with important threat 
models are marked in green color. Firstly, it is 
meaningful to distinguish between security-violat-
ing functional bugs and non-functional 

vulnerabilities such as side channels. This is the 
blue dimension in the shown space.  

Secondly, the vertical dimension (red color) of the 
cube in  

Figure 1 distinguishes between vulnerabilities that 
occur only in cores and those requiring a global 
analysis of the entire System-on-Chip (SoC). For ex-
ample, TESs, such as Spectre and Meltdown, only 
require an analysis of the core while the root cause 
of other types of timing side channels can be dis-
tributed over several locations of the SoC.  

Thirdly, the horizontal axis of the cube separates 
threat models related to the security target of con-
fidentiality from those related to integrity.  

We give some examples of threat models related 
to specific points of the cube in  

Figure 1: 

Threat Model 010 

• Security target: Confidentiality of data in pro-
tected memory locations 

• Attacker Profile: Attacker can run any program 
on the core with user-level privileges.  

• Class of vulnerabilities: Transient Execution Side 
Channel in cores 

Note that several threat models can belong to each 
point in the space of  

Figure 1, for example: 

Threat Model 101a 

• Security target: Integrity of information and in-
tegrity of operation in security-critical parts of 
SoC 

• Attacker Profile: Attacker controls a third-party 
IP which communicates with the security-crit-
ical SoC domain.  

• Class of vulnerabilities: Design bugs (insuffi-
cient protection mechanisms) 

Threat Model 101b 

• Security target: Integrity of information and in-
tegrity of operation in security- 
critical parts of SoC 
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• Attacker Profile: Attacker can inject faults by la-
ser light anywhere in the SoC.  

• Class of vulnerabilities: Design bugs (insufficient 
protection mechanisms) 

Hardware security engineers conduct threat anal-
yses to create relevant threat models for specific 
designs and deployment domains. These models 
form the basis for verification engineers to define 
verification targets as formal properties, specified 
in languages like SVA. It's crucial to globally for-
malize threat models, aiming to cover a broad 
spectrum of vulnerabilities and attacker profiles, 
including "unknown unknowns", i.e., yet undis-
covered vulnerabilities. The overall goal is to cre-
ate generic, re-usable verification IPs. 

Needed: New Tools 

Late detection of hardware security flaws can in-
cur tremendous costs, calling for new functional ver-
ification techniques specifically for hardware secu-
rity. Rather than being exhaustive with respect to 
a complete functional design specification, the 
new tools must be exhaustive with respect to a well-de-
fined threat model and deliver well-defined security 
guarantees. The new tools must be scalable and, at 
the same time, amenable to adoption by current 
industrial hardware design flows. 

While conventional functional verification of a de-
sign, in principle, also avoids security-critical bug 
escapes, the manual effort for such an exercise is 
prohibitively large. The state-of-the-art flow for 
security verification based on functional property 
checking is shown in the left part of Figure 2. The 
targeted security features (Box II) typically result 
from a high-level, architectural perspective. The 
design specification is extended by an additional 
functional specification (Box III) of these security 
features which guides their integration into the 
RTL implementation. This is followed by func-
tional verification procedures (Box IV. It turns 
out, however, that this classic approach is not al-
ways sufficient. Not only does conventional func-
tional verification miss side channels, but also the 
abstract security requirements can be extremely 
difficult to map to functional specifications, re-
quiring a detailed, microarchitectural understand-
ing of security threats. Therefore, the specification 
itself (Box II) may fail to cover relevant aspects of 
the global threat model. Experience shows that, 
even when choosing security features conserva-
tively, the conventional design process can miss 
subtle, yet hazardous security gaps and gives rise 
to the widely spread complaint about a never-end-
ing “patch-and-pray” cycle.   

Therefore, new approaches to formal hardware 
security verification are needed that target security 

 

Figure 2: Functional vs. Non-functional verification flow for security 
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properties directly. Such a flow is shown on the 
right side of Figure 2. Instead of developing a de-
tailed (and error-prone) functional specification, 
this approach starts from the applicable threat 
model (Box I) and formalizes security require-
ments rather than detailed functional behaviors. 
This leads to specifying non-functional security 
properties (Box VI) which are orthogonal to con-
ventional functional specifications. Since these 
properties directly target global security require-
ments without the need of a functional specifica-
tion for the intended defense mechanisms, these 
methods have the potential to cover security 
breaches (both functional breaches and side chan-
nels) which are easily missed by the conventional 
approach. Both conventional solvers for func-
tional verification as well as specialized solvers, 
such as [15], can serve as a basis to extend formal 
hardware verification for such non-functional tar-
gets (Box VII). 

In addition to functional or explicit information 
leakages that violate the security requirements, im-
plicit information flows through timing side channels 
must also be considered. This complicates the ver-
ification process significantly because the func-
tional specification, which is untimed, cannot 
make such a requirement. Therefore, there is a 
lack of proper specification techniques for security 
against timing side channels. 

New formal tools are needed which target the 
threats by timing side channels in a systematic 
way. This research can build upon initial successes 
in academia to detect transient execution side 
channels but must extend the scope to all other 
side channels relevant at the microarchitectural 
level. The new methods must be capable of han-
dling different architectures ranging from simple 
in-order processors without speculation to out-of-
order processors with speculation. 

Needed: New Flows and 
Methodologies 

Running a single tool on a specific design or de-
sign component can never lead to global security 
guarantees formulated for a large hardware system 
and its interface with software. Instead, such guar-
antees must result from a security-driven flow that 
combines the results of different methods and 
tools across components and design layers. The 
needed extensions to today’s flows have a “hori-
zontal” and a “vertical” dimension. 

The horizontal dimension concerns the structural 
composition of hardware designs consisting of 
multiple interconnected modules. Many security 
issues are introduced into the system through the 
integration of these components, and a vulnerability 
in one component may only be exploited through 
its communication with other components. De-
tecting such vulnerabilities requires analyzing in-
formation flows across multiple components 
which is usually a computationally expensive task 
for formal verification techniques.  

This calls for new scalable verification methodologies 
exploiting specific advantages of different meth-
ods to cover system-wide security for a given 
threat model. The new methodologies are re-
quired to combine the results of different tools to 
compose global guarantees on the entire system. 
Formal verification in such a setting can be based 
on sound abstraction techniques over different 
stages of the design flow. 

The vertical dimension concerns the Hard-
ware/Software Interface. Many hardware security 
issues are only exposed if they are triggered by a 
specific interaction between hardware and soft-
ware. Formal verification of such mechanisms de-
mands proper modeling of hardware/software in-
teraction.  

Needed: Verification-
Driven/Secure-by-Construction 
Design 

Experience in industry and academia shows that 
most SoC hardware designs suffer from numerous 
security flaws based on both microarchitectural 
timing side channels and functional design bugs. 
Fixing design bugs is usually an ad hoc process 
which solves the problem by making design 
changes and/or communicating possible re-
strictions for the software layer with the software 
developers. Fixing timing side channels is a more 
demanding procedure. Advanced security features 
have been proposed, such as those based on in-
formation flow tracking [16], [17], that promise ef-
fective measures against these vulnerabilities. 
However, this comes with significant costs: the 
manual RTL design effort increases drastically, 
and the new architectures come with a significant 
hardware overhead that so far has only been esti-
mated based on abstract system simulations. Only 
a few RTL architectures with security guarantees 
for side channels have been proposed.  
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Clearly, research is needed to explore new security 
architectures at the RTL. Formal security analysis 
can make a major contribution to developing new 
design methodologies leading to new security ar-
chitectures. Formal verification precisely and ex-
haustively determines all attack scenarios that are 
relevant under the specified threat model. This 
knowledge can be very valuable to i) determine the 
root causes of the security weakness and ii) to de-
rive fixes that avoid excessive conservatism. Note 
that, without the knowledge of formal tools, cur-
rent measures for security often employ “blanket 
fixes” that cover a large (but not fully understood) 
spectrum of weaknesses. 
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Sustainability is the biggest challenge of the 21st century; without it, human civiliza-
tion will be unable to continue. This chapter explores the relationship of computing 
technologies to sustainability. 

The race for sustainability 

by Koen De Bosschere 

Climate change is now felt all over the planet, lead-
ing to changing natural ecosystems, and eventually 
to loss of biodiversity. Climate change is not only 
about melting ice caps, and rising sea levels, but 
also about fresh drinking-water supplies, food se-
curity, and water needed for manufacturing, agri-
culture, transportation and energy production. Cli-
mate change affects many aspects of our daily lives.  

However, sustainability is wider than climate 
change. It is about organizing the world within the 
limits of planet Earth both today and for the gen-
erations to come. One aspect of it is the use of raw 
materials, which are finite on a finite planet. Mod-
ern information and communication technology 
(ICT) devices require more than 60 minerals from 
all over the world, some of which are hard to mine, 
are scarce, or are mined in socially unacceptable 
conditions. Once used in a device, they are difficult 
to recycle; but without efficient reuse and recy-
cling, there cannot be true sustainability.  

Modern ICT devices are very power efficient, lead-
ing to a situation where more energy is needed to 
produce them than they will use during their entire 
lifetime (“embodied” versus “operational” energy 
use). Hence, integrating multiple functions into 
one device is more sustainable than creating sepa-
rate devices per function. Contrary to common be-
lief, continuing to use an old device is often more 
sustainable than buying a new, more power-effi-
cient one. This shows that a full lifecycle assess-
ment can lead to counterintuitive conclusions, and 
that such an assessment is essential in order to 
come up with sustainability solutions with real im-
pact. 

Sustainability is perhaps the most important grand 
challenge of the 21st century and it affects every-
thing we do. This chapter looks into ways to make 
computing sustainable and suggests how compu-
ting can contribute to sustainability goals.  

This part contains three contributions. 

• “What does it mean to be sustainable?” 
This article discusses the definition of sustain-
ability in the context of ICT: energy, water and 
material consumption, and how to reduce 
and/or neutralize them. The main conclusion 
is that there is a need for universally agreed life 
cycle models for computing devices and ser-
vices. Without such models, it is impossible to 
make effective sustainable design decisions, to 
make operational decisions when they are in 
use, and design new business models for the 
ICT industry. 

• “Sustainable materials and production”. 
This article focusses on the environmental im-
pact of the physical layer of computing sys-
tems. It analyzes the origin of the embodied 
emissions of modern technology nodes: the 
high number of required semiconductor grade 
minerals and the increasing number of energy, 
gas, and water consuming process steps to 
produce a chip. Finally, there is the technical 
challenge to effectively recycle semiconductor 
components. 

• “Towards sustainable computer architec-
ture: A holistic approach”. This article ar-
gues that sustainable development requires a 
holistic approach and involves multi-perspec-
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tive thinking. Applied to computing, sustaina-
ble development means that we need to con-
sider the entire lifecycle of a product. Analyz-
ing current trends reveals that the embodied 
energy footprint is, or will soon be, more sig-
nificant compared to the operational energy 
footprint. The article summarizes what com-
puter architects and engineers can and should 
do to better understand the environmental im-
pact of computing, and to design sustainable 
computer systems. 

 

Key recommendations 

 

• Design and improve validated lifecycle 
models. These models should not only en-
compass factors like embodied and opera-
tional energy but should also comprehensively 
account for the ecological impact of activities 
such as mining, water usage, the use of chem-
icals in production, and the environmental 
consequences at the end of a product’s life cy-
cle.  

• Develop sustainability-focused design 
methodologies. By making a low ecological 
footprint a core design objective, designers 
will naturally take into account factors like re-
pairability, reusability potential, recyclability, 
and the effective management of end-of-life 
processing right from the initial stages of 
product development.  

• Develop sustainable production tech-
niques for semiconductor components. 
Such techniques should reduce the emission 
of greenhouse gasses, the use of toxic, hazard-
ous and critical raw materials, the consump-
tion of ultra-pure water, and the amount of 
energy needed to produce semiconductors. 

• Create new business models incorporat-
ing the full lifecycle. HiPEAC underscores 
that the absence of viable sustainable business 
models is a significant barrier to meaningful 
actions by companies aimed at enhancing the 
sustainability of their products. Therefore, re-
thinking business models is crucial to drive 
positive change in the sustainability landscape.  

• Prioritize ICT for green applications. In 
addition to developing more sustainable digi-
tal technologies, HiPEAC recommends that 
the community focuses on developing “ICT 

for green applications”, and works collectively 
with various domains in investigating how 
ICT technology could reduce the environ-
mental impact of key processes in these do-
mains.  

 

 

Koen De Bosschere is a professor in the 
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sity, Ghent, Belgium. 
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Sustainability is the single most important societal challenge of the 21st century, and 
computing turns out to be both a part of the problem and a part of the solution. 

What does it mean to be 
sustainable? 

by Koen De Bosschere and Patrick Blouet 

When IT devices are on display in shops, they look 
shiny, attractive, clean. At the time of buying, very 
few people think about the impact of mining raw 
materials, the purification of the materials before 
they can be used in a fab, the energy the device 
will consume during its entire lifetime, and where 
it will eventually end up after they stop using it. 
Most users of the devices might not even be aware 
where and how the device they are about to buy 
has been produced. In order to become more sus-
tainable, consumers have to be more knowledgea-
ble about the environmental impact of computing 
devices, and this knowledge should be based on 
solid and universally accepted facts instead of be-
liefs. As long as some people disagree on the sci-
entific facts and evidence, they might not take the 
right decision to reduce their carbon footprint, 
and they will have difficulties to assess the sustain-
ability claims made by device producers. 

Key insights 
• Determining the sustainability of computing 

solutions turns out to be extremely difficult, 
especially if one wants to take into account the 
full life cycle of products, and the secondary 
effects in the sectors where they are applied.  

• There are several sustainability beliefs that 
may hold at a local scale, but are not valid at 
the global scale, like efficiency = sustainability 
(does not take into account the rebound ef-
fect) or computing makes other sectors more 
sustainable (the so-called enablement, for 

which there is little evidence over the last 50 
years). 

• Sustainability is a complex problem. The ef-
fective solutions must be based on universally 
accepted sustainability models, and not on 
popular beliefs.  

Key recommendations 
• There is an urgent need for practical and uni-

versally accepted life cycle models for compu-
ting devices and services. The models should 
be used to steer decisions in the design and 
operation of computing systems, placing it on 
par with other design objectives such as cost, 
power consumption, and security. 

• There is a need to educate the computing 
community on sustainability and to encourage 
it to start working on it. The only antidote 
against greenwashing are consumers that have 
a basic understanding on what true sustaina-
bility actually means. 
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Introduction 

It was Jean-Baptiste Colbert, one of the main min-
isters of the French king Louis XIV, who, 350 
years ago, saw the economic potential of the pro-
duction of marine timber in the French forests. 
Without the ordinance of 1669 drawn up under 
his leadership, the majestic French-style oak 
groves like those of Tronçais or Bercé in France, 
managed by several generations of foresters, 
would not be available to us today.  

According to (Grober, 2007), the term “sustaina-
bility” was introduced in the 18th century and it re-
ferred to managing forests to ensure that future 
generations had access to enough wood for fuel 
and for timber. In the 20th century it was broad-
ened beyond forests. The first report of the club 
of Rome, “The Limits to Growth” (D.H. 
Meadows et al. , 1972), made very clear that expo-
nential growth of resource consumption could not 
be sustainable on a finite planet, and that one day 
natural resources would be depleted. The same re-
port already warned about the exponential in-
crease of CO2 in the atmosphere in 1972. Later, 
the definition of sustainability was broadened with 
social and economic aspects into the formulation 
of the “triple bottom line” consisting of people, 
planet and profit (Triple bottom line, 2008). To-
day’s generally accepted definition of sustainability 
are the 17 sustainable development goals defined 
by the United Nations in 2015 (The 17 Goals, 
2015).  

Of all 17 sustainability goals, Goal 13: Climate Ac-
tion is probably the best known. It states that “To 
limit warming to 1.5°C, global greenhouse gas 
emissions must fall by 45% from 2010 levels by 
2030 and to zero by 2050”. Already in 2018, the 
UN Secretary-General António Guterres warned 
the world that “Climate change is moving faster 
than we are”; since then, greenhouse gas emis-
sions have only increased. Today, the projected 
greenhouse gas emissions will be 10% higher in 
2030 than in 2010. In order to reach the goals of 
2030, we have to reduce the emissions by 42% in 
the next seven years (United Nations 
Environment Programme, 2023). This will be next 
to impossible to realize. With the current efforts, 
the climate will warm up between 2.5-2.9°C by the 
end of the century. Such a temperature increase 
will have catastrophic consequences for the whole 
planet. 

But why is it so difficult to decarbonize the world? 
Some countries do not care about climate change 

because e.g. selling fossil fuels is a major source of 
income, or they simply do not have the resources 
to do it (e.g. in developing countries). Individuals 
are reluctant to cut down the use of fossil fuels 
because it requires investments (isolation, pur-
chase of a heat pump or an electric car), or it re-
quires lifestyle changes like moving to a smaller 
house, travel less, consume less, eat less meat, … 
Some industries are reluctant to make the energy 
transition as it will impact their bottom line of the 
next quarter; unless forced to change, they prefer 
business-as-usual as long as possible. The conse-
quence is that fossil fuel consumption is expected 
to further increase until around 2030, and that the 
gap between the required reduction and the actual 
consumption will increase until 2040 (SEI, 
Climate Analytics, E3G, IISD, and UNEP, 2023). 
In order words, that we are not moving in the right 
direction fast enough. 

One of the reasons why it is very difficult to de-
carbonize the world, is that the world is literally 
built from carbon (Vaclav Smil, 2022). The built 
environment primarily depends on cement and 
steel, both of which require lots of energy to pro-
duce, energy which has been fossil fuel based for 
the last 200 years. Many of the objects that sur-
round us are made from oil in the form of plastics: 
clothing, furniture, toys, packaging, bottles, … 
The biomass that we grow (food, feed, wood, …) 
needs fertilizer, most of which is made from nat-
ural gas. Hence, we do not only need fossil fuels 
because they generate hot air, but also because we 
need their molecules in the chemical industry. 

Given the current trends, reducing the global 
greenhouse gas emissions by 42% by 2030 won’t 
be realistic anymore as illustrated in Figure 1. 
Even the global lockdown in the year 2020 created 
only a small dent in the emissions. 

 

Figure 1. Total Green House gas emissions 1990-2022 (United 
Nations Environment Programme, 2023) 

We simply cannot decarbonize a fossil fuel based 
global industrial ecosystem that took 200 years to 
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develop into a carbon-neutral one in few decades, 
especially because there are not yet proven alter-
natives for several types of emissions (e.g. air 
travel), and fossil fuel capital investments made to-
day are expected to last for decades. For electricity 
production, there are several alternatives for fossil 
fuels (wind, solar, nuclear, hydro, biomass, …), 
but given the investment rate, the targets for 2030 
are practically unreachable.   

In the meantime, climate change is accelerating 
(Figure 2), and the effects of the warming become 
noticeable in our daily lives in the form of more 
extreme weather events. 

Experts warn that the use of fossil fuel not only 
emits CO2, but also other particles like sulphur di-
oxide and soot that make the clouds more reflec-
tive and reflect up to 10% of the incoming radia-
tion back into space. Phasing out the use of fossil 
fuels will automatically reduce the associated pol-
lution (which is good), but also reduce global dim-
ming, and thus increase the global temperature 
(which is not good). 

 

Figure 2. Temperature evolution 1880-2023 (NASA SVS | 
NASA Summer 2023 Temperature Media Resources) 

So, even if we would stop burning fossil fuels to-
morrow, the climate will continue to warm for 
some time due to the reduction of global dim-
ming. No matter what we do to fight global warm-
ing, we will also have to adapt to the changing cli-
mate, and therefore, we need a two-pronged ap-
proach: reducing emissions as fast as we can, while 
preparing for climate change. The worst effects of 
climate change are the more violent weather phe-
nomena (storms, droughts, floods), and their im-
pact on food production in the northern hemi-
sphere (where most of the global food production 
happens). E.g. a reduced runoff in the Colorado 
river due to less snowfall in the Rocky Mountains 
would have a serious impact on the agriculture in 
southern California, one of the food baskets of the 
USA. Similar scenarios apply to the whole 

Mediterranean basin. A reduction of 10% in yield 
during a couple of years will lead to global famine, 
large scale migrations and political instability 
which does not help to increase food production 
(see Ukrainian war). Given the fact that agriculture 
is responsible for more than 25% of the global 
CO2e emissions, it is paradoxical that in order to 
slow down global warming, the world should cut 
down on agriculture to avoid global famine in the 
future.  

In any case, it is in our interest to find ways to 
adapt to climate change (e.g. by selecting crops 
that are better resistant to the new climatological 
situation and compatible with the local ecosystem, 
and to manage the rainfall in a more effective way 
by buffering it for future use or to let it infiltrate 
and replenish the water table, …). It is mandatory 
for water to have several lives and to abandon the 
current model of single use. 

In this article, we discuss some basic sustainability 
concepts. 

Emissions by the IT industry: 
embodied vs. operational 

Sustainability in the IT sector has two compo-
nents. First of all, there are the resources needed 
to manufacture the electronic devices, and sec-
ondly, there are the resources needed to actively 
use the device, in practice it is primarily electrical 
energy and water. Although a single transistor or a 
single memory cell requires an almost infinitesimal 
amount of energy to switch, once multiplied by 
billions per device, and switching billions of times 
per second leads to measurable power consump-
tion, ranging from less than 10 mW of operational 
energy for very low power devices to MWs of 
power for data centers. This multiplied by a few 
billion active devices on the planet leads to an in-
dustry consuming around 9.3% of the global elec-
tricity production and rising. 

Concerning the minerals, modern IT devices are 
very complex devices that need complex supply 
chains to bring tens of semiconductor grade (= ul-
trapure) minerals from all continents together in 
one place, in order to integrate them into one de-
vice via a very sophisticated and energy and water 
consuming production process. The energy re-
quired and the emissions caused by this process 
are called the embodied energy and the embodied 
emissions, and they both contribute to global 
warming.  
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In order to contribute its share to the climate ef-
forts, the IT industry should reduce its greenhouse 
gas emissions by 50% between now and 2030. 
However, according to Schneider Electric 
(Vincent Petit, 2021), the total energy consump-
tion (used here as a proxy for the emissions) of the 
digital economy is projected to grow by 50% by 
2030. So, instead of halving its energy footprint, it 
will double it! 

A major source of growth is device manufacturing 
(the electricity part of the embodied energy), mo-
bile networks (5G), and compute power (AI, 
blockchain, …). The growth rate (2020-2030) in 
the operational energy will be more than 15% for 
storage, mobile networks and IoT devices. Where 
the share of energy consumption of the IT sector 
was 9.3% in 2023 (including the energy to manu-
facture devices) will grow to 11.5% in 2030. Un-
fortunately, the energy required for dismantling 
and end of life management is not taken into ac-
count in this study. 

The carbon footprint of the IT industry has been 
growing by 1.8% per year during the last decades, 
and this is faster than the growth of the global 
emissions. Its carbon footprint in 2020 is 2.1-3.9% 
of the global greenhouse gas emissions, and 30% 
of it are embodied emissions. 

Carbon neutral, net-zero, and 
carbon-negative 

When reading sustainability announcements by 
companies it is important to carefully read the 
wording used in the announcement. 

Carbon neutral means that an organization 
measures the CO2 emissions caused by its opera-
tions, reducing them as far as possible, and offset-
ting the part that cannot be avoided (e.g. by refor-
esting, investing in renewable energy, or capturing 
CO2 from the air). Any company or organization 
can fairly easily become carbon neutral by replac-
ing fossil energy sources by renewable ones where 
possible and paying for the remaining CO2 emis-
sions. Even without sustainability investments, it 
is possible to become carbon neutral by offsetting 
more. For individuals, buying renewable electric-
ity, driving an electric vehicle, installing a heat 
pump, and avoiding or offsetting air travel is a 
good start to become carbon neutral for the oper-
ational emissions. Making whole industries carbon 
neutral is however a totally different challenge.  

The gold standard for organizations is however 
net-zero. This is more challenging as it requires 
that not only the carbon emissions are taken into 
account, but also other greenhouse gasses like me-
thane, nitrous oxide, and fluorinated gas emis-
sions. Some fluorinated gasses trap 1000 times 
more heat than CO2. It is a common practice to 
convert all greenhouse gasses into CO2 equiva-
lents (CO2e) to simplify the math.  

 

Figure 3. Evolution of IT energy demand 
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Net-zero emissions do not only apply to the busi-
ness operations themselves, but over the complete 
supply chain. This might be feasible in the IT in-
dustry, but much harder in e.g. agriculture, which 
is a major source of methane and nitrous oxide 
emissions.  

Carbon-negative means that a particular device 
or process extracts more carbon from the air than 
it emits. Trees are carbon-negative which explains 
why they are used to offset carbon emissions.  

Figure 3 shows that the IT sector will continue to 
grow, and to use more operational energy in the 
coming years (despite the fact that devices will 
continue to be more power efficient). This growth 
is faster than the rate at which the energy genera-
tion is decarbonized globally. This means that the 
IT related emissions will continue to increase until 
2030.  

In order to limit global warming to 1.5°C, we need 
carbon neutrality by 2050, and net-zero in 2070. 
This will require that all stakeholders work on 
their own targets, without exceptions. The inter-
mediate goals in 2030 are an instrument to assess 
whether we are on track or not. According to 
(United Nations Environment Programme, 2023), 
we are not at all on track. 

A case study: Apple watch and iPhone 15 

Apple announced in 2023 that its latest Ap-
ple Watch is carbon neutral. Apple suc-
ceeded to reduce the lifetime carbon foot-
print of the watch by 75%, by using recy-
cled materials, by avoiding air transporta-
tion, but especially by using renewable en-
ergy in manufacturing, and requiring its 
suppliers to do so too. It even decarbonized 
the electricity to power the watch during its 
full life cycle by investing in large-scale so-
lar and wind projects. The remaining 25% 
that could not be avoided is offset in na-
ture-based projects in South America. This 
announcement proves that it is possible to 
substantially reduce the lifecycle carbon 
footprint of a device, and to compensate 
for the rest, but it requires extra effort, and 
probably makes the device more expensive 
too. 

On 13 September 2023, the iPhone 15 was 
launched. According to Apple, the total 

lifetime emissions of the iPhone 15 Pro 
(128 GB) is 95 kg, but by using recycled and 
low-carbon materials and by using renewa-
ble energy in manufacturing it was able to 
reduce the carbon footprint by 26 kg CO2e 
to 66 kg CO2e. Of the 66 kg CO2e,  83% 
goes into production, 3% in transportation, 
15% in product use, and less than 1% in 
end-of-life processing. That means that the 
operational emissions are 15% of 66 kg 
CO2e = 10 kg CO2e, which means that 
more CO2e (56 kg) was emitted during the 
production of the device (mining, fab, as-
sembly, transportation, …) than during its 
operation (10 kg). Even more surprising is 
that a device of only 171g causes 327 times 
more CO2 emissions (56 kg) than its own 
weight. 

 

Figure 4. Carbon emissions Apple watch 

Obviously, the operational emissions will 
depend on the usage intensity, and on the 
carbon intensity of the electricity used. The 
iPhone can play 23h of video on one bat-
tery charge of 12.7Wh. Assuming that the 
phone is recharged once per day, this will 
require 365 x 12.7 Wh = 4.6 kWh per year. 
With an average emission rate of 0.33 kg 
CO2e per kWh, this adds up to 1.5 kg CO2e 
per kWh which is very low compared to the 
56 kg CO2e emitted to produce the device. 
Since the total operational emissions are es-
timated to 10 kg CO2e, Apple apparently 
assumes a lifetime of 10/1.5=6.6 years, 
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which is consistent with their recent an-
nouncement that they offer replacement 
parts for up to 7 years. That means that 
owning and using the iPhone creates an 
equivalent yearly emission of 66/6.6= 10 
kg CO2e per year. Extending the lifetime of 
the device from 6 to 7 years, leads a reduc-
tion of the yearly average emissions from 
10.8 kg CO2e to 9.5 kg CO2e, that is a re-
duction of 1.3 kg CO2e per year. That 
means that using it one year longer is about 
enough to offset the operational emissions 
for the device. 

 

Figure 5. Carbon emissions iPhone 15 

No matter how power-efficient the latest 
model of a smartphone is, the benefits of 
saving operational energy will never out-
weigh the energy required to build a new 
device. This is not only true for 
smartphones, but for all complex low-
power devices like tablets and laptops. On 
top of this, the operational emissions will 
further decrease due to the increased use of 
renewable energy and due to the use of 
more power-efficient technology nodes. 
While reducing the operational energy con-
sumption of a device is commendable, it's 
essential to evaluate whether the benefits in 
operational energy savings outweigh the ad-
ditional embodied energy associated with 
advanced technology nodes (due to more 
advanced production equipment and pro-
cesses). For instance, the greenhouse gas 

emissions of a 3nm technology node wafer 
are double those of a 7nm node wafer. 
Over the years, the total emissions for the 
iPhone have stayed pretty stable: iPhone 13 
(2021): 69 kgCO2e, iPhone 14 (2022): 65 kg 
CO2e, iPhone 15 (2023): 66 kg CO2e. Simi-
larly, when transitioning from a cloud-
based solution to an edge-based solution, a 
comprehensive assessment of the total 
lifecycle emissions of both options is nec-
essary to determine which one is more sus-
tainable.  

Clean electricity to the rescue? 

As illustrated with the case of the Apple products, 
most of the emissions are electricity for (i) manu-
facturing the devices and (ii) for running the de-
vices. On paper, such emissions can easily be 
avoided by using clean energy for the production 
and for the use of the devices. Unfortunately, re-
ality is more complex. Unless the source of the en-
ergy is non-intermittent like hydro-electric energy, 
biomass or nuclear, there is the need to somehow 
store the energy to bridge the periods when the 
electricity production is low. Currently, the most 
reliable storage is the grid, which means that one 
sells the excess local renewable energy to the grid 
and buys the electricity back when the local pro-
duction is too low (like during the night for solar). 
Obviously, this only works well if the grid com-
pany has storage capacity (batteries, pumped stor-
age, …) or can provide fossil-free electricity (nu-
clear, biomass, hydro-electric). If that is not the 
case, it will sell fossil-based electricity.  

Hence, even if a facility like a data center comes 
with a renewable energy production system that 
produces (more than) the total yearly energy con-
sumption, it does not mean that the consumption 
is 100% clean. It will most of the time be a mix of 
renewable and non-renewable energy sources. 
While this energy mix will be less carbon-inten-
sive, it will not achieve carbon neutrality. The ef-
fect is even aggravated by the fact that the renew-
able production on the entire grid might at some 
point be higher than the consumption, leading to 
a situation in which the producer has to pay to in-
ject energy into the grid, or that the grid company 
decides to shut down some installations to protect 
the grid, meaning that the renewable production 
system does not run at full capacity. Hence, unless 
the manufacturing and charging would be limited 
to the periods when there is enough clean 
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electricity, there will always be a carbon footprint 
that will be equal to the carbon footprint of the 
mix of energy sources that are used to power the 
grid at that time. Hence, replacing all electricity by 
clean electricity is challenging in practice. 

Applying these clean energy insights rigorously 
may lead to inconvenient conclusions, such as the 
simplest way to reduce the carbon footprint of 
data centers being to relocate them to regions with 
the lowest average carbon intensity for electricity, 
which is likely in countries with abundant nuclear 
and hydroelectric power. 

Carbon offsetting to the rescue?  

The current practice to make products carbon 
neutral is to first reduce the emissions, and then to 
offset the emissions that cannot be avoided. A 
popular way to offset is investing in reforestation 
projects. A mature tree absorbs between 10-40 kg 
of CO2 per year. In order to absorb 1000 kg of 
CO2, a tree has to grow on average 40 years. 
Hence, offsetting by reforestation means that the 
CO2 produced today (e.g. a flight) will be absorbed 
from the air during the next 40 years, i.e., by 2063. 
This means that the majority of the CO2 offsetted 
today will keep contributing to global warming 
during the next 20 years (2043) until the trees are 
mature enough to fully absorb it. Hence, refor-
estation does not help to slow down global warm-
ing in the next decade, but it does in the future. 
This assumes that the trees do not die during that 
period (e.g. by storm, by wildfire, by drought, or 
by disease). Eventually the trees will die, or be cut, 
which means that at that moment the stored car-
bon will be released again. In order to avoid the 
release of the carbon, a tree that dies or is cut 
should be replaced by another tree to store the re-
leased carbon again. If not, carbon offsetting is 
only a way to temporarily store the carbon. Hence, 
carbon offsetting is at best a temporary solution 
until we find a scalable and affordable technical 
means to permanently store the captured carbon 
because the space for reforestation on the planet 
is finite and it has to compete with agriculture. The 
most important insight is that offsetting has no 
immediate effect on the release of CO2 and cannot 
even guarantee that the CO2 will be removed from 
the atmosphere in the future. Offsetting is basi-
cally a right to pollute and does not stop global 
warming in the short term. The only way to (im-
mediately) neutralize emissions is to capture them 
and store them permanently (capture can happen 
at the source, or from the atmosphere).  

Furthermore, companies that try to offset CO2e 
emissions in order to reach net-zero are some-
times misleading themselves. Fluorinated gasses 
stay decades to centuries in the atmosphere and 
are removed by photodissociation in the strato-
sphere. There is no way to offset them by refor-
estation. Hence, converting them into CO2e, and 
subsequently offsetting the corresponding CO2e 
by reforestation will not help to reach net-zero for 
these gasses. There is only one effective measure 
and that is keeping them out of the atmosphere.  

Jevons paradox or the rebound 
effect 

Jevons paradox states that more efficient use of 
resources will not only lead to a smaller ecological 
footprint, but also to a falling cost of products and 
services which might in turn lead to an increase in 
the demand, undoing the benefits of the efficiency 
gains. This is very noticeable in consumer goods. 
Due to globalization and technological improve-
ments, consumer goods have become much 
cheaper than e.g. 40 years ago. In the assumption 
that the disposable income stays the same, con-
sumption will increase, leading to a growing eco-
logical footprint, and in some cases even bigger 
than the original one. Where in 1985 people could 
afford one basic desktop computer of 2000 euro, 
with the equivalent amount of 5700 euro in 2023, 
they can buy each member of a family of four a 
basic laptop, a tablet, a smartphone and a smart 
watch, inevitably leading to more emissions. 
Hence, efficiency is not a valid proxy for sustaina-
bility.  

Another example is the increase in performance 
thanks to Moore’s law. Instead of reducing the 
power consumption and the cost per chip in the 
new technology node, the industry has preferred 
to produce more powerful chips within the origi-
nal power envelope and for about the same price. 
The extra compute power has been used by the 
software industry to add nice-to-have features that 
have subsequently increased the requirements for 
the hardware (more memory, more storage, more 
cores). In the last decade we have seen a transition 
from hard disks to SSDs, which consume less 
power, but have an embodied carbon footprint 
that is 8 times bigger than that of hard disks. 
Hence, Moore’s law has substantially increased the 
carbon footprint of computing up to the point 
that most consumer devices are today too power-
ful for the workload they have to run. Similarly, 
supercomputers seldom have an efficiency of 
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more than 5% because the standard software stack 
adds a lot of overhead. 

Enablement to the rescue 

In its SMARTer 2030 report (Global e-
sustainability initiative, 2020), the Global eSustain-
ability Initiative states that ICT could save 12 
GtCO2e in 2030 in other major industries like 
manufacturing, agriculture, construction and 
transport. Compared to the estimated 1.25 
GtCO2e emitted by the ICT-industry itself, it 
would mean that ICT is net carbon negative and 
that an unconstrained growth of the ICT industry 
is actually good for the climate: for every addi-
tional kg of CO2 emitted by the ICT industry, an-
other 10 kg CO2 will be saved in the rest of the 
economy, which means that a datacenter of a su-
percomputer virtually extracts carbon from the 
air.  

This is obviously a flawed reasoning as it counts 
the emission reduction twice: once in the sector 
that realizes the reduction, and a second time in 
the ICT industry.  

Furthermore, there is no evidence that enable-
ment leads to carbon-negative emissions. Over 
the last 40 years, the ICT industry has grown and 
contributed to efficiency gains in all sectors of the 
economy, but this has not resulted in reduced car-
bon emissions at all (the proof if that the emis-
sions are still increasing, despite the massive use 
of computing technology). The higher efficiency 
has led to more consumption and increased reve-
nues, but also more pollution and faster depletion 
of natural resources. Historically, there is no proof 
that enablement works for reducing overall emis-
sions because of the rebound effect in the sectors 
that implement digital technologies (Charlotte 
Freitag, 2021). Still, enablement is widely used to 
justify digital exceptionalism, which means that the 
computing industry can be exempted from carbon 
reduction (in comparison to e.g. the cement and 
steel industry), because they realize their reduction 
through enablement.  A similar argument was 
used in the 20th century to exempt airlines from 
paying fuel taxes because air travel was good to 
better understand other cultures and thus for 
world peace. 

Until the day that there is proof that enablement 
actively reduces emissions, the best way for the IT 
industry to contribute to the net-zero targets in 
2070 is to become net-zero itself. If they would 

lobby for an exception to become net-zero in 2070 
based on the enablement they claim to create, they 
will first have to show that enablement exists for 
their activities, and how big it is. Without hard ev-
idence, they are lobbying for digital exceptional-
ism. 

Then the question is: how can the IT industry 
reach net-zero by 2070. We refer to the other pa-
pers in the sustainable section for inspiration. 

ICT for green 

The European commission rightfully states that 
the green transition will require ICT to be success-
ful. This is a no-brainer because optimization of 
resource consumption is at the basis of the green 
transition and advanced optimization requires 
computing. The statement that the green transi-
tion requires ICT is however not equivalent with 
the statement that ICT is good for sustainability 
(which is the assumption behind enablement). 
More concretely, it is not because some use cases 
in sectors like transport or energy can be made 
more sustainable with technologies like IoT, 5G 
or AI, that a widespread adoption of these tech-
nologies in the economy will have the same bene-
ficial impact at a global scale. There is no proof of 
that.  

Sustainability benefits of ICT will have to be 
proven use case per use case by comparing the 
scenario in which the technology is deployed, with 
the scenario in which the technology is not de-
ployed or replaced by alternatives. The study 
should take into account the full life cycle, includ-
ing all wanted and unwanted consequences of the 
technology used. An example is the self-driving 
car. The full optimization of the driving process 
will definitely have direct sustainability benefits: 
systematic eco-driving, congestion avoidance, less 
accidents. Combined with new business models 
like mobility as a service, it could also reduce the 
number of registered cars (which is good for the 
embodied energy, and requires less parking space, 
which could lead to more green spots in cities). 
Unwanted consequences could be that also chil-
dren, very old people, and people without driving 
license can start using a car, leading to more car-
km per year, and hence more energy consumption, 
or that people start working during their com-
mute, and do no longer care about the duration of 
the trip (and hence about the jams). Before claim-
ing that a self-driving car is more sustainable than 
a classical car, this analysis should be made.  
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Obviously, decisions are not only made based on 
sustainability criteria – there might be other crite-
ria (safety, inclusion, increased productivity) that 
can justify the additional emissions. Based on such 
an analysis, it will be hard to prove that bitcoin 
calculations reduce the global carbon emissions 
(this seems obvious), or that the energy-hungry 
large language models will help reducing the global 
carbon emissions (this would be surprising, except 
for a few use cases). Other technologies like IoT 
and 5G might help reducing the carbon emissions 
in more use cases. Other cases are unclear: vide-
oconferencing is always more sustainable than in-
person meetings that require travel, but the con-
venience of videoconferencing has also replaced 
traditional phone calls and some intra-building 
business meetings leading to increased energy use 
(rebound effect). 

Without additional legislation, a growth of the IT 
industry will not automatically lead to sustainabil-
ity benefits. Sustainability benefits have to be 
proven case by case. Approaches like carbon ac-
counting and Environmental, Social, Governance 
(ESG) reporting can help companies to under-
stand their environmental impact, how to reduce 
it, and to prove that their IT solutions help in 
greening their company. It also guarantees that the 
reporting is standardized and can be used for 
benchmarking purposes. Eventually, this infor-
mation could also be made available via the digital 
product passport (DPP) that might play a pivotal 
role in ending greenwashing practices within the 
industry. This information could further be trans-
lated into sustainability labels designed to assist 
consumers in making informed choices and in-
creasing awareness about sustainability. These la-
bels should be designed to be easily understanda-
ble and comparable to labels commonly used on 
food products or the euro-norms for car emis-
sions. 

According to ISS Insights (Aastha Agarwal, 2023), 
57% of the European companies pledged net-zero 
commitment by 2050. In countries with a strong 
political net-zero commitment, more companies 
pledge to become net-zero by 2050, which proves 
that public policies help in making the industry 
more sustainable. Remarkably, the Information 
technology sector represents only a very small 
share of the companies that pledge net-zero (Fig-
ure 6). 

 

Figure 6. Companies with net-zero commitments, by sector. Source: 
(Aastha Agarwal, 2023) 

According to IDC, the most common invest-
ments in sustainability are: 

1. Investment into technologies empowering 
sustainable hybrid work environment (VPN, 
video conferencing, advanced security, etc.); 

2. Use of recycled/recyclable materials in IT 
equipment/use of closed loop materials in IT; 

3. IT infrastructure efficiency assessment and in-
vestments (energy-efficient devices); 

4. Smart building energy efficiency related tech-
nologies and tools; 

5. Carbon footprint/emissions tracking, data 
sourcing and data analysis; 

6. Flexible consumption technology deployment 
models to eliminate resources overprovision-
ing. 

The concrete order varies among sectors and 
among countries. According to the same study, 
the sustainability ambitions are greater than the 
sustainability actions. Only 50% of the companies 
have actually achieved the goals set forward for 
the last two years. There are multiple explanations: 
gap between strategic planning in the boardroom 
and execution on the work floor, difficulties im-
plementing the ESG commitments, macroeco-
nomic challenges (energy prices, inflation, political 
instability, …), and the difficulty to present a clear 
business case with a reasonable return on invest-
ment for sustainability investments. In many com-
panies, the sustainability transition requires a sub-
stantial change to stay in business. This is why sus-
tainability is perceived as a risk management issue 
and compliance cost instead of business oppor-
tunity.  
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Proving the business case for sustainability is crit-
ical for widespread adoption, and ultimately the 
success of the European Union Green Deal. 
When sustainability is seen as a driver for business 
growth, it will be a door opener, getting traction 
from the top to the bottom of an organization. 
The EU or national governments could help by 
refocusing macroeconomic success away from 
GDP growth towards non-financial metrics to as-
sess the well-being of the country. 

Companies are struggling with preparing the 
workforce for a net-zero economy. Whilst it is true 
that the economic transition is creating tremen-
dous new job opportunities, it also creates huge 
challenges in the short term. E.g., during the tran-
sition, transportation companies will have to ser-
vice both and existing fuel-based fleet + a more 
recent electrical fleet (which requires a different 
skill set, different tools, often a different work-
shop). 

Often forgotten: the importance 
of water 

There is no electrical energy that is 100% emis-
sions-free, but there are big differences between 
energy sources (Figure 7). Obviously, the use of 
fossil fuels causes most emissions, but even reser-
voir lakes have greenhouse gas emissions too due 
to decomposing organic material that ends up in 
the lake (e.g. methane). 

 

Figure 7. CO2e emissions different electricity sources 
(in g per kWh) 

In order to produce electricity, one does not only 
need fuel, but also water to (i) create the infra-
structure (embodied water), and (ii) to close the 
thermodynamic cycle. Figure 8 gives an idea of the 
water footprint of the different types of energy 
generation. The Water Footprint is defined as the 
amount of water that is no longer available as 
drinking, irrigation, or process water after it has 
left de power plant. In most cases it is water that 

evaporates from cooling towers, or from reservoir 
lakes.  

A nuclear power plant of 1 GW produces around 
4TJ of energy per hour and needs 610x4=2440 m³ 
of water per hour, which is about the capacity of 
an Olympic swimming pool per hour (2500 m³). 
Coal and gas need 404x4=1760 m³ per hour. Fire-
wood has a similar water footprint for the power 
plant but needs and enormous amount of water to 
grow the trees (Fuel supply). The high operational 
water consumption of hydropower might seem 
logical but the water that leaves the turbine is not 
‘consumed’, it can be used downstream for irriga-
tion, drinking or process water. The 15,100 m³ is 
the amount of water per TJ that evaporates in the 
lake between the time it is collected (spring) and 
the time it is used to generate electricity. A lake 
evaporates around 1 m water per year (up two 2 m 
in deserts) which amounts to an average of 15,100 
m² per TJ generated energy. The water footprint 
of solar is mostly determined by its embodied wa-
ter. This is a consequence of the fact that one 
panel represents a lot of embodied water but pro-
duces during its lifetime only 5-10 MWh. A nu-
clear power plant produces the same amount of 
energy in 18-36s, and a windmill in 1h. The prep-
aration of uranium, oil and coal requires lots of 
water too. The embodied water in the infrastruc-
ture and the fuel supply is extracted at the time 
and place of construction, the embodied water of 
the fuel is extracted near the mining site or in the 
refining factories. Only the operational water is 
spent at generation time and place. 

One thing is clear: there is no electricity without 
water. Furthermore, the water consumption for 
electricity production is projected to double be-
tween 2010 and 2030 due to the increased electric-
ity production, but also by investments in renew-
able energy sources like hydropower and biomass 
(firewood, energy crops, …) that have a larger wa-
ter footprint. Extended periods of drought might 
in the future limit the options to produce electric-
ity in some parts of the world. 

Data centers do not only need electricity to power 
them, but also need large amounts of water to cool 
them (and in the absence of water, they need elec-
tricity). In 2023 several data centers did not obtain 
a permit – because either the grid could not guar-
antee the power that was needed or because the 
water needed to cool the facility was not available. 
The water discussion is especially important in 
arid areas: Microsoft could not obtain a permit to 
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use water cooling in his new data center in Phoe-
nix Arizona in the middle of the desert.  

 Not only data centers, but also fabs use lots of 
water. Today, a semiconductor fab uses around 8 
l/cm² of ultrapure water (Wang, 2023), which 
means that a fab producing 20 000 wafers of 200 
mm per month, needs more than one Olympic 
pool of process water per day. TSMC had to aban-
don a plan to build a 2 nm fab in a science park in 
the north of Taiwan after protest from the local 
residents about the space needed, and the amount 
of water it was going to consume (Mann, 2023). 

Ireland is data center capital of Europe 
(O'Halloran, 2021) with 70 data centers in opera-
tion in 2021 (consuming 11% of the national elec-
tricity production). There will be more than 100 
by 2025, and they are projected to consume 27% 
of the electricity production of the island. Adding 
one datacenter is like adding an extra town to the 
grid. Countries have to reduce their carbon emis-
sions by 42% by 2030. It is clear that adding data 
centers is not helping them to reach their targets, 
and that governments prefer to invest in electricity 
generation for their citizens (to power their cars 
and heat pumps) rather than power data centers 

from large hyperscalers. Similar discussions take 
place in The Netherlands and Singapore.  

What do to with old devices? 

The prevailing business models are rooted in the 
linear economic paradigm, which follows the take-
make-consume-throw away cycle. Under this 
model, the more products a company produces 
and sells, the more successful it is perceived to be, 
benefiting the economy and society. This ap-
proach heavily relies on the availability of abun-
dant and affordable raw materials and energy. 
However, as resources become scarcer, costs rise, 
and the environmental impact of waste becomes 
unsustainable (as exemplified by single-use plas-
tics), there arises a pressing need to reduce the 
consumption of raw materials and energy. Addi-
tionally, waste should be viewed as a potential 
source of raw materials. Transitioning away from 
this linear model necessitates the development of 
new business models, based on a waste hierarchy. 
A waste hierarchy is a framework to reason about 
the end-of-life processing of devices. Europe has 
a Waste Framework Directive which is currently 
being revised. It consists of five levels (Figure 9). 

 

Figure 8. Water footprint of electricity generation (Mesfin M. Mekonnen, 2015) 
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Figure 9. Waste hierarchy 

Prevention means that products are designed in 
ways to reduce waste: less pollution, less energy 
consumption, less harmful products or processes, 
less packaging, easier end-of-life processing. The 
European standardization of chargers is a good 
example of prevention. 

Re-use can mean many things: devices can be 
sold as second-hand devices – even at a large scale 
by leasing companies; devices can be repaired – 
provided that they are repairable and spare parts 
are available; devices can be refurbished or reman-
ufactured, i.e. updated to the current standards, or 
they can be repurposed, i.e., given a second life in 
a less demanding application context.  

Recycling means that the materials of which the 
device is made are reinjected as raw materials in 
the industrial supply chains to create new prod-
ucts. Some fractions of e-waste are straightfor-
ward to recycle: glass, metals, plastics. Others like 
silver, gold, palladium and copper are more chal-
lenging but still economically viable. The semicon-
ductors consist mostly of silicon with very small 
amounts of minerals deposited on it. Conse-
quently, the silicon becomes 'contaminated' with 
these minerals, and their concentration is too low 
for economic (and ecological) extraction. There-
fore, a die is an example of a non-circular prod-
uct—it cannot be recycled at the end of its life. 
Hence, currently, the components that cause the 
majority of the emissions unfortunately cannot be 
recycled (which means that they cannot be part of 
the circular economy). This is not the only prob-
lem in this stage: globally, only a small fraction 
(17.4%) of the e-waste is currently being collected, 
and hence not recycled at all.  

Recovery involves extracting energy from the 
fraction of the device that cannot be recycled 
(some plastics, glue, …) by e.g. incinerating or gas-
ifying it, and using the heat or gasses in a useful 
application. Incineration can be challenging if the 

smoke contains toxic components that could pol-
lute the environment, but it has the advantage that 
it also reduces the volume of the waste, and the 
ashes could be used in some applications (e.g. in 
construction). 

Disposal involves storing the output of the re-
covery phase permanently into a landfill.  

Currently, the world produces 53 million tonnes 
of electronic waste, or e-waste, and this will in-
crease to 75 million tonnes by 2030. In 2019, only 
17.4% of it was processed in recycling facilities. 
The remaining e-waste was either shipped to low 
or middle-income countries (where it often pol-
lutes the environment), was thrown in the garbage 
bin, or kept at home for potential future use. In 
order to be sustainable, devices should be returned 
as soon as they are no longer used just like cars are 
returned when a new car is bought. This increases 
the chance on re-use and guarantees that the de-
vice will be properly recycled. 

The most challenging level in the waste hierarchy, 
and the Achilles heel of the circular economy is 
recycling. Reuse can fairly easily be done by creat-
ing a market for second hand products (which is 
the norm for vehicles, houses, and other expen-
sive goods), and recovery is standard in many 
western countries (incineration). Recycling is chal-
lenging however, not only because only a small 
percentage is being recycled, but also because the 
recycling technology for e-waste can only extract 
a limited number of raw materials from the e-
waste. Ideally, there raw materials should be used 
to create new products. Unfortunately, we are far 
from this in the electronics industry. Very often 
the extracted materials do not have the same 
chemical properties to be used again in the elec-
tronics industry where ultrapure materials are re-
quired. They are therefore used in different sec-
tors, just like recycled paper often ends up in card-
board. The fact that they are used in other indus-
tries is of course excellent and must be encour-
aged, but it makes the electronics industry non-
circular because it remains dependent on freshly 
mined materials, some of which are in limited sup-
ply, and are used as geopolitical weapons by some 
countries. Hence, in order to become more sus-
tainable, the electronics industry should invest in 
more effective recycling and try to become more 
circular. 
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Sustainability and time 

Sustainability is now everywhere. As soon as an 
organization reduces its water or electricity con-
sumption it calls itself sustainable. This is obvi-
ously incorrect. It is only sustainable if all the wa-
ter and electricity consumption is sustainable. 
Even the expression that the organization has be-
come ‘more sustainable’ is misleading as it sug-
gests that it was already sustainable and now has 
become even ‘more’ sustainable. It would be bet-
ter to state that the environmental impact or foot-
print has been reduced (which is very valuable in 
itself, but it is not synonymous with being sustain-
able, which can only be the ultimate end goal).  

The ultimate goal for carbon emissions is to be-
come carbon neutral by 2050 (and net-zero by 
2070), and thereafter remain sustainable and net-
zero forever. There is an intermediate checkpoint 
in 2030 to verify whether the joint global efforts 
are on track. Some people seem to believe that 
these deadlines are a kind of payment deadline by 
which a sum of money has to be paid back, and as 
soon as the debt has been paid, they can continue 
business as usual. This is obviously not the case. 
Now we have to work on a reduction of 43% by 
2030, and after that we will have to work on the 
remaining 57% (which will probably be the hard-
est part).  

Hence, becoming sustainable is a transition pro-
cess in which the environmental footprint is grad-
ually reduced until the moment that it is within the 
natural absorption capacity of the planet. For 
CO2, this requires that we will have to stop emit-
ting CO2 from burning fossil fuels (either by stop 
using them, or capturing the emissions, and use 
them or store them). Hence, reducing the emis-
sions of a process that emits 1000 kg CO2 per day 
with 200 kg (per day) by adding a computing de-
vice with a carbon footprint of 20 kg per day is 
definitely good because it structurally reduces the 
total emissions from 1000 kg to 820 kg CO2 from 
then on. The next question is how the remaining 
820 kg can be further reduced to eventually be low 
enough that the remaining emissions are absorbed 
by natural processes. Hence, becoming sustaina-
ble is a continuous process.  

Conclusion 

The computing industry has an environmental 
footprint which will be growing during the next 
decade. In order to make the industry carbon 

neutral, and eventually net-zero, more efforts will 
be needed. For the time being the two most im-
portant recommendations are to work on practical 
and universally accepted life cycle models for 
computing devices and services. Without such 
models, it is impossible to explore the design 
space for the most sustainable solution. In parallel, 
there is a need to educate the computing commu-
nity on sustainability and to encourage it to start 
working on it and to make real progress.  
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Information and communication technologies (ICT) are the fuel of the digital society. 
This article reviews the big challenges to make ICT (more) circular. 

Sustainable materials and 
production 

by Thomas Ernst, Lars-Åke Ragnarsson and Jean-Pierre Raskin 

Europe is facing one of the largest challenges in its 
history: that of preserving a viable environment 
for the decades to come. On human consciousness 
of its environmental impact, Albert Allen Bartlett 
[1] said: “The greatest shortcoming of the human 
race is our inability to understand the exponential 
function”. ICT was, and still is, driven by expo-
nential functions (Moore’s law, Cooper's law, 
Koomey’s law, data exchange volume worldwide, 
…). However, each exponential has its limits 
which are often reached sooner than expected as 
discussed further below.  

Sustainability was defined by United Nations with 
a very broad vision, to promote prosperity while 
protecting the planet [2].  

We will focus here on environmental aspects taken 
into account in the products Life Cycle Assess-
ment (LCA) standards: resource consumption, 
emissions to the air, water, impacts on ecosystem, 
human health, and natural resources. The LCA 
goal is to guide product design and production to 
limit its impact. In ICT history to date, when some 
limits are reached, they are overcome by a technol-
ogy breakthrough. By way of example, there was 
the CMOS (complementary metal-oxide-semicon-
ductor) technology, a product of laboratory curi-
osity in the 1980’s when bipolar transistor power 
consumption was too high. New integrated sys-
tems (multi-core processors) and device (SOI, Fin-
FET, …) architectures entered into the market 
when energy consumption limits were reached by 
central processing units (CPUs). Today, CMOS is 
at the core of ICT and is the cheapest and most 

reliably power-efficient technology for the devel-
opment and growth of the internet of things (IoT).  

Awareness of the rapid proliferation of wirelessly 
connected objects around us gives rise to ques-
tions about their environmental impact. There is a 
need to establish an ambitious roadmap, at re-
search and industrial level, for moving into a vir-
tuous cycle of eco-innovation based on precise en-
vironmental evaluations. 

In this article, we propose pathways to maintain or 
even reduce global use of energy and critical mate-
rials for ICT. 

Key insights 

• ICT is energy and resource demanding and 
contributed to approximately 1,200 – 2,200 
MtCO2 eq in 2020, or equivalently 2.1%–3.9% 
of the global world greenhouse gas (GHG) 
emissions  [3]. 

• Manufacturing of integrated circuits is greatly 
energy and material demanding and generates 
approximately 30% of the emissions of mobile 
ICT devices [3]. 

• The manufacturing of ICT uses many critical 
materials and Europe imports nearly all of 
them [4]. 

• Recycling of ICT is technically difficult, con-
sumes energy, generates pollution, and is not 
currently profitable because of the low price 
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of primary raw materials. Only 17.4% of elec-
tronics waste is recycled [5]. 

• With an economic model more centred 
around service (functionality economy) than 
the object itself, reparability will be more en-
couraged. 

• The “rebound effect” could often cancel out 
the efficiency gains of ICT systems. 

• It is time to design differently, to design within 
limits. 

Key recommendations 

• Expand the lifetime of devices through more 
reliable design at the system level, both by en-
hancing the intrinsic durability of components 
(batteries, screen, memories, …) and by 
adopting a modular approach in which the re-
placement of faulty or obsolete components is 
made easy.  

• Rethink software and applications to make 
them less resource consuming (data, energy, 
hardware) and compatible with still usable 
hardware. Make software reconfigurable and 
evolutive. 

• Integrate circular economy concepts, eco-de-
sign and full life cycle assessment (including 
fabrication, use and end-of-first-life phases) at 
the early stage of research and development of 
new ICT technologies. 

• Promote research into alternative low global 
warming potential gases and chemical solu-
tions. Abatement is a proven solution to re-
duce the impact of greenhouse gases used by 
the semiconductor manufacturers. Support its 
further adaptation, optimized maintenance 
and improvement.  

• Avoid toxic materials where viable. 

• As required by law, employ/assure that chem-
ical processes are protective of human health 
and the environment.  

• Develop manufacturing processes that facili-
tate materials recycling and low energy use. 

• Develop products that are amenable to recy-
cling at the end of life. 

• Use secondary (recycled) materials, more re-
newable energy and develop bio-based and 
greener chemistry in the ICT industry. De-
velop and promote fabrication solutions 

which use energy and materials more effi-
ciently. This requires enhanced basic and ap-
plied research into materials and fabrication 
processes. 

• Develop new economic models in which ex-
ternalities of any product or service are 
properly accounted for and encouraging the 
manufacturer to make its best effort to de-
crease the environmental impact of its tech-
nologies. ICT solutions must be developed 
and implemented in such a way that the eco-
nomic profitability is (at least partially) decou-
pled from the depletion of natural resources. 

An increasing impact of ICT 
growth on natural resources 

The digital society we live in has never been so en-
ergy- and material-intensive and this is leading to 
increasing pressure on natural resources, ecosys-
tems and the climate. Today, ICT is a major eco-
nomic activity and its impact is growing, similarly 
to transport, energy production, manufacturing, 
and agriculture. Information and communication 
technologies including TV’s and other consumer 
electronics consume around 5% of the world's 
electricity production and were responsible for 
2.1%–3.9% of the world greenhouse gas (GHG) 
emissions in 2020 [3], a level equivalent to air 
transport. Our smartphone contains electronic cir-
cuits that require more than sixty different materi-
als. We are talking about virtually every element on 
Mendeleev's periodic table except radioactive ma-
terials. At the end of their life, the recycling rate of 
electronic equipment is very low (17.4%) [5].  

It is extremely difficult to separate the sixty mate-
rials that make up electronic circuits [6]. Umicore, 
one of the most advanced companies in the field 
of electronic materials recycling, manages to ex-
tract 17 elements out of the 60 [6]. Material recov-
ery from obsolete equipment is not profitable 
given the low cost of raw materials imported from 
the so-called global South. The environmental and 
social costs are not fully accounted for in the price 
of the final product.  This leads to a double penalty 
for the global south countries: they suffer from en-
vironmental pollution (loss of biodiversity, pollu-
tion of the air and groundwater, etc.) during the 
extraction of raw materials, as well as receiving 
75% of our electronic waste [7]. 
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Figure 1 Estimation of distribution of the energy consumption of digital 
technologies for production (45%) and use (55%) Source: The Shift 
Project, 2019 [8] 

Toward efficient integrated 
circuits production 

The manufacturing of electronic devices used in 
the ICT industry is very complicated and requires 
large amounts of energy and materials (Figure 1). 
Especially the manufacturing of integrated circuits 
is an extremely complex and energy intensive en-
deavour done in very large fabs using hundreds of 
processing tools installed in clean room environ-
ment. IC manufacturing involves many types of 
complex process steps which use very high purity 
(also referred to as semiconductor grade) gases, 
chemicals, precursors, metals, and water. Some of 
the process steps use fluorinated gases which have 
very high global warming potential (orders of mag-
nitude higher than CO2) and therefore need to be 
abated to minimize the CO2 equivalent emissions 
of a fab. The water used in wet cleaning processes 
needs to be ultrapure to minimize added particles 
and contaminants which could reduce yield and 
device performance. Finally, the production of the 
semiconductor grade materials required by the fab 
use complex and high energy demanding manufac-
turing processes themselves. 

As a result, for mobile applications and devices, it 
is estimated that the manufacturing of IC’s con-
tributes significantly to the embodied emissions of 
a device. It is estimated that around 75% of the 
total Carbon footprint of mobile devices are from 
manufacturing, and about 50% of that (or ~40% 
of the total) is from the IC manufacturing of the 
many IC’s [8]. 

The relentless efforts to develop denser memories 
and logic circuits continue to provide more func-
tionality per chip area. However, this comes at a 

cost in process complexity and an increase in fab-
rication steps. Furthermore, the new applications 
are becoming more sophisticated and require 
higher complexity at the system architecture level 
[9]. This results in an increase in the number of 
interconnect (metal) levels. As a result, more ad-
vanced semiconductor technologies have signifi-
cantly higher embodied energy and associated 
emissions than former technologies for a chip with 
the same area. Generally speaking, newer technol-
ogies use more electrical energy, more raw materi-
als, more chemicals and water. Figure 2 shows the 
evolution of the emissions related to process gases 
(Scope 1) and electricity (Scope 2) from the 28 nm 
to 5 nm estimated using a bottom-up virtual fab 
model [10]. The technology nodes are mapped ap-
proximately onto their year of introduction. For 
these technology nodes, the Scope 1 and 2 emis-
sions, normalized per wafer, have increased by ap-
proximately 2x in the past 10 years.  

 

Figure 2 *imec.netzero v2.0.1 estimated emissions (Scopes 1 and 2) of 
imec process nodes representative of foundry nodes mapped onto their ap-
proximate year of introduction. The values are per wafer, normalized to 
the 20 nm technology node (N20) and use a 0.454 kgCO2eq/kWh 
assumption for electricity [10].  The model is not taking fab nor elec-
tricity generation efficiency improvements over time nor electricity grid 

emission factor improvements over time into account. 

Interesting to note is that when normalizing the 
emissions to the size of a function (e.g. a GB of 
memory, or a logic gate) the emissions are reducing. 
In other words, for a fixed function, a more ad-
vanced technology has lower emissions.  However, 
due to the demand at the system level, this benefit 
rarely makes it to the final device. Instead, the im-
proved scaling is used to create ever higher complex 
circuits and systems which end up increasing the total 
fabrication energy (rebound effect). 
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To enable these advances in technology scaling, in-
side the fab there are process steps that produce 
extremely high-quality materials and well-defined 
features with high aspect ratios and sub-nanome-
ter precision. These processes require complex 
equipment using high purity process chemicals 
and gases. To keep the cost of manufacturing as 
low as possible, the efficiency of these processes is 
optimized as part of the technology development 
and maintenance. However, some processes are 
quite inefficient due to technical and process limi-
tations. For example, the deposition efficiency us-
ing chemical vapor deposition (CVD) techniques 
of a material on the targeted wafer ranges from 1 
to 20% [11]. This means that most (>80%) of the 
input high purity process gases is passing through the 
chamber to the exhaust without being actually de-
posited.  

Furthermore, to enable the high density of ad-
vanced technologies there are many process steps 
which rely on the use of sacrificial layers. A first 
classical example is the photoresist used to transfer 
patterns from a mask (reticle) to the Si wafer sur-
face. After development, the pattern is transferred 
to the surface by etching and then the resist is re-
moved. Secondly, the deposition of “hard-masks” 
is introduced in many process flows nowadays to 
reach denser pattern densities when resist alone is 
not adequate. These hard-masks may include met-
als. Third, the definition of many three-dimen-
sional structures (for example 3D NAND) relies 
on deposition of stacks of materials which are later 
etched and replaced by other materials through 
complex integration schemes. Finally, to enable 
high density lithography it is essential that the Si 
wafer remains flat throughout the manufacturing. 
This requires that material deposition filling small 
features will need to overflow and cover the full 
wafer and will be polished at the end using chem-
ical mechanical polishing (CMP) resulting in fur-
ther materials losses. 

Due to these practices it is important to under-
stand that the amount of material that ends up in 
the final chip is small compared with the amount 
of silicon, while the manufacturing processes re-
quire and waste significant amount of materials 
other than silicon. This puts some significant con-
straints on the materials circularity of IC manufac-
turing: It needs to happen inside the fab. 

Efforts to reduce power consumption and indus-
trial waste during the manufacturing of electronic 
devices and their components have been made 

since the beginning of high-volume IC manufac-
turing. This work continues with for example, low 
temperature processes, reduction of heat dissipa-
tion in and from the oven, and reduction and re-
cycling of chemicals and water.  To take care of 
the direct emissions impact from fluorinated pro-
cess gases, efficient abatement solutions have been 
introduced and are progressively used in the indus-
try. There are also significant efforts towards find-
ing replacement gases to lower the impact even 
further [12]. 

There are also good examples of circularity in the 
fab. Many manufacturers are today reusing their 
ultra-pure water [13] thus reducing their impact in 
regions where water scarcity is a concern. Other 
examples include recovery of copper from CMP 
slurry waste [14], recovery of H2 used by extreme 
ultra-violet (EUV) scanners [15] and recirculation 
of hot water in cleaning processes [16].  

Fab circularity and low-waste 
production 

Beyond resource efficiency and recycling waste, 
the transition towards a cost-effective circular 
economy needs to be implemented as well as the 
general design methodologies of materials for sus-
tainable development proposed by Ashby [17] 
adapted to specific ICT domains such microelec-
tronics. 

Some companies began to adopt the lifecycle anal-
ysis years ago [18], for example, in the production 
and recycling of the ultra-pure water needed [13] 
for the microelectronics industry. There are active 
research programs, both on the part of equipment 
makers and in research labs, seeking to reuse ex-
hausted gases or fluids within the fab [19], and also 
to develop much more efficient material deposi-
tion techniques [11]. 

The reduction of toxic chemicals in the semicon-
ductor manufacturing fabs is investigated through 
different methods. As an example, biowaste-based 
[20] chemicals and materials may be used to reduce 
significantly the use of solvents and chemicals in 
lithography, as suggested by preliminary results 
[21]; more research efforts are required. Bio-based 
materials are also being investigated for use in 
packaging in the ICT domain. 

More circularity between companies means devel-
oping supply chains in which the by-products or 
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wastes from one industry could be the supply ma-
terial for another. For instance, the hafnium re-
quired in CMOS production is a by-product of ul-
trapure zirconium used by the nuclear industry and 
produced in several countries including France 
and the United States [22]. 

To further reduce the waste of energy and materi-
als, the ICT industry must adopt a holistic ap-
proach to developing sustainable products. Several 
initiatives already exist in the private sector. As an 
example, we can point out the significant and long-
term efforts of several companies such as ST-Mi-
croelectronics which evaluates (by life cycle assess-
ment) the carbon footprint of their microcontrol-
lers [18] [23] and established a clear material dec-
laration available online. 

To envision a more sustainable future, Europe 
must:  

• Take actions to make the ICT supply chain 
more transparent in collaboration with Euro-
pean Semiconductor Industry Association 
(ESIA); 

• Systematically make life cycle assessment and 
declarations of materials (including for im-
ported products) with shared methodology 
worldwide; 

• Implement a clear and ambitious plan to max-
imize ICT product lifetime and anticipate its 
end of life.  

This will encourage both research and industry 
sectors to innovate for the good of everyone. 

Looking at minerals 

The electronic industry needs a wide variety of 
minerals. For example, since the 1970’s the silicon-
based complementary metal-oxide-semiconductor 
(CMOS) field-effect transistor (FET) has been the 
mainstream technology for most transistor appli-
cations, thus making today’s digital economy pos-
sible. Over the years, the number of elements used 
in their manufacture has increased greatly (Figure 
3), especially since 2000 with the implementation 
of high-k dielectrics and metal gate stacks which 
are essential to minimize short-channel effects and 
gate-leakage current of short transistors (today 
gate length shorter than 20 nm).      

 
Figure 3 Introduction of elements in the manufacture of CMOS tran-
sistors: complementary metal-oxide-semiconductor (CMOS) transistors 
mainly involved silicon, oxygen, boron, phosphorus and integrated cir-
cuit interconnections were made of aluminum in the 1980s. There were 
relatively few changes in the 1990s, but a large diversity of elements was 
introduced in early 2000 and many integrated circuit interconnections 

were switched to copper [24]. 

A growing awareness of the limited nature of the 
supplies of some elements that have specialized 
and important uses is reflected in the proliferation 
of terms to describe them and the ores from which 
they are derived, including “gateway minerals” and 
“critical” or “endangered” elements. Some coun-
tries have adopted policies recognizing the high 
strategic importance of some of these for their 
physical and economic security. 

In 2010, 14 elements were considered as critical by the Eu-
ropean Commission (EC) according to both their strategic 
importance for future technology and their scarcity, while in 
2023 the number rose to 34 [18]. 

Modern devices and systems rely heavily on a high 
degree of control of material properties and a mas-
tery of manufacturing techniques and, to date, the 
ICT industry has been remarkably successful in 
fulfilling these needs. 

The semiconductor manufacturing process is a 
“top-down” or “subtractive” one based on UV 
photolithography, etching and many sequential, 
highly organized and efficient steps of chemical 
and physical treatment of the chip, layer after layer. 

Work is being undertaken on substituting or de-
creasing the use of hazardous and critical raw ma-
terials. For currently crucial elements such as in-
dium, ruthenium, platinum, gallium, arsenic and 
gold, new technologies and materials are being in-
vestigated with a view to replacing them or drasti-
cally limiting their use in some critical devices (e.g. 
in sensors, memories, optoelectronics and 
spintronics) [25]. For instance, gold wire bonding 
has been replaced in IC packaging when possible 
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and replaced by other copper-based techniques 
like copper through silicon vias (TSV). 

Other examples of the move towards sustainable 
electronics include the avoidance of lead in micro-
components like actuators included in cell phones, 
use of 2D mono-atomic or ultra-thin atomic-dep-
osition layers to reduce the use of some active ma-
terials by a factor of up to 106, and use of silicon-
based substrates such as silicon-on-insulator 
(SOI), instead of materials made from combina-
tions of group III and group V elements, for ra-
diofrequency (RF) technologies [26]. 

The scaling down of dimensions of high-tech de-
vices in recent decades and the multiplication of 
materials in the components – some of them in 
extremely small quantities of a few micrograms – 
are leading to new challenges in recycling. The 
need for large amounts of power and the use of 
aggressive acids and solvents can make recycling 
of such electronics impractical [6].  

Approaches to increasing the sustainability of mi-
croelectronic devices must include extending their 
lifetime through better design, by both enhancing 
the intrinsic durability and reliability of compo-
nents and adopting a modular approach in which 
replacement of faulty or obsolete components is 
made easy.  

These approaches can draw on the experience of, 
for example, some European microelectronics 
manufacturers and R&D laboratories (e.g. On-
Semi, X-FAB, Infineon, STMicroelectronics, 
NXP, GlobalFoundries) that are designing or fab-
ricating highly reliable components for automo-
tive, energy management and security applications. 

Steps towards the ambitious goal of achieving the 
sustainability of the physical layer of the digital so-
ciety will require concerted actions covering a 
range of interlocked approaches. These will ad-
dress the entire lifecycle of not only the digital de-
vices themselves but also the services that support 
them, paying attention to their energy and envi-
ronmental footprints as well as economy and effi-
ciency in the utilization of resources.  

Conclusion 

The development of a more sustainable semicon-
ductor industry is quite challenging and not only at 
the technical level. A mindset change has to be in-

duced not only in the industry but also at the re-
search centre organizations and in the academia. 
Sustainability criteria must be defined at the early 
stage of development of any research project, 
product or service and their have to guide the 
choices of each stakeholder only the entire supply 
chain. There are encouraging signs such as the 
multiplication of policies at the European level to 
guide and support concrete actions for developing 
greener electronics, and strong engagement of sev-
eral semiconductors companies to minimize their 
environmental footprint. In order to drastically re-
duce the ICT e-waste growth we have to multiply 
and disseminate the good practices in term of eco-
design and circular economy. 
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Embodied emissions will soon be more significant than operational emissions. 

Towards sustainable computer 
systems  

by Lieven Eeckhout 

Sustainability and climate change are a major chal-
lenge for our generation. Reducing the environ-
mental footprint of computing implies that we 
consider the entire life cycle of computer systems 
including the embodied footprint (manufacturing 
and production) and operational footprint (device 
use). Analysing current trends reveals that the em-
bodied footprint is, or will soon be, more signifi-
cant than the operational footprint. To overcome 
the inherent data uncertainty regarding sustainabil-
ity, this article advocates the use of a first-order 
model to assess the environmental impact of de-
sign decisions computer engineers and scientists 
can make based on first principles. This article fur-
ther illustrates how this model enables making de-
sign trade-offs (in both hardware and software) to 
reduce the environmental impact of computer sys-
tems.  

Key findings 

• Improving computing-system sustainability is 
more involved than minimizing carbon 
emissions during production and usage. 
Material use (including rare-earth elements 
and/or minerals from politically unstable re-
gions in the world) and ultra-pure water con-
sumption are significant sustainability con-
cerns related to chip production. Even if all 
the energy consumed during production 
and use were green, the environmental im-
pact of computing would still be signifi-
cant, and growing. 

• The environmental footprint of computing 
continues to grow under current scaling 

trends. When focusing on carbon emissions, 
embodied emissions are, or will soon become, 
the biggest contributor compared to opera-
tional emissions across the broad range of 
computing devices. 

• Embodied emissions are growing at a fast 
pace because of increasing demand for 
chips and increasing energy intensity of 
semiconductor manufacturing. Perhaps 
contradictory to popular belief, improving the 
energy efficiency of computing systems does 
not necessarily make them more sustainable. 

• Improving the energy and power efficiency of 
computing systems may lead to a rebound ef-
fect (Jevons paradox) which may be counter-
productive to the environmental impact if the 
resulting increase in demand outweighs the 
efficiency improvement. 

• Improving computing-system sustainability 
requires a holistic approach to computer ar-
chitecture design and development, requiring 
multi-dimensional optimization including 
chip area, power, energy, performance. 

• A first-order model enables making and as-
sessing design trade-offs to reduce the envi-
ronmental footprint of computing despite the 
inherent data uncertainty.  

• There is a role to be played for both hard-
ware and software to make computer sys-
tems more sustainable (or at least less unsus-
tainable). 
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Key recommendations 

• Computer architects should take a holistic ap-
proach when designing sustainable computer 
systems, and not solely focus on carbon emis-
sions. 

• Computer architects and engineers should pri-
marily focus on reducing the embodied 
footprint of computer systems. Reducing 
the operational footprint is of secondary im-
portance, although still significant. 

• Decarbonizing the manufacturing process is 
not a panacea as it does not affect other sus-
tainability concerns related to material use and 
extraction, chemicals and gases emitted, and 
ultra-pure water consumed during production.  

• Computer scientists and engineers should be 
wary of Jevons paradox. Efficiency im-
provements most often lead to a signifi-
cant rebound effect. Collaborating with en-
trepreneurs may yield new, more sustainable 
business models for computing. 

• Computer architects should collaborate with 
various partners along the supply chain, user 
groups, and end-of-life recyclers to obtain 
high-quality data to assess the environ-
mental impact of raw material extraction, 
manufacturing, production, assembly, 
transportation, product use, maintenance, 
recycling, etc.  

• Sustainability modeling tools (both detailed 
models and high-abstraction analytical mod-
els) need to be developed, finetuned and vali-
dated to be able to holistically balance the 
embodied and operational footprint of 
computing devices.  

• Existing and emerging architecture para-
digms (multi-core processing, hardware spe-
cialization, core microarchitecture, specula-
tion, chiplet-based integration, etc.) need to be 
assessed and re-evaluated from a sustain-
ability perspective.  

Sustainability versus climate 
change 

Climate change is one of the grand challenges of 
our generation. The recent United Nations Cli-
mate Change report [1] in preparation for COP 28, 
the Dubai Climate Change Conference in Novem-
ber-December 2023, alerts that “national climate ac-
tion plans remain insufficient to limit global temperature 

rise to 1.5 degrees Celsius and meet the goals of the Paris 
Agreement”. While countries are making progress to 
trend down global greenhouse gas (GHG) emis-
sions, current efforts are insufficient to limit global 
temperature rise to 1.5 °C by the end of the cen-
tury. Much more effort is needed to keep this 
threshold within reach: “greenhouse gas emissions need 
to be cut 43% by 2030, compared to 2019 levels”. 

Virtually all economic sectors contribute to global 
emissions. The five economic sectors that contrib-
ute most to GHG emissions are industry, electric-
ity, agriculture, transportation and buildings, ac-
counting for nearly 90% of emissions, according 
to the Organization for Economic Co-operation 
and Development (OECD) [2]. Freitag et al. [3] re-
cently reported that information and communica-
tion technology (ICT) is estimated to contribute 
2.1% to 3.9% of worldwide GHG emissions – on 
par with the aviation industry – and this contribu-
tion is rising. As computer scientists and engineers, 
it is our responsibility to limit ICT’s contribution 
to global warming, and, if possible, even decrease 
it. 

While climate change is receiving increasingly wide 
attention – rightfully so! – it is important that we 
keep the broader picture in mind when reasoning 
about potential solutions. The broader picture re-
lates to sustainability. The Brundtland report of 
the World Council on Economic Development 
from 1987 provides a broad, yet useful, definition 
of sustainability: “Sustainable development is develop-
ment that meets the needs of the present without compromis-
ing the ability of future generations to meet their own needs.” 
This definition is an extremely powerful and un-
ambiguous statement. It is a call for action for our 
generation: when generating economic activity and 
developing new devices and services, we should be 
wary of the impact this may have on future gener-
ations. 

Sustainability hence relates to the efficient use of 
materials and energy, the environmental impact, 
water consumption, biodiversity, (socio-)econom-
ics, impact on human health, human rights, poli-
tics, policy, legislation, etc. Global warming is an 
important aspect of sustainable development, but 
it should not be the only focus. The extraction and 
use of raw materials and energy sources is another 
important aspect of sustainability. What to do 
when devices reach their end of life and how to 
repurpose e-waste is equally critical. Sustainability 
also affects and may require new legislation and 
business models to reduce pressure on raw-
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material extraction and to incentivize a circular 
economy with a reduced environmental footprint. 

Unfortunately, sustainable development in com-
puting is often narrowed down to reducing energy 
consumption and/or transitioning towards green 
energy sources. However, making our computer 
systems more sustainable is much more involved 
than reducing energy consumption and/or using 
green energy. Carbon-free computing does not 
necessarily bring us to a more sustainable future. 
It is critically important to look at the bigger pic-
ture and incorporate the total environmental foot-
print. For example, Acun et al. [4] point out that a 
data centre that operates solely on renewable en-
ergy does not minimize the total carbon footprint 
because of the large number of solar panels, wind 
farms, and batteries needed to enable carbon-free 
operation. The reason is that the embodied carbon 
emissions to produce and manufacture the renew-
able-energy devices (solar panels, wind farms and 
batteries) outweigh the operational carbon emis-
sions saved during the lifetime of the data centre. 
This implies that, to minimize the total carbon 
footprint of a data centre, a more holistic approach 
is needed that accounts for both the embodied and 
operational emissions, rather than just focusing on 
the operational side. 

Rebound effects 

A necessary condition to reduce the environmen-
tal footprint of computing is to make our devices 
more carbon-efficient, i.e., manufacturing and us-
ing a computing device should incur fewer GHG 
emissions. Unfortunately, while making devices 
more carbon-efficient is a necessary condition, it is 
not a sufficient condition because of potential re-
bound effects. For example, reducing the energy 
(or carbon) intensity of a device or service typically 
leads to a price reduction, which in turn stimulates 
consumption. If the increased consumption out-
weighs the energy intensity reduction, we end up 
with a net increase in environmental impact – ex-
actly opposite of what we had envisioned! This is 
the well-known Jevons Paradox, named after Wil-
liams Stanley Jevons, who was the first to observe 
the rebound effect of the steam engine’s improved 
coal efficiency leading to an overall increase in coal 
consumption [5]. Applied to computing, improv-
ing the energy or power efficiency of a computing 
device does not necessarily lead to a net reduction 
in environmental impact. Most often, an energy- 
or power-efficiency gain leads to increased usage 
and deployment, effectively increasing the 

environmental impact of computing. For example, 
a more power-efficient server incentivizes data 
centre operators to host more servers within the 
data centre’s power envelop, which (may) lead(s) 
to an increased embodied and operational foot-
print. Mitigating this rebound effect might need 
new business models and/or legislation and regu-
lation to make sure that the reduction in per-device 
emissions leads to an overall decrease in emissions 
across all devices. 

Understanding trends in 
environmental impact of 
computing 

Before discussing what we, computer engineers 
and computer scientists, can do to reduce the en-
vironmental footprint of computing, it is im-
portant that we understand what the current 
trends look like. To do so, we make a distinction 
between embodied versus operational emissions 
[6]. (For the discussion that follows, we will mostly 
focus on GHG emissions, but several aspects also 
pertain to other environmental concerns, such as 
raw material extraction, water consumption, etc.) 

Embodied emissions relate to raw-material extrac-
tion, manufacturing, assembly, transportation, re-
pair, maintenance, and end-of-life processing. Op-
erational emissions relate to product use during a 
device’s lifetime. Embodied emissions can be fur-
ther categorized in scope-1, scope-2, and scope-3. 
Scope-1 refers to the chemicals and gases used 
during manufacturing – this includes fluorinated 
greenhouse gases with orders of magnitude higher 
global warming potential than CO2. Scope-2 refers 
to the energy consumption during chip manufac-
turing – this includes empowering the extensive 
production facilities with hundreds of manufactur-
ing tools and requiring climate and humidity con-
trol. Scope-3 pertains to the energy consumption 
for the extraction and production of materials 
used for integrated circuit manufacturing. 

Gupta et al. [6] performed a comprehensive survey 
of consumer devices from vendors including Ap-
ple, Google, Huawei, and Microsoft. They con-
clude that embodied emissions dominate for bat-
tery-operated devices such as wearables, 
smartphones, tablets, and laptops, while opera-
tional emissions dominate for always-connected 
devices such as speakers, desktop computers and 
gaming consoles. For data centres, most emissions 
are related to construction, infrastructure, and 
hardware manufacturing: interestingly, while total 
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energy usage is trending up – presumably because 
of increased server count and/or higher degree of 
consolidation (cf. Jevons paradox) – total opera-
tional emissions are decreasing for Facebook and 
Google, thanks to their policy of contracting and 
securing green energy sources to power their 
hyperscale data centres. 

Eeckhout reformulated the well-known Kaya 
identity to project how the environmental foot-
print computing will change into the future [11]. 
The overall conclusion from this analysis is that 
the embodied emissions are continuing to grow 
under current scaling trends, and that embodied 
emissions already are, or will soon be, the biggest 
contributor. The fundamental reason is the in-
creasing demand for chips (because of economic 
dynamics based on selling products, i.e., linear 
economy) and the growing energy intensity of 
semiconductor manufacturing (because of ad-
vancements in chip technology), which do not 
seem to be counterbalanced by the transition to 
green energy sources and improvements in per-de-
vice energy and power efficiency. 

Inherent data uncertainty 

A major challenge when doing research in sustain-
able computing is the high degree of uncertainty 
along a variety of dimensions. While companies’ 
sustainability reports and product lifecycle-assess-
ment (LCA) reports provide a wealth of data, there 
remain many unknowns and data limitations, in 
part because of industry secretiveness, or simply 
because of lack of reliable data. For example, a re-
cent study by imec [7], which attempts to quantify 
the environmental footprint of modern-day chip 
manufacturing, makes assumptions regarding the 
energy consumption of a fab’s facility equipment 
(i.e. it is “assumed to contribute to 40% of the total en-
ergy”); furthermore, the degree of abatement of 
fluorinated GHGs (scope-1) is unknown, as well 
as the use of materials and the energy needed for 
material extraction (scope-3). As another example, 
the Apple iPhone12 LCA report [8] uses industry 
averages when parameters are unknown for the 
production process, i.e. a company may not know 
the sustainability impact of its suppliers. 

The operational footprint and its importance rela-
tive to the embodied footprint is even harder to 
assess, as it depends on typical user behaviour, 
product lifetime, and the geographic location of 
the user (which determines the carbon intensity of 
the user’s power grid mix). Historical data could 

be insightful, but it only provides a hint. Note fur-
ther that product use may be subject to the infa-
mous rebound effect, which may significantly shift 
the relative importance of the operational versus 
embodied footprint. 

Overall, it is safe to conclude that there is inherent 
data uncertainty. Gupta et al. [9] recently proposed 
the ACT model to analyse a computer system’s 
sustainability at design time. This model relies on 
detailed numbers from production processes in in-
dustry. This is an important step for our commu-
nity at large (both in industry and academia). Nev-
ertheless, the authors note that there is “lack of up-
to-date carbon emission data for the latest compute, memory, 
and storage technologies”. Furthermore, they hope to 
“encourage industry to publish more detailed carbon charac-
terizations to standardize carbon footprint accounting”. 
Imec’s sustainable semiconductor technology and 
systems (SSTS) program aims at addressing exactly 
this issue by collaborating with major industry 
players to quantify the environmental impact of in-
tegrated circuit manufacturing [10].  

Sustainable design based on first 
principles 

And yet, despite the large degrees of uncertainty 
and the multi-faceted design problem, computer 
engineers and scientists need to make computer 
systems more sustainable. A potential solution is 
to revert to first principles and guide sustainable 
design decisions using a first-order model. First-
order modelling should not be viewed as a replace-
ment for, but rather as a useful complement to, 
detailed models like ACT and others. In fact, a de-
tailed sustainability accounting method can pro-
vide initial data for a first-order model, and vice 
versa, a first-order model can provide directions 
where the detailed model should be further re-
fined. 

A first-order model uses proxies for the embodied 
and operational footprint that computer architects 
have control over, see for example [12] for more 
details about a first-order model for processor 
chips. A useful, first-order proxy for the embodied 
footprint of a chip is its die size, i.e. the larger the 
chip, the higher the embodied footprint for a given 
chip technology in terms of the energy and mate-
rials needed and the chemicals and gases emitted 
during production of the chip. A useful proxy for 
the operational footprint of a chip is energy con-
sumption assuming a fixed-work scenario (i.e. a 
device performs a fixed amount of work during its 
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entire lifetime) and power consumption assuming 
a fixed-time scenario (i.e. a device is used for the 
same amount of time, and hence performs more 
work). The relative importance of embodied ver-
sus operational emissions can be captured via a pa-
rameter a which the architect can vary to explore 
different use case scenarios. 

What can we on the hardware 
side? 

Although (deliberately) simple, a first-order sus-
tainability model can reveal a variety of interesting 
insights which computer architects can take for-
ward to design more sustainable computer systems 
despite the inherent data uncertainty. There is a 
fruitful avenue of future work to explore how 
computer architectures can be made more sustain-
able. We provide three examples here to illustrate 
the trade-offs one can make using the first-order 
model. Expanding and analysing to what extent a 
broader range of archetypal CPU and GPU design 
paradigms and solutions (e.g. caching, speculation, 
microarchitecture, acceleration, etc.) affect com-
puter system sustainability would be extremely val-
uable.  

  

Figure 1: Total carbon footprint of a general-purpose CPU plus acceler-
ator as a function of its degree of use, assuming that the accelerator 

takes up 6.5% extra chip area (left) versus 2x extra chip area (right), 
normalized to a general-purpose CPU without an accelerator. The ac-
celerator is assumed to consume 500x less energy than the general-pur-
pose CPU for performing the same work. Two scenarios are considered: 
embodied emissions account for 80% of total emissions versus 20% of 
total emissions. The larger the chip area of the accelerator, the more fre-
quently it needs to be used and the higher the relative weight of the oper-
ational emissions need to be for the accelerator to be sustainable. Taken 

from [4]. 

Hardware specialisation and dark silicon 

As reported in [12], the first-order model can be 
used to assess whether hardware specialization is 
sustainable. Integrating a hardware accelerator 
next to a general-purpose processor incurs a cost 
in terms of embodied footprint (because of a 
larger chip) which may be compensated for by the 

reduced operational footprint (because of lower 
energy consumption when using the special-pur-
pose accelerator rather than a general-purpose 
CPU). In other words, the reduced operational 
footprint amortizes the increased embodied foot-
print. 

The question is where the tipping point is. The 
larger the accelerator, the more frequently the ac-
celerator needs to be used and the higher the rela-
tive weight of the operational emissions needs to 
be for the accelerator design to be sustainable, as 
illustrated in Figure 1, if the accelerator is taking 
up significant chip area, and the embodied emis-
sions dominate, the reduction in operational emis-
sions does not compensate for the increased em-
bodied emissions. 

This suggests that the current trend towards large 
system-on-chip (SoC) designs with dozens of ac-
celerators that occupy a significant fraction of the 
chip and that are not powered on all the time due 
to dark-silicon constraints, may not be a sustaina-
ble design paradigm. A more fruitful, sustainable 
design paradigm might be to consolidate accelera-
tor designs to a common-denominator accelerator 
that can serve multiple critical applications while 
incurring less chip area, thereby reducing the em-
bodied footprint at the expense of an increased 
operational footprint, with a net improvement in 
sustainability. 

Core microarchitecture 

A second example, also taken from [12], considers 
four microarchitectures: (1) a low-power in-order 
(InO) core; (2) a high-performance out-of-order 
(OoO) core; (3) a Forward Slice Core (FSC) [13], 
a complexity-effective core microarchitecture that 
aims for a level of performance that is comparable 
to OoO while incurring a small area and power 
overhead compared to InO; and (4) an OoO core 
enhanced with Precise Runahead Execution 
(PRE) [14], an efficient hardware data prefetching 
technique.  

Figure 2 reports the total normalized carbon foot-
print for these microarchitectures as a function of 
performance considering different scenarios: 
fixed-work versus fixed-time and embodied versus 
operational emissions dominating. Ideally, a mi-
croarchitecture should be situated in the bottom 
right: high performance at low environmental 
footprint. Several interesting conclusions can be 
reached from this analysis. First, some microarchi-
tectures are clearly better than others, possibly 
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under (a) specific scenario(s). For example, under 
a fixed-work scenario (subfigures a and b), FSC 
and PRE are clearly better design options than 
InO and OoO, respectively, because they achieve 
higher performance at a lower environmental 
footprint. Second, different microarchitectures of-
fer different trade-offs. For example, while PRE 
yields higher performance than FSC, it also incurs 
a higher environmental footprint. Third, whether 
a microarchitecture incurs a lower environmental 
footprint may depend on the scenario. While PRE 
reduces the environmental footprint compared to 
OoO under a fixed-work scenario (subfigures a 
and b), it incurs a (much) higher footprint under a 
fixed-time scenario. This suggests that PRE is sub-
ject to a rebound effect: because PRE yields higher 
performance, it can perform more work in the 
same amount of time, which, because of its higher 
power consumption, leads to a higher operational 
footprint, and as a result a higher overall footprint. 

 

Figure 2: Comparing the OoO, Ino, FSC, and PRE microarchitec-
tures in terms of normalised carbon footprint as a function of perfor-

mance, assuming a fixed-work scenario (subfigures a and b) and fixed-
time scenarioj (subfigures c and d) for different values for a, i.e. when 

the embodied footprint dominates (subfigures a and c) and when the op-
erational footprint dominates (subfigures b and d). Taken from [12]. 

Chiplet-based integration 

A third timely architecture trade-off worth explor-
ing in the context of sustainability relates to 
chiplet-based integration. Small chiplets improve 
manufacturing yield, which reduces the amount of 
waste, and thus also the effective embodied foot-
print per correctly operating chiplet. Chiplet-based 
integration hence does not only reduce cost, but it 
also has the potential to improve sustainability 
[15]. Heterogeneous integration of chiplets 

manufactured in different chip technology nodes 
could possibly further reduce the environmental 
footprint because older tech nodes incur a lower 
environmental footprint for the same chip area [7]. 
On the flip side, chiplet integration requires a sili-
con interposer or organic substrate with silicon 
bridges to connect the chiplets; these integration 
technologies and substrates obviously incur an ad-
ditional environmental cost. When looking at the 
full picture, it is unclear whether homogeneous 
and/or heterogeneous chiplet integration reduces 
or increases the environmental footprint. Investi-
gating these (and other) architecture trade-offs is a 
promising research avenue for computer engineers 
in industry and academia. 

What can we do on the software 
side? 

Reducing the environmental footprint of compu-
ting is not only a job for computer engineers – 
computer scientists can also contribute. In other 
words, this is not just a hardware problem, and 
software could be part of the solution. Of course, 
and most obviously, developers and researchers 
on the software side could (and should) aim for 
reducing the amount of energy and power con-
sumed by software on existing (and future) hard-
ware. This is a no-brainer, but it only affects the 
operational footprint of a computer system. There 
is an opportunity for software to also reduce the 
embodied footprint of computing. Two examples 
illustrate this. 

Low-overhead programming languages 

Pereira et al. [16] study the energy efficiency and 
memory consumption of a broad variety of pro-
gramming languages. They conclude that high-ab-
straction, managed programming languages con-
sume substantially more energy and memory than 
low-level, natively compiled programming lan-
guages. For example, they find that Python and 
Java consume 75x and 2x more energy, and 2.4x 
and 5.1x more memory compared to C, respec-
tively. This implies that there is a direct reduction 
in operational footprint to be achieved by imple-
menting software in native languages rather than 
managed languages. But there is also an indirect 
reduction to be exploited: software written in na-
tive languages can run as efficiently on less power-
ful hardware (with less compute and memory ca-
pacity). Because the less powerful hardware incurs 
a smaller embodied footprint, this could lead to 
overall reduction in environmental footprint. Of 
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course, there are many more design goals to con-
sider than just performance and sustainability, in-
cluding software productivity and security, but at 
least this example illustrates that there is a poten-
tial for reducing the environmental footprint of 
computing by reverting to low-overhead program-
ming languages and/or by reducing the run-time 
overhead in (managed) programming languages.  

Parallelisation 

In a similar way, parallelising software has the po-
tential to temper the need for ever more powerful 
multicore processors with increasing number of 
cores. A simple calculation using Amdahl’s Law il-
lustrates this. A multicore processor with 16 cores 
running software where 95% of the serial execu-
tion has been parallelised yields 17% higher per-
formance compared to a multicore processor with 
32 cores running software where 90% of the serial 
execution has been parallelised. The 32-core pro-
cessor incurs a higher embodied footprint because 
the chip is (approximately) twice as big as the 16-
core processor, and yet it achieves higher perfor-
mance. The reason is that software is (slightly) 
more parallel. In other words, parallelising soft-
ware is a more sustainable way to improve perfor-
mance than increasing core count. Of course, par-
allelising software is challenging but, if successful, 
it can lead to an overall footprint reduction. 

Conclusion 

Improving computing-system sustainability is a 
challenging and multi-faceted problem. The em-
bodied footprint is, or will soon be, a more im-
portant contributor than the operational footprint, 
primarily due to an increasing demand for chips 
and increased energy intensity of integrated circuit 
manufacturing. Decarbonizing the production 
process and use phase of compute devices is not a 
panacea, though, because it does not address other 
sustainability concerns including raw material ex-
traction, chemicals and gases emitted, and ultra-
pure water used during production. 

What makes sustainable computer system design 
unique compared to traditional optimization crite-
ria is that it requires a holistic approach consider-
ing chip area, power, energy, performance. The 
field of computer architecture specifically, and 
computer science and engineering in general, has 
only recently embarked on this endeavour. 

Computer architects should continue to (1) collect 
high-quality data to assess the sustainability impact 
across the entire lifetime of a computing device, 
from raw-material extraction, transportation, man-
ufacturing, assembly, use, repair, end-of-life pro-
cessing, etc., (2) develop detailed and high-abstrac-
tion models to help designers evaluate the impact 
on sustainability at design time, and (3) analyse and 
revisit architecture design paradigms considering 
their sustainability impact. Overall, sustainable sys-
tem design is an extremely timely and societally im-
portant topic where substantial innovation is to be 
achieved and expected in the following years.
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HiPEAC Vision 2024
The HiPEAC Vision 2024 recommendations focus on adapting European computing systems to rapidly evolving 
technologies and intense geopolitical and environmental pressures. Central to this is the development of the “next 
GSQTYXMRK�TEVEHMKQű��2'4
��[LMGL�MRXIKVEXIW�ZEVMSYW�OI]�XIGLRSPSKMIW�ũ�MRGPYHMRK�EVXMƤGMEP� MRXIPPMKIRGI���%-
��XLI�
MRXIVRIX�SJ�XLMRKW��-S8
��ERH�HMKMXEP�X[MRW�MRXS�E�JIHIVEXIH�IGSW]WXIQ��8LMW�TEVEHMKQ�IQTLEWM^IW�WTEXMEP�GSQTYXMRK��
%-�EX�XLI�IHKI��H]REQMG�[IF�MRXIKVEXMSR��ERH�IJƤGMIRX�SVGLIWXVEXMSR�SJ�HMWXVMFYXIH�WIVZMGIW��

%HZERGMRK�XLI�2'4�MRZSPZIW�HIZIPSTMRK�XIGLRSPSKMIW�IWWIRXMEP�JSV�XLI�2'4��QEOMRK�)YVSTI�E�PIEHIV�MRŠ%-��TEVXMGYPEVP]�
JSV�[MHIWTVIEH�IHKI�YWI��MRRSZEXMRK�MR�LEVH[EVI�WSPYXMSRW��TVMSVMXM^MRK�G]FIVWIGYVMX]��ERH�TVSQSXMRK�WYWXEMREFMPMX]�
EWWIWWQIRX�JSV�EPP�W]WXIQW��+PSFEP�XLMROMRK�ERH�GVSWW�HSQEMR�GSPPEFSVEXMSRW�EVI�GVYGMEP�

Recommendations 

���3TIVEXMSREPM^I�XLI�2'4ť�
• (IZIPST� �(�E[EVI� MQTPIQIRXEXMSR� XIGLRSPSKMIW, stan-

dardizing representation and protocols for encoding physical 
objects and spaces, supporting mobile computation, and 
powering 4D-enabled operations.

• %YKQIRX� %4-W� JSV� MRXIVSTIVEFMPMX], enhancing APIs with 
VSHFLͤFDWLRQV� IRU� QRQ�IXQFWLRQDO� SURSHUWLHV� DQG� G\QDPLF�
service composition.

• )REFPI� XLI� QSFMPMX]� SJ� GSQTYXEXMSR, relocating data and 
processes as needed.

• %HSTX��KIRIVEXMZI
�%-�EX�XLI�IHKI�IRU�JUHDWHU�HIͤFLHQF\�DQG�
privacy, and reduced latency.

• (IZIPST�%-�TS[IVIH�IHKI�SVGLIWXVEXSVW that can dynamically 
combine services based on user needs.

• )RGSYVEKI�RSR�TVSTVMIXEV]� MRXIKVEXMSR by supporting open 
standards and platforms.

• -RMXMEXI� TVSSJ�SJ�GSRGITX� IJJSVXW, creating demonstrators to 
showcase the advantages of NCP technologies.

���1EOI�)YVSTI�E�PIEHIV�MR�GSRXVSPPIH�%-ŠHIZIPSTQIRXť�
• 7YTTSVX�)9�KVS[XL�MR�%-�HSQEMRW�E\�LQYHVWLQJ�LQ�$,̩UHVHDUFK�

and infrastructure.
• (IZIPST�JSYRHEXMSR�QSHIPW�FEWIH�SR�Ű)YVSTIERű�ZEPYIW and 

reflecting regional needs.
• 4VSQSXI�STIR�WSYVGI�%-�QSHIPW�to enable access to shared 

AI resources.
• (IZIPST�PSGEP�%-�WSPYXMSRW and WTIGMEPM^IH�EGGIPI�VEXSVW for 

edge devices.
• 9WI�%-� JSV�WSJX[EVI�ERH�LEVH[EVI�HIZIPSTQIRX, upskilling 

engineers and researchers.
• (IZIPST�TSPMGMIW�EVSYRH�%-�EGGIWWMFMPMX]�ERH�WSGMIXEP�MQTEGX, 

HQVXULQJ�HTXLWDEOH�EHQHͤWV�IURP�$,�
• )RWYVI�ŰGSVVIGXRIWW�F]�GSRWXVYGXMSRű��DXWRPDWLQJ�$,̩RXWSXW�

YHULͤFDWLRQ�IRU�WUXVWZRUWKLQHVV�

���-RRSZEXMSRW�MR�LEVH[EVIť�
• 'SRXMRYI� XS� MQTVSZI� TIVJSVQERGI� ERH� IRIVK]� IJƤGMIRG], 

including by exploring and integrating new technologies.
• Promote interdisciplinary research, driving new hardware 

paradigms.

• Explore innovative architectures for data-intensive 
computing.

• Develop a full European ecosystem, promoting fast 
prototyping and specialized architectures and developing 
the chiplet/interposer European ecosystem.

• )RWYVI� WYWXEMREFPI� LEVH[EVI� HIZIPSTQIRX, focusing on 
energy and emission reduction, and recyclability.

���']FIVWIGYVMX]�EW�E�GSVI�EWTIGXť�
• %HHVIWW� ZYPRIVEFMPMXMIW, building systems with early 

consideration of cybersecurity and privacy.
• 6IHYGI�HITIRHIRGI�SR�I\XIVREP�-'8, using trusted European 

companies or open-source solutions instead.
• Address security challenges in large language models (LLMs).

���7YWXEMREFMPMX]�MR�GSQTYXMRK�
• Create validated lifecycle models that model environ mental 

impact.
• (IZIPST� WYWXEMREFMPMX]�JSGYWIH� HIWMKR, accounting for 

environmental costs in product design.
• 'VIEXI� ZMEFPI� WYWXEMREFPI� FYWMRIWW� QSHIPW for the ICT 

industry.
• 'VIEXI�-'8�WSPYXMSRW�JSV�KVIIR�ETTPMGEXMSRW in other industrial 

sectors.

���8LMRO�KPSFEPP]ť�
• 4VSQSXI� GSPPEFSVEXMSR: encourage teamwork across 

European research and technology groups.
• 'VSWW�HSQEMR�TVSNIGX�GEPPW: foster interdisciplinary research 

for innovative solutions.
• Competence centres: create centralized European expertise 

hubs.
• &YMPH�STIR�WSYVGI�IGSW]WXIQW to accelerate innovation and 

accessibility.
• 1YPXM�HMQIRWMSREP�XSSPMRK: develop tools supporting capacity 

to address complex and critical challenges.
• %HSTX�E�LSPMWXMG�ETTVSEGL�XS�IJƤGMIRG], emphasizing global 

co-design and system thinking.

ŠLMTIEG�RIX�ZMWMSR


