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Abstract—Energy efficiency represents a significant challenge
in the domain of high-performance computing (HPC). One
potential key parameter to improve energy efficiency is the use
of power capping, a technique for controlling the power limits
of a device, such as a CPU or GPU.

In this paper, we propose to examine the impact of GPU power
capping in the context of HPC applications using heterogeneous
computing systems. The goal is to find a trade-off between
performance and energy consumption using static GPU power
capping.

To this end, we first conduct an extensive study of the impact
of GPU power capping on a compute intensive kernel, namely
matrix multiplication kernel (GEMM), on different Nvidia GPU
architectures. Interestingly, such compute-intensive kernels are
up to 30 % more energy efficient when the GPU is set to 55-
70 % of its Thermal Design Power (TDP) without losing too
much from the performance perspective. Using the best power
capping configuration provided by this study, we investigate how
setting different power caps for GPU devices of a heterogeneous
computing node can improve the energy efficiency of the running
application. We consider dense linear algebra task-based opera-
tions, namely matrix multiplication and Cholesky Factorization.

We show how the underlying runtime system scheduler can
then automatically adapt its decisions to take advantage of the
heterogeneous performance capability of each GPU. The obtained
results show that, for a given platform equipped with 4 GPU
devices, applying a power cap on all GPUs improves the energy
efficiency for matrix multiplication up to 24.3 % (resp. 33.78 %)
for double (resp. simple) precision.

Index Terms—

I. INTRODUCTION

High-performance computing (HPC) applications are op-
timized to run fast. This is achieved through a variety of
software and hardware parallelization and optimization tech-
niques. From Single Instruction Multiple Data (SIMD) using
vector extensions in CPUs, to multi-core implementations, to
heterogeneous computing using both CPUs and accelerators
such as GPUs. Task-based runtime systems have shown great
potential in various applications [1], [2]. In this context,
the developer expresses the computations through a directed
acyclic graph (DAG) of tasks. The runtime system is then
responsible for the execution of the DAG, by taking schedules
decisions and moving data across all available resources. Using
such heterogeneous resources come at a high energy cost. A
supercomputer consumes a lot of power - tens of megawatts in

the case of the largest supercomputers [3]. Energy reduction
has often been neglected by the HPC community, which
focuses primarily on raw computational performance.

More recently, the energy consumption of machines and ap-
plications is the subject of research in the scientific community,
and energy-efficient solutions are the key to green computing.
Several state-of-the-art techniques have been proposed to
reduce power consumption, which can be divided into two
groups. The first group consists of hardware-level techniques
such as Dynamic Voltage and Frequency Scaling (DVFS) [4]
and Dynamic Uncore Frequency (UFS) for CPUs, and power
capping and undervolting with fault tolerance for GPUs [5].
The second group includes software-level techniques. These
include scheduling algorithms on heterogeneous resources
that minimize multi-objective functions by including energy
consumption as a criterion [6]–[8]. In this paper we focus
on hardware-level techniques, more specifically on power
capping.

Power capping is a technique to lower power budget of
a device (CPU or GPU). It allows one to set a power limit
that the device will not exceed while being used. Choosing
the right power cap to apply can be tedious, especially when
considering heterogeneous architectures where power capping
can be applied to both CPUs and GPUs. As a matter of fact,
a low power cap can provide large power savings, but the
performance loss may be too large to provide energy savings.
On the other hand, a high power cap can have little to no
impact on power consumption, and no energy savings are
observed as well. In this work, we focus on GPU power
capping. We first observe that on such architectures, the energy
efficiency is maximized when applying a power cap on the
GPU. This means that introducing a slowdown, even if it
is high (19.71 %), improves energy efficiency (23.17 %).
However, such a slowdown is not always acceptable. There-
fore, we propose to set different power capping values on the
GPUs, to study their impact and provide a trade-off between
performance and energy consumption.

To benefit from the different GPUs, we use StarPU, a task-
based runtime system that will, thanks to its scheduler, take
into account the performance of each GPU (considering their
different power capping) to place the computations such that



the execution time is minimized. We test our configuration
on different 3 different architectures, 2 different dense linear
algebra operations (namely GEMM and POTRF) using single
and double precision computations. We show that power
capping all GPUs provides the best energy efficiency (24.3 %),
but at the cost of a drop in performance (-26.41 %) compared
to the default configuration. Applying a power cap on a subset
of GPUs can provide a good trade-off for performance (-
12.32 %) and for energy efficiency (9.28 %). Finally, we also
study the additional impact of CPU power capping. We show
that, since the CPU is less used when most computations take
place on the GPU, applying a power cap on the CPU increases
the energy efficiency by roughly 8 % with no additional impact
on performance. This represents a total energy efficiency of
42.45 Gflop/s/Watt.

The paper is organized as follows. We first provide a
motivation to our work (Section II). Then we present the task-
based runtime system that we used and the library providing
the GEMM and POTRF operations (Section III). After that,
we introduce the target architecture and the methodology used
to set the power cap and measure the energy consumption
(Section IV). Section V presents the impact of power capping
on all the studied configurations. Finally we present the
existing works related to power capping (Section VI) before
concluding.

II. MOTIVATION

This work considers a number of metrics. Performance,
represented in flop/s, is the primary objective in HPC. We also
have energy consumption represented in Joule, and the com-
promise energy efficiency, represented in flop/s/Watt. Energy
efficiency is defined as the ratio of the amount of performance
achieved to the amount of power consumed. Consequently, the
higher the energy efficiency, the more effectively the available
power is utilized. In this work, we consider these three metrics
together, to have a better understanding of the device behavior.

In order to motivate our idea of applying different power
capping limits to different GPUs, we initially conducted a
study to examine the impact of power capping on the energy
efficiency on three different GPU architectures namely one
NVIDIA TESLA V100 and two NVIDIA TESLA A100.
The NVIDIA TESLA A100 comes in two variations, PCIe
which has a TDP of 250 Watt, and SXM4 which has a
TDP of 400 Watt. Figure 1 depicts the energy efficiency,
the performance and the energy consumption when running
cuBLAS GEMM on different matrix sizes (one single large
tile) on A100-SXM4-40GB with single precision and double
precision. Table I summarizes the best results accros all
architectures in regard to energy efficiency. In all experiments,
we vary the power cap from lowest possible limit on the GPU,
to no power capping (100 % on Figure 1) at all with a step
of 2 %.

Figure 1 shows that the best energy efficiency is reached
when the power cap is set below the TDP, regardless of
the matrix size and the precision. More specifically, the best
energy efficiency is reached when the power cap is set to 54 %

(resp. 40 %) of TDP on large matrix sizes for double (resp.
single) precision. This represent a saving of 28.81 % (resp.
27.76 %) compared to the energy efficiency obtained when no
power cap is applied. Bigger matrix sizes tend to have better
energy efficiency due to their higher performance, therefore
better energy utilization. Smaller matrices do not fill the GPU
workload enough. As a consequence, the performance is lower,
and the consumed power is not low enough to have a positive
impact on the energy efficiency.

This observation indicates that even for compute-intensive
applications running on GPUs, faster is not equivalent to
being energy efficient. On the contrary, when energy effi-
ciency is the target, it is better to reduce the power limit.
However, as shown in Figure 1, applying a power cap of 54 %
of TDP impacts performance with an observed slowdown of
22.93 % (on double precision) compared to no power cap. This
implies that if we apply the power cap that provides the best
energy efficiency to all available GPUs, then the performance
loss would be too important, and may not be acceptable for
all users. We rather propose, in this study, to dedicate some
GPUs to energy efficiency, and other GPUs to performance.
We assume that some computations have a higher priority than
others, and delaying them would impact the whole execution
performance. As a consequence, these computations must run
on the fastest GPUs whenever possible, while other operations,
which are less critical, will run on the most energy-efficient
GPUs. In the next section (section III), we will introduce the
applications and the task-based runtime system that will allow
us to schedule the computations differently.

III. TARGET APPLICATIONS AND RUNTIME SYSTEM

In this section, we first introduce the runtime system and
the underlying scheduling. We then proceed to present the
applications that we consider to be use cases.

A. Task-based Runtime Systems

We situate our study of energy efficiency using GPU power
capping in the context of heterogeneous platforms. HPC
applications are frequently parallelized across heterogeneous
systems, thus leveraging the multiple available computing
resources. Taking advantage of heterogeneous platforms can
be a tedious process. That is why HPC experts are working
hard to bridge the gap between domain expert implementations
and the use of such platforms. Runtime systems –a software
layer that abstracts the hardware complexity– represent a
promising solution. We are particularly interested in task-based

TABLE I: Best configuration for energy efficiency depending
on GPU and precision

GPU precision matrix power cap Eff. saving
size (% TDP) (% default)

A100-SXM4 single 5120 40 27.76
double 5120 54 28.81

A100-PCIe single 5760 60 23.17
double 5760 78 10.92

V100-PCIe single 5120 58 20.74
double 5120 60 18.52
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Fig. 1: Power capping impact on energy efficiency, performance and energy consumption considering cuBLAS DGEMM on
different matrix sizes on A100-SXM4-40GB. The power cap varies from 104 to 400W.

runtime systems, which consider the application as a DAG of
tasks and efficiently schedule tasks and data migrations across
all available processing units, including central processing
units (CPUs) and accelerators. Several runtime systems have
emerged [9]–[11]. Among them is StarPU [12], a task-based
runtime system designed specifically for parallelizing algo-
rithms on heterogeneous architectures. It provides an efficient
interface that manages the application as a DAG of tasks, while
accepting different implementations for each task to enable
execution on different architectures such as CPU, GPU, and
FPGA.

B. Task Scheduling on Heterogeneous Systems

The utilization of an entire heterogeneous platform for
the execution of our applications presents a multitude of
challenges that must be taken into account in our investigation.
Our work is centered on the study of energy efficiency in
task-based parallelized applications. The dynamic scheduling
of tasks on heterogeneous resources represents a significant
challenge with the potential to impact the performance of the
application. To illustrate, if the scheduler decides to assign

a fewer number of tasks of a specific type to CPUs, given
their relatively slow processing speed, and instead assigns the
majority of them to GPUs, which are capable of processing
tasks more rapidly, the overall execution time will be reduced.
However, if the scheduler decides incorrectly and assigns more
tasks to CPUs, the execution will be longer and the energy
consumption could be higher. Therefore, in our study of energy
efficiency, it is essential to use fine-tuned scheduling strategies
that have been proven effective for our use case operations.

As previously stated, we use StarPU –a task-based runtime
system– to orchestrate tasks across heterogeneous resources.
StarPU can automatically build performance models to esti-
mate the execution time of tasks on a given device. These
estimations are provided by StarPU through a history-based or
a regression-based performance model [13], [14]. It requires
a few calibration runs to collect some data points that will
allow the model to be built. In addition, StarPU provides a set
of predefined scheduling policies that represent the literature.
These include a work stealing policy, a random scheduling
policy, and the Heterogeneous Earliest Finish Time (HEFT)
strategy.



Time

CPU Cores

GPU 1
GPU 2

Queues

Fig. 2: The dequeue model strategy relies on performance
models to schedule tasks to the resource with the best expected
completion time.

The dequeue model (dm) scheduler family [15] (also called
heft-tm-pr) considers task execution performance models to
implement a scheduling strategy similar to HEFT that selects
the best resource queue to assign the task to. The scheduler
estimates and selects the best expected completion time of
the task on each processing unit (see Fig. 2). This evaluation
is based on the performance models provided by StarPU. The
Dmda (dequeue model data-aware) scheduler (also called heft-
tmdp-pr) goes a step further by also considering the time
required to transfer data to the processor. The Dmdas (dequeue
model data aware sorted) variant sorts the queues based on
the task priority values specified by the application expert.
For tasks with equal priorities, it prioritizes those whose data
buffers are already available on the target device, making it
more sensitive to data locality. In the upcoming experimental
study, we will use Dmdas, a fine-tuned scheduler, that is
adequate for the purposes of our study.

Given that we run the applications on different power con-
figurations, which introduces additional heterogeneity into the
machine, it is necessary to assess the capacity of the scheduler
to be aware of the change in power levels of the GPUs.
Indeed, the performance models are calibrated following each
modification to the power capping settings on the machine.
Thus, the scheduler is implicitly informed of the changes.
For instance, if a GPU is set to the lowest power level, the
performance models for tasks on that device will indicate
slower execution times than those on devices operating at
maximum power. Therefore, when tasks are assigned across
the devices, the scheduler will inherently allocate fewer tasks
to be executed on the device with reduced processing speed.

C. Target Applications

A significant number of problems in areas such as physics,
engineering, and data analysis are expressed in terms of linear
operations on vectors and matrices, most of which contain
non-zero values. Some common examples include solving
systems of linear equations, matrix factorization, eigenvalue
problems, and matrix multiplication. The research community
aims to improve the optimization of these algorithms for high-
performance computing, ensuring that they run efficiently on
modern hardware. Chameleon [16] is a framework that pro-
vides routines for solving a variety of mathematical problems,

including dense, general systems of linear equations, symmet-
ric, positive definite systems of linear equations, and linear
least squares problems. These routines use LU, Cholesky, QR,
and LQ factorizations. Chameleon allows the use of task-based
programming model by tiling a dense matrix into multiple
data tiles on which tasks operate, thus parallelizing them on
different resources. It also allows GPUs to be used by kernels
provided by cuBLAS. It defines the user priorities for each task
within a given routine. These priorities are optimized offline
by experts.

In this paper, we select two widely used operations that have
distinct DAGs: matrix multiplication (GEMM) and Cholesky
factorization (POTRF). The DAG of GEMM operation con-
tains numerous identical compute-intensive tasks, as well
as a high level of parallelism that enables the use of all
available resources on a given platform. This is representative
of numerous other HPC applications. The GEMM kernel
is approximately 20 times faster on GPUs than on CPUs.
Therefore, the scheduler plays a critical role in ensuring good
workload balancing in such operations. The DAG of POTRF
operation has N(N+1)(N+2)

6 vertices and (N−1)N(N+1)
2 edges

for N × N tile matrix, in particular, it has N(N−1)(N−2)
6

GEMM tasks, which represents approximately half of all tasks.
The critical path comprises numerous tasks that are executed
on the CPU. The scheduling of such DAGs on heterogeneous
systems is a challenge. The insight provided by experts on task
priorities, as in the case of Chameleon, can inform scheduling
decisions.

IV. EXPERIMENTAL SETUP AND METHODOLOGY

In light of the observations presented in Section II, our
objective is to study the impact of static power capping of
GPUs. In particular, we aim to determine whether limiting
the GPU’s power to below its maximum can enhance the
energy efficiency of compute-intensive HPC applications on
heterogeneous computing platforms. The objective is to create
further heterogeneous resources and to investigate the trade-
off between performance and energy consumption, with regard
to the energy efficiency metric. This section presents an
overview of the various modern platforms on which the study
is conducted, as well as the experimental protocol that is
followed.

A. Platforms Details

Setting power capping on processing units requires root
access privileges to the machines, which may not always
be granted. Such constraints prevented us from conducting
experiments on the most recent Nvidia GPU model, namely
the H100. To this end, experiments were conducted on nodes
from Grid5000 [17], which is a highly reconfigurable and con-
trollable infrastructure that allows for root access privileges. In
the present experimental study, we propose setting static power
capping to different Nvidia GPU models (V100-PCIE-32GB,
A100-PCIE-40GB, and A100-SXM4-40GB), each of which is
integrated into a different platform, as detailed below.



• 24-Intel-2-V100: The architecture is composed of two
Intel Xeon Gold 6126 (Skylake-SP) processors, each
with 12 cores running at 2.60GHz, 192GB of memory,
and two Nvidia Tesla V100-PCIE-32GB GPUs. All the
experiments were run on the node ”chifflot-7” and is
situated at the Lille Grid’5000 site.

• 64-AMD-2-A100: The architecture is composed of two
AMD Zen2 AMD EPYC 7452 processors, each with
32 cores running at 2.35GHz, 512GB of memory, and
two Nvidia A100-PCIE-40GB GPUs. All the experiments
were run on ”grouille-1” and is situated at the Nancy
Grid’5000 site.

• 32-AMD-4-A100: The architecture is composed of one
AMD Zen3 EPYC 7513, with 32 cores running at
2.6GHz, 128GB of memory, and four Nvidia A100-
SXM4-40GB GPUs. All the experiments were run on
”chuc-1” and is situated at the Lille Grid’5000 site.

24-Intel-2-V100 have GCC v10.2.1 and CUDA V11.5. The
remaining two platforms have GCC v12.2.0 and CUDA V11.8.
All platforms have the Intel MKL library v2020.4.304-4. All
available computing resources on all platforms are utilized. On
all GPUs, tensor cores are used on double precision, but not
on simple precision.

B. Applications Configuration

In order to leverage the available computing resources,
when using Chameleon, the user must set the appropriate
tile sizes according to which the dense matrix is divided into
equal tiles. We made an exhaustive benchmarking campaign of
different tile sizes studied in Section II and selected the most
appropriate sizes for each platform. Table II recapitulates the
matrix sizes equal to N ×N and the corresponding tile sizes
denoted by Nt for GEMM and Cholesky factorization. In the
following, all results presented use these values.

C. Experimental Protocol and Energy Measurement

The objective is to present a comparative analysis of distinct
configurations of GPUs under power capping. To this end, we
introduce the three key states of interest: the minimum power
consumption (Pmin), the best power consumption (Pbest), and
the maximum power consumption (Pmax). The minimum and
maximum power consumption values are provided by the man-
ufacturer of the GPU. The best power consumption is selected
from the empirical study on the GEMM kernel presented in
Section II. The highest point from the energy efficiency data
set was selected. Our choice is justified by the fact that the
GEMM kernel is used extensively, in both the task-based
GEMM operation and the Cholesky factorization, in which
half of the tasks are GEMM tasks. Table II provides a summary
of the power consumption parameters for the two GPU models
used in the study. We study different combinations of the states
by power capping the GPUs to see how it affects the energy
efficiency of the applications. In the following, the Pmin state
is referred to as L for the lowest power, the Pbest state as B
for best power, and the Pmax state as H for the highest power.

To illustrate, for a configuration designated as HHLL, this
indicates that the GPUs 0 and 1 are maintained at their highest
default power level, whereas GPUs 2 and 3 are limited to
the lowest power. In the experimental study, we conducted
a comprehensive analysis of all possible configurations. For
instance, when four GPUs were employed, the configuration
HHHB was evaluated, as were the combinations HHBH, HBHH
and BHHH. We found that the variation in results was negli-
gible. To simplify the presentation of the results, we limit the
configurations to a single one and omit the combinations. Our
objective is to demonstrate the results for configurations that
have a varying number of GPUs set to different power levels.
In other words, we consider a configuration with one GPU
at the highest power level (HBBB), two GPUs at the highest
power level (HHBB), and so on.

While varying different configurations as previously de-
tailed, we run the HPC operations and measure the energy
consumption of all processing units on a given platform
during the total execution. This data is cumulated in a total
energy consumption of the parallelized application. It should
be noted that the operations are parallelized as a graph of
tasks; however, our energy measurement methodology is not
at the granularity of the task, but rather considers the entire
application. In order to measure CPU energy consumption, we
use the Performance API (PAPI) library [18]. PAPI employs
Intel’s Running Average Power Limit (RAPL) interface, which
monitors the hardware counters on the CPU. We utilize the
native events encoded by PAPI to obtain the total number of
Joules consumed by all cores and the last level cache on the
package. Energy consumption is measured at the start and end
of the execution. The values are then subtracted to determine
the total energy consumed. For Nvidia GPUs, we utilize the
NVML library, and apply the same methodology.

V. EXPERIMENTAL RESULTS

This section presents the study of the energy efficiency
conducted on two task-based operations, namely GEMM and
POTRF. As detailed in Section III, the StarPU runtime system
with the scheduler Dmdas is utilized for all runs. We set
statically power capping levels for the GPUs on the three
target platforms (see Table II), resulting in a variety of
configurations. We then measure the performance and energy
consumption of the HPC operations under these configu-
rations. Our study examines the impact on the previously
mentioned metrics and offers insight into the trade-off between
performance and energy efficiency.

The results for the three platforms are presented in the
following figures. It is important to note that our analysis is
conducted on a heterogeneous platform, and we measure the
total energy consumption of all devices on the platform (see
the details in Section IV-C). In order to investigate the impact
of different GPU power configurations on performance and
energy consumption, we calculate the percentage increase or
decrease relative to the default setting. For the performance,
a positive percentage value indicates speedup, while a neg-
ative percentage value indicates a slowdown. For the energy



TABLE II: Selection of matrix sizes equal to N ×N suitable for each operation and platform with the appropriate tile size
denoted by Nt dividing the dense matrix into equal tiles. GPU power limits: Pmin is the low hardware limit on GPU, Pbest

is the power which provide the best energy efficiency on GPU, and Pmax is the high hardware limit on GPU.

Platform Operation N Nt Precision GPU Pbest(B) GPU Pmin(L) GPU Pmax(H)

24-Intel-2-V100
GEMM 43200 2880 double 62%

100 W 250 Wsingle 60%

POTRF 96000 1920 double 56%
single 66%

64-AMD-2-A100
GEMM 69120 5760 double 78%

150 W 250 Wsingle 60%

POTRF 115200 2880 double 78%
single 60%

32-AMD-4-A100
GEMM 74880 5760 double 54%

100 W 400 Wsingle 40%

POTRF 172800 2880 double 52%
single 38%

consumption, a positive percentage value indicates a reduction
in energy consumption, whereas a negative percentage value
indicates an increase in energy consumption. The results are
analyzed in two stages, according to the numerical precision
used for the data of the operations.

A. Evaluating Energy Efficiency for Task-Based Operations in
Double Precision

Figures 3a and 3d present the results on 32-AMD-4-A100.
On this platform, there is a notable variation in the available
GPU power, with levels ranging from 100 to 400 Watt. The
two operations were executed on a configuration with four
GPUs operating at the lowest power level specified by the TDP.
This configuration is designated as LLLL. Under this extreme
configuration, both operations suffer a significant performance
degradation, approximately -80% compared to the default
power configurations of the GPUs, namely the configuration
HHHH. These results are predictable; however, it is noteworthy
that excessive slowdown results in significantly higher energy
consumption, with a notable increase of approximately 60%
in energy consumption compared to the default configuration.
We proceed with our investigation by setting one, two, and
three GPUs to their default power levels and maintaining the
remaining GPUs at the lowest power levels to determine if
we can reduce energy consumption by keeping some GPUs
at their lowest power levels. The results of this experiment
prove that the previous hypothesis is incorrect. Indeed, there
is a gradual improvement in performance, yet the operation
remains too slow compared to the default configuration, re-
sulting in a significantly higher energy consumption. The
energy efficiency calculated for these cases begins at 26
Gflop/s/Watt (respectively 24 Gflop/s/Watt) for GEMM (re-
spectively POTRF) for the extreme configuration LLLL. The
energy efficiency increases to 38 Gflop/s/Watt (respectively
36 Gflop/s/Watt) for GEMM (respectively POTRF) for the
configuration HHHL. It remains less energy efficient than the
default configuration, HHHH, which scores 41 Gflop/s/Watt (re-
spectively 38 Gflop/s/Watt) for GEMM (respectively POTRF).

When the power cap of all the GPUs is set to the best
value selected in the study presented in Table II (Pbest), we

observe an interesting improvement in the energy efficiency
of both operations. The energy efficiency was recorded at
52 Gflop/s/Watt (46 Gflop/s/Watt) for GEMM (POTRF), re-
spectively, for the configuration BBBB. This indicates that the
operations demonstrate approximately 20% improved energy
efficiency when GPUs are constrained to a power level of
Pbest in comparison to the default configuration. The energy
savings achieved are approximately 20%, with a corresponding
degradation of performance of approximately 21%. If the ob-
jective is to maximize energy efficiency in terms of the number
of floating operations per second per Watt consumed, then a
power capping configuration of this type is recommended.

We proceed with our investigation by setting one, two, and
three GPUs to their default power levels and maintaining the
remaining GPUs at the best power level to determine if we can
reduce energy consumption while maintaining performance at
an acceptable level. The number of GPUs set to the default
power level has a direct impact on the performance of the
operations and the amount of energy consumed. However, even
with a single GPU capped at B and the remaining GPUs set
at the default level (HHHB), we observed a 4% reduction in
total energy consumption for the GEMM compared to the plat-
form’s default configuration. This resulted in an improvement
in energy efficiency from 40 Gflop/s/Watt to 42 Gflop/s/Watt
(5 % improvement).

Figures 3b and 3e show the results on the platform 64-
AMD-2-A100. The results are not as compelling on this
platform. The default configuration remains the most energy-
efficient option, with a 5% improvement in efficiency com-
pared to BB configuration. All other configurations demon-
strate a notable decline in performance, with a range of 4%
to nearly 40% for the GEMM for configuration LL. For the
configuration HB, although there is a decline in performance of
approximately 10%, the total energy consumption is slightly
greater than that of the default configuration. It can be
observed that the energy efficiency follows a similar trend,
with a slight decrease of approximately 1 to 2 Gflop/s/Watt
in comparison to the default configuration. It is also worth
noting that this platform has two A100 GPUs with power
levels that range between 150 and 250 Watt, unlike 32-AMD-
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Fig. 3: Performance and energy analysis for GEMM and POTRF operations on three platforms in double precision. The left
y-axis (blue bars) shows the percentage change in performance and total energy consumption relative to the default GPU power
configuration (H). Positive values indicate a performance gain or energy savings, while negative values represent performance
loss or increased energy consumption. The right y-axis (orange line) represents energy efficiency, measured in Gflop/s/Watt.
Higher values reflect better trade-offs between performance and energy.

4-A100 which has 4 GPUs with the power ranging from 100
to 400 Watt. As a consequence, the best power cap provided
by Table II is in fact close to the minimum possible power. To
illustrate, in the case of GEMM, the Pmin is 150 Watt while
the Pbest is 195 Watt. Therefore, there is insufficient power
difference between configurations L, B, and H to demonstrate
energy efficiency. Furthermore, in contrast to the experiments
presented in Section II, where only the GPUs were utilized, in
this case, the CPUs are also employed, with two CPUs present
in the platform 64-AMD-2-A100. The impact of the CPUs on
power consumption is taken into account, and the TDP of each
CPU is 125 Watt, representing half the maximum power of the
GPUs. Consequently, the CPU impact on power consumption
is significant. All of these factors contribute to the difficulty
of assessing the impact of the GPU power capping, as it can
be cancelled due to the energy consumption of both CPUs. A
more detailed discussion on the impact of CPU consumption
is presented in Section V-C.

Figures 3c and 3f show the results on the platform 24-Intel-
2-V100. The energy efficiency plot shows a similar trend to
32-AMD-4-A100. The peak in BB indicates an improvement
in energy efficiency, from 19.5 Gflop/s/Watt for the default
configuration to 21.3 Gflop/s/Watt (9.23 % improvement). For
the GEMM in HB, we save 5% of total energy with a 7%
decline in performance. We suspect that the energy savings
may be underestimated, as the consumption of two CPUs is

included in the total, and CPUs may not be optimal for such
compute-intensive operations.

B. Evaluating Energy Efficiency for Task-Based Operations in
Single Precision

Figure 4 shows the results of the same operations and
problem sizes in single precision. The results show that the
configurations with GPUs power capped to Pbest are more
energy efficient overall, with less performance degradation,

than the results with double precision. We can also observe
higher energy efficiency when using lower precision. In the
single precision case, the arithmetic intensity is higher while
the memory footprint is lower than in the double precision
case. This reduces the impact of data transfers leading to a
better utilization of the GPU devices.

On the platform 32-AMD-4-A100, when power capping all
GPUs (BBBB), we observed an improvement of 33.78% in
energy efficiency for the GEMM, a nearly 25% reduction in
energy consumption with a 28.6% decline in performance for
the POTRF. The configuration HHBB demonstrates a trade-
off between performance and energy savings, with approx-
imately 9.53% energy savings for both operations and a
14.59% decline in performance, leading to an improvement
of energy efficiency of 54.9 Gflop/s/Watt compared to 49.73
Gflop/s/Watt for the default configuration (roughly 10 %).
Other configurations like HHHB shows an even lower slow-
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Fig. 4: Performance and energy analysis for GEMM and POTRF operations on three platforms in single precision (refer to
the detailed caption in Fig. 3).

down but at the cost of a lower energy efficiency. The results
on the 64-AMD-2-A100 platform are noteworthy (Figures 4b
and 4e), particularly given that the configurations LL and
BB are at the same level of power – 60% corresponding
to 150 Watt. This is explained by the results presented in
Section II, which demonstrate that the cuBLAS GEMM kernel
in single precision is more energy efficient at low levels of
GPU power. Finally, the results on the platform 24-Intel-2-
V100 are promising the efficiency is improved by 3.8 % for
BB compared to HH. As previously stated in the case of double
precision, it is suspected that for such platforms with two
CPUs and two GPUs, the impact of GPU power capping can be
cancelled by the power consumption of the CPUs, particularly
given that the TDP of these specific GPUs is only 125 Watt
higher than those of the CPUs.

C. Impact of the energy consumption of CPUs

Figure 5 illustrates the proportion of energy consumption
across all available devices. We can observe that the consump-
tion of the different processing units varies both relatively and
in absolute terms. This is also true for the CPUs, even though
we did not change their power limits. This behavior is a side
effect of the GPU power capping and scheduling decisions.
The scheduling policy favors the fastest processing unit and
may even leave slower units idle in some cases. Consequently,
during normal execution, the GPU handles significantly more
tasks than the CPUs, particularly for GEMM tasks.

However, when we impose power caps on the GPUs,
the ratio of tasks computed by the CPUs relative to those

computed by the GPUs increases. Since CPUs are much less
energy efficient than GPUs, having them compute more tasks
negatively impacts overall energy efficiency. This explains
why, when GPUs are power capped at their lower limit (LL
configuration), part of the energy savings from GPU power
capping is offset by the increased energy consumption from
the CPUs, resulting in higher overall energy usage.

Our hypothesis is that the power cap on the CPUs could be
beneficial in improving efficiency, given that they are not as
crucial for overall performance. However, we are only able to
do it on the 24-Intel-2-V100 platform, because we were not
able to use power capping on AMD architectures, which are
the only available platforms with A100 GPUs on Grid’5000.

For this part, we want to set a low power cap on the CPU
to have an important impact on the results. As such, we chose
to power cap the second CPU of the node at 48 % of its
TDP (60 Watt over 125). A power limit under this value
have shown stability issues. Figure 6 compares the scenario
when no CPU power capping is applied with the scenario
when CPU power capping is applied (the latter is equivalent
to the value computed in Figures 3c, 3f, 4c and 4f). In this
specific case, CPU power capping improves energy efficiency
by more than 10 %, reaching 14 % for GEMM. Moreover, we
observe an overall improvement in energy efficiency across
all configurations, regardless of the operation and precision.
This demonstrates that capping the power of one CPU does
not delay critical tasks while reducing the negative impact of
the CPUs’ poor energy efficiency on the overall system. It
also shows that, because the scheduler has no knowledge of
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Fig. 5: Total energy consumptions per configuration on the
platform 24-Intel-2-V100 for both operations in double preci-
sion. Detailed energy consumption percentages by device.

energy efficiency and therefore does not make decisions with
this objective in mind, manually lowering the power of the
CPU, as we did, is a way to control the CPU’s overhead.
However, this process should be automated.

D. Summary of the results

Figure 7 summarizes the energy efficiency on all three plat-
forms but on additional tile sizes. Note that figure 7c depicts
the efficiency when the CPU is power capped as explained in
Section V-C. From figure 7, one can see similar conclusions
can be drawn on all different tile sizes. The results show that in
most cases, applying a power cap to all GPUs (configuration
BBBB) provides the best energy efficiency. Moreover, even
if only a subset of GPUs is power capped, we observe an
improvement in energy efficiency. Finally, we can observe that
power capping is more beneficial when using lower precision
computations due to the higher efficiency of GPUs for these
precisions.

The overall conclusions of the experiments are:

• GPU powercapping showed that on GPUs, faster does not
mean more energy efficient

• The best energy efficiency is obtained when all GPUs
are at their best power capping (best energy efficiency
improvement: 24.3% - observed slowdown : 26.41%)
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Fig. 6: Energy efficiency improvements with one CPU power
capped for GEMM and POTRF operations on the 24-Intel-2-
V100 platform in single and double precision compared the
same configuration when no CPU is power capped.

• If the user cannot afford high slowdown, applying differ-
ent power caps to GPUs allows for more acceptable trade-
off (energy efficiency improvement: 9.28% - observed
slowdown: 12.32 %)

• CPU power capping adds an additional leverage regarding
energy efficiency (energy efficiency improvement: 8 %
with no performance loss).

VI. RELATED WORK

GPU power capping have been widely studied across sev-
eral domains. Whether it is under power constraint or by
applying it, the goal is always to find better energy effi-
ciency, to have better trade-offs between performance and
energy, or just to maximize performance under power capping.
Studies like [19]–[21] focus on tuning both power capping
and frequency. [22] and [23] propose methods to maximize
performance under power capping. [24] and [25] use dynamic
power capping based on a monitoring and tuning. [26] focuses
on GPU power capping at a cluster level. It especially targets
the optimization of training completion time respecting global
power budget. These contributions target the same objective as
our study. However, they either only consider hardware param-
eters or rely dynamic approaches. In this paper, we consider
task-based applications and the key parameters impacting their
behavior (precision and granularity of computations).

Closer to our work, [27] studies the impact of GPU power
capping on energy efficiency, temperature, performance and
power draw at the level of a cluster in a context where
multiple users submit jobs for deep learning model training
and inference. [28]–[31] profiles GPU performance and energy
efficiency according to power capping at an application level.
These studies show similar conclusions to the study in this
paper, but in different context. In this work, we further use
these observations to to schedule and study possible trade-offs
regarding performance and energy efficiency.
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Fig. 7: Energy efficiency in Gflop/s/Watt for the GEMM and POTRF operations in single and double precisions with different
tile sizes. The results are on three platforms. On platform 24-Intel-2-V100, one CPU is power capped.

Most studies focusing on scheduling target job scheduling
rather than scheduling within the context on an application
using task-based runtime systems. [32] uses machine learning
to co-schedule, partition resources and power cap heteroge-
neous systems (CPU-GPU). [33] provides optimization for
job allocation and partitioning under power constrained HPC
system. This targets hardware-level GPU partitioning for job
allocation. [34] and [35] propose a tool to dynamically power
cap CPUs and GPUs on a server in the context of job
submission with users sharing the same resources. [36] uses
CPU and GPU power capping in the context of co-scheduling
independent jobs. Also, this study focuses on integrated GPUs
(in the CPU). These studies are complementary to our work
since we do not target energy efficiency at the same level.

To our knowledge, our work is the first to propose a study
of State-of-the-Art HPC task-based runtime system operating
on multi GPUs system under different selected static power
caps for energy efficiency.

VII. CONCLUSION AND FUTURE WORK

This work presents a detailed study of the impact of GPU
power capping on the performance and the energy efficiency
of task-based HPC operations. We first showed that on such
platforms, applying a power cap actually improves energy ef-
ficiency despite the induced slowdown. Based on this observa-
tion, we proposed to apply a power cap on only a subset of the
available GPUs to benefit from both performance and energy
efficiency. For that purpose, we rely on StarPU, a task-based
runtime system which can schedule tasks by considering the
performance of each computing device. The results show that
applying a power cap to some GPUs provides a good trade-
off between performance and energy efficiency. Moreover, we
showed that applying CPU power capping provides additional
energy savings with no impact on performance.

The presented results showed that the scheduling strat-
egy was not performing well especially for platforms were

CPU power capping is used. We plan on designing dynamic
scheduling algorithms optimizing energy efficiency in the
context of heterogeneous platforms. We also plan to consider
on one hand dynamic power capping and its interaction with
scheduling decisions, and on the other hand mixed precision
computations as a complementary way to find the best trade-
off between raw performance and energy consumption. Fi-
nally, we plan to consider complex/irregular scientific appli-
cations.
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