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Abstract—The advancement of 5G networks has enabled
latency-sensitive, computation-intensive applications that demand
high Quality of Service but result in significant energy consump-
tion. Mobile devices, with limited computational and energy re-
sources, struggle to meet these demands. While cloud computing
offers powerful processing, its high latency makes it unsuitable
for delay-sensitive applications. Mobile-Edge Computing (MEC)
provides a solution by offloading tasks to nearby servers, but en-
ergy efficiency remains a critical challenge, especially in dynamic
environments with mobile device mobility and task dependencies.
This paper proposes an energy-efficient task offloading mecha-
nism for MEC environments that leverages collaboration between
cloud, edge, and mobile devices. We model the problem as a
Markov Decision Process and apply Double Deep Reinforcement
Learning to optimize task offloading while minimizing energy
consumption. Simulation results demonstrate the effectiveness
of our approach in achieving convergence and reducing energy
consumption by 36% compared to other methods, while adapting
to dynamic network conditions.

Index Terms—Energy-efficiency, MEC, Task offloading, RL,
Dependent Task.

I. INTRODUCTION

The advent of 5G technology and the widespread adop-
tion of mobile devices have significantly advanced delay-
sensitive and computation-intensive applications such as online
interactive games, autonomous driving, face recognition, and
virtual/augmented reality. These applications impose stringent
Quality of Service (QoS) standards, which often result in
higher energy consumption compared to traditional applica-
tions. However, mobile devices face limitations in computa-
tional resources and energy capacity due to their physical size
and economic constraints. This can become a bottleneck when
handling extensive applications or sustaining a continuous
energy supply. Although cloud computing offers substantial
processing power, the latency introduced by long transmission
distances makes it impractical for latency-sensitive appli-
cations. Consequently, Mobile-Edge Computing (MEC) has
emerged as a promising paradigm within the 5G architecture,
enabling mobile devices to offload computation and resource
demands to nearby MEC servers [1].

Energy efficiency in the MEC environment is critical, given
the limited processing power and battery capacity of mobile

devices. Furthermore, MEC servers themselves can consume
substantial amounts of energy, especially during peak demand
periods, which contributes to increased operational costs [2],
[3]. Moreover, the dynamic activity and mobility of end
devices introduce additional challenges. As mobile devices
move, their resource requirements fluctuate, necessitating fre-
quent adjustments in resource allocation. This mobility may
also lead to increased communication overhead and higher
energy consumption as devices switch between MEC servers
or between MEC and cloud resources. Furthermore, task
dependencies, where one task relies on the output of another,
complicate offloading decisions. For example, in a face recog-
nition application, feature extraction cannot begin until face
detection is completed. Offloading dependent tasks to different
computing facilities can introduce data transmission delays
and increase energy consumption [4]–[6].

Optimizing computation offloading under such conditions
involves determining whether to execute tasks locally, offload
them to a MEC server, or send them to a cloud server, while
maintaining energy efficiency. The high dynamics of MEC
environments, characterized by fluctuating computational re-
sources and device mobility [7], make designing an optimal of-
floading strategy particularly challenging. In this context, Deep
Reinforcement Learning (DRL), which integrates reinforce-
ment learning (RL) with deep learning techniques, has shown
promise in managing these time-varying environments [8], [9].

In recent years, research on energy efficiency in MEC
environments has often overlooked critical factors, including
mobile device mobility, the complexities of heterogeneous
cloud-MEC infrastructures, and interdependencies among the
application tasks of a mobile device. Our work addresses
these gaps by developing an energy-efficient task offloading
mechanism that facilitates collaboration across cloud, MEC,
and mobile devices. Our primary objective is to minimize total
energy consumption while dynamically adapting offloading
decisions based on mobile device mobility patterns and effec-
tively managing task dependencies. To address the dynamic
nature of these environments, we employ DRL to learn the
underlying network topology, optimize offloading strategies,



and ultimately enhance energy efficiency.
The main contributions of this work are summarized as

follows:

• We formulate the task offloading problem in MEC envi-
ronments with task dependencies, focusing on reducing
total energy consumption.

• We model the problem using a Markov Decision Pro-
cess (MDP) framework and propose a DRL approach to
address it.

• We conduct extensive simulation experiments to evaluate
the proposed solution, demonstrating its efficiency.

The remainder of this paper is organized as follows: Sec-
tion II reviews related work. Section III describes the system
model and problem formulation. Section IV details the pro-
posed solution. Simulation results are presented in Section V,
and Section VI concludes the paper.

II. RELATED WORK

In recent years, MEC has garnered significant attention
due to its ability to reduce processing latency and energy
consumption for computationally intensive tasks. We review
several works related to energy efficiency in MEC systems [2],
[10]–[13].

In [2], the energy efficiency of computation offloading
strategies in MEC-enabled Internet-of-Vehicles (IoV) networks
is investigated. A Multi-Agent Deep Reinforcement Learning
(MADRL) based energy efficiency maximization algorithm
is proposed to optimize computation offloading strategies
and achieve maximum energy efficiency. In [10], the authors
explore the joint optimization problem of computation offload-
ing, service caching, and resource allocation in a coordinated
MEC platform. The problem is formulated as a Mixed-Integer
Non-Linear Programming (MINLP) model, and an algorithm
based on Deep Deterministic Policy Gradient (DDPG) is
proposed to minimize the long-term energy consumption of
the collaborative MEC system. The joint optimization of
computation offloading and resource allocation in a time-
varying multi-user MEC system is discussed in [11]. The
authors formulate the problem as an MINLP to minimize the
energy consumption of the MEC system, considering delay
constraints and uncertain resource requirements. They propose
a centralized Double Deep Q-learning (DDQL)-based algo-
rithm to determine the optimal policy for server selection, task
offloading, and resource allocation. In [12], an energy-aware
offloading method for MEC in 5G heterogeneous networks is
proposed, where each mobile device decides whether to offload
its task to MEC servers or compute it locally, aiming to reduce
energy consumption while ensuring that latency constraints
are met. An energy-efficient resource allocation algorithm for
MEC, called Power Migration Expand (PowMigExpand), is
presented in [13]. This algorithm assigns user requests to
optimal servers and allocates resources to user equipment effi-
ciently. Their approach migrates user requests to new servers
when necessary due to user mobility. Additionally, a deep
learning algorithm is proposed to solve the multidimensional
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Fig. 1: An application dependencies graph with five dependent
tasks.

optimization problem numerically, reducing the computational
overhead through a pre-trained network.

The works [2], [10]–[13] generally assume the application
to be atomic, meaning it consists of a single task with no de-
pendent tasks. However, applications on mobile devices often
consist of multiple interdependent tasks, which can be modeled
as Directed Acyclic Graphs (DAGs). Furthermore, most of the
existing works [10], [11], [13] assume static mobile devices,
ignoring the mobility of devices and the heterogeneity of
edge/cloud servers (which vary in processing and storage
capabilities). To the best of our knowledge, none of these
works address the energy consumption optimization problem
for computation offloading in a multi-user MEC system, while
considering both device mobility and task dependencies, where
the output of one task serves as the input for another. This is
the focus of our work.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first present the system model of a
multi-user end-edge-cloud heterogeneous network. We then
formulate our problem, aiming to find a feasible offloading
scheme that minimizes total energy consumption, including the
energy required for computation, data transfer, and migration.
A. System Model

The system model comprises three types of computing
facilities: mobile devices, MEC servers, and cloud servers.
MEC servers are deployed at base stations, providing higher
processing capacity and larger storage than mobile devices,
which have limited capabilities. Mobile devices offload tasks
required by applications to these nearby MEC servers, denoted
by P = {1, 2, ..., |P |}. Lastly, the cloud servers, denoted
by Q = {1, 2, ..., |Q|}, have relatively more computational
resources and can receive all tasks for the required applica-
tions. There is a set of K = P ∪ Q servers in total. Hence,
|K| = |P | + |Q|. The cloud and MEC servers are stationary,
and their locations can be presented by (ℓp, φp) for MEC
server p and (ℓq, φq) for cloud server q.

We assume that one or more mobile applications need to
be executed at a given time. A group of mobile devices,
denoted as M = {1, 2, ..., |M |}, is randomly distributed
around their corresponding MEC servers (i.e. base stations),
where m ∈ M represents an individual mobile device within
the group. Each mobile application can be divided into several
tasks; for example, a face recognition application may consist
of five dependent tasks: object acquisition, face detection, pre-
processing, feature extraction, and classification. The mobile



application in this paper is represented by a DAG G = (N,E),
where N is the set of tasks and E is a set of edges that reflect
dependency relationships between tasks. An example DAG
illustrating this modelling approach is shown in Fig. 1. Each
edge enn′ indicates that a task n must complete before the task
n′ begins. The term ann′ denotes the total data transferred
from task n to task n′, as an input for the latter. Tasks are
generated by the mobile device, and the final execution results
are returned to it. The entry node serves as the root of the
spanning tree, while the exit node represents the task where
the application terminates. For clarity, we introduce two virtual
task nodes n0 and nN+1 for a given DAG. n0 marks the start
of the application and nN+1 collects the execution results of
all tasks. Thus, the set of tasks in the application is represented
by n ∈ N = {0, 1, 2, ..., |N |, |N + 1|}.

Each task n for a certain mobile device m is modeled as
a tuple (im,n, cm,n, d̈m,n), where: i) im,n stands for the input
data size of the computation task n of mobile device m, ii)
cm,n reflects the amount of required computation resources
to accomplish the task n of mobile device m, and iii) d̈m,n

indicates the maximum tolerant delay for completing the task
n of mobile device m, which means that the task n execution
time should not exceed d̈m,n.

Since there are dependencies between tasks, the precursor
task may need to transmit its computation results to the
successor task. Due to the uncertainty of the task execution
location, all possible communication scenarios need to be
analyzed. The communication delay per data unit from MEC
server p to another MEC server p′ is denoted by dp,p′ (when
p = p′, dpp′ = 0). The communication delay per data unit
between the MEC server and the mobile device is denoted by
dp,m. The mobile device generates communication with the
cloud server q through the base station hosting MEC server p,
and the communication delay per data unit between the MEC
server and the cloud server is denoted by dp,q . Furthermore,
we assume the system operates in fixed-length time slots
t ∈ {1, 2, ...τ}, where τ denotes the finite length of the time
horizon. In each time slot, each mobile device generates one
computation-intensive task and changes its location, where
(ℓm,n(t), φm,n(t)) are the longitude and latitude of mobile
device m for task n in time slot t. Note that a task can arrive in
a time slot only if its precursor task has completed execution.

B. Problem Formulation

Mobile device m has three execution options for task
n: it can execute it locally on the mobile device, offload
it to a MEC server, or offload it to a cloud server. Let
xl
m,n(t) ∈ {0, 1}, yem,n,p(t) ∈ {0, 1}, and zcm,n,q(t) ∈ {0, 1}

be binary offloading variables at time slot t, representing the
computation offloading strategies locally, to the MEC server,
and to the cloud server, respectively, where p ∈ P and q ∈ Q.
Particularly, xl

m,n(t) = 1 indicates that mobile device m chose
to execute task n locally at time slot t. yem,n,p(t) = 1 means
that mobile device m chooses to offload task n to the pth MEC
server in time slot t while yem,n,p(t) = 0 means otherwise.
Likewise, zcm,n,q = 1 means that mobile device m decides to

offload task n to the qth remote cloud server in time slot t,
and zcm,n,q = 0 means otherwise. We set xl

m,n0
(t) = 1 and

xl
m,nN+1

(t) = 1 to ensure that tasks n0 and nN+1 can only be
executed on the mobile device. In each time slot t, we need to
make a decision regarding the computation offloading of task
n of mobile device m.

1) Computation Model: The computation task n of mobile
device m can be executed either locally, using the computation
resources of the mobile device, or on a remote server (MEC
or cloud), through computation offloading.

Local Computing: If the mobile device m chooses to
compute task n locally, the entire computation resource of
this device will be utilized for computing the task. We denote
f l
m as the computation resource (in CPU cycle per second)

of mobile device m. The local task completion delay in time
slot t only includes the task computing delay, which can be
expressed as:

T l
m,n(t) = xl

m,n(t)
cm,n

f l
m

(1)

The energy consumption of unit computation resources
per CPU cycle is ζ(f l

m)
2, where ζ represents the effective

switched capacities depending on the chip architecture [3].
We denote the local energy consumption for computing task
n of mobile device m in time slot t as El

m,n(t) which can be
defined as:

El
m,n(t) = xl

m,n(t)cm,nζ(f
l
m)

2 (2)

Offloading to MEC Server:Several mobile devices may be
associated with the same MEC server and offload their tasks
simultaneously, with each mobile device assigned to a portion
of the MEC server’s computation resources. Let F e

p denote
the total computation resources of MEC p. In time slot t, if
the mobile device m decides to offload its computation task
n to the MEC server p, the computation resource allocation
capacity of MEC server p to mobile device m for task n at time
slot t is denoted by fe

p,m,n(t). After processing the task, the
MEC server returns the results to mobile device m. We neglect
the transmission delay and energy consumption for sending
results back to the mobile device due to the small data size
and typically higher downlink rates. The total processing time
for task n consists of two components: the uplink transmission
delay and the computation execution time on the MEC server,
which is based on the allocated resources fe

p,m,n(t). The task
completion delay for offloading task n of mobile device m to
MEC server p in time slot t can be written as:

T e
m,n(t) = ye

m,n,p(t)

(
im,n

Re
m,n,p(t)

+
cm,n

fe
p,m,n(t)

)
(3)

where Re
m,n,p(t) is the wireless communication data rate

between mobile devices m and MEC server p, which varies
based on transmission power, interference, bandwidth, and the
location of the mobile device. We assume mobile devices
communicate with the nearest MEC server for computation
offloading. Let ωp represent the coverage radius of MEC server
p. If the distance between mobile device m and MEC server p
in time slot t is less than ωp (i.e.,rm,n,p(t) < ωp), the mobile
device m can communicate with MEC server p. The maximum



achievable wireless communication data rate for transmitting
task n in time slot t is given by:

Re
m,n,p(t) = W elog2

(
1 +

Pm,n,phm,n,p(rm,n,p(t))
−α

ϕ2 + I

)
(4)

where W e denotes the channel bandwidth, Pm,n,p is the
transmission power of mobile device m to offload task n
to MEC server p, hm,n,p is the channel gain, α is the path
loss exponent, ϕ2 is the noise power, and I represents the
interference from other MEC servers.

The total energy consumption consists of the energy used
to transmit the task n to MEC server p and the energy
consumed by MEC server p to process the task. The total
energy consumption for completing the task n of mobile
device m in time slot t in the MEC server is:

Ee
m,n(t) = ye

m,n,p(t)

(
Pm,n,pim,n

Re
m,n,p(t)

+ cm,n · ep
)

(5)

where ep is the energy consumed per CPU cycle by MEC
server p.

Offloading to Cloud Server: A sub-task n of mobile device
m can be offloaded to a cloud server for its execution. In this
case, the nearest base station to the mobile device will relay
the task to the cloud server. The total processing time of task n
of mobile device m in the cloud server consists of three parts:
i) the transmission time from mobile device m to the MEC
server p, ii) the expected propagation delay for transmitting
the task n from MEC server p to the cloud server q, and iii)
the computation execution time on the cloud server. The task
completion delay for offloading the task n from the mobile
device m to the cloud server in time slot t is given by:

T c
m,n(t) = zcm,n,p(t)

(
im,n

Re
m,n,p(t)

+ E(Tp) +
cm,n

fc
q,m,n(t)

)
(6)

where E(Tp) is the expected propagation delay between
MEC server p and the cloud server q, and f c

q,m,n(t) is the
computation resource capacity of the cloud server q assigned
to task n of mobile device m in time slot t, with the total
allocation not exceeding the cloud server’s total capacity F c

q .
The energy consumption for completing task n of mobile
device m in time slot t is:
Ec

m,n(t) = zcm,n,p(t)

(
Pm,n,pim,n

Re
m,n,p(t)

+
Pp,n,qim,n

bp,q
+ cm,n · eq

)
(7)

where Pp,n,q is the transmission power from MEC server p to
offload task n to cloud server q, bp,q is the bandwidth between
MEC server and the corresponding remote cloud server, and
eq is the energy consumed per CPU cycle by cloud server q.

2) Data Transferring: Let T tr
nn′ and Etr

nn′ denote the time
and energy consumed in data transfer between two dependent
tasks n and n′, respectively. As shown in Figure 1, a mobile
application with five dependent tasks is illustrated, where each
task receives data from its predecessor. For example, tasks
n1 and n2 are dependent, and after completion of n1, a data
amount of a1 is transferred from n1 to task n2. The transfer
occurs in four modes: edge-to-edge, mobile-to-edge, edge-to-
cloud, and mobile-to-cloud.

Transfer between MEC Servers: When both tasks are
offloaded to the same MEC server, the data transfer time is

zero. For tasks offloaded to different MEC servers, assuming
that MEC servers are neighboring and directly connected, the
communication delay in time slot t is given by:

T tr
p,p′(t) = ye

m,n,p(t)y
e
m,n′,p′(t)dp,p′an,n′ (8)

The energy consumption for this transfer is calculated as:

Etr
p,p′(t) = T tr

p,p′(t)Pp,n,p′ (9)

where Pp,n,p′ is the transmission power between the MEC
server p and MEC server p′ for the data transfer of task n.

Transfer between MEC Server and Mobile Device:
When the task n is executed on mobile device m and n′

on MEC server p, data must be transmitted between them,
causing a communication delay of xl

m,n(t)y
e
m,n′,p(t)dp,mann′ .

Similarly, when the task n is executed on MEC server p and
n′ on the mobile device m, the delay between the MEC server
p and the mobile device m is xl

m,n′(t)yem,n,p(t)dp,mann′ .
Therefore, the communication delay between the MEC server
p and the mobile device m in time slot t is:

T tr
p,m(t) =xl

m,n(t) y
e
m,n′,p(t) dp,m an,n′

+ xl
m,n′(t) ye

m,n,p(t) dp,m an,n′
(10)

The corresponding energy consumption for this data transfer
is given by:

Etr
p,m(t) = T tr

p,m(t)Pp,n,m (11)

where Pp,n,m is transmission power of the MEC server p for
transmitting task n to the mobile device m.

Transfer between MEC Server and the Cloud server:
When n is executed on MEC server p and n′ on cloud
server q, data transfer between them incurs a communication
delay of yem,n,p(t)z

c
m,n′,q(t)dp,qan,n′ . Similarly, in the reverse

direction, the delay is yem,n′,p(t)z
c
m,n,q(t)dp,qan,n′ . Therefore,

the communication delay between MEC server p and cloud
server q in time slot t is expressed as:

T tr
p,q(t) = ye

m,n,p(t)z
c
m,n′,q(t)dp,qan,n′+

ye
m,n′,p(t)z

c
m,n,q(t)dp,qan,n′

(12)

The corresponding energy consumption for transmitting data
between MEC server p and cloud server q is given by:

Etr
p,q(t) = T tr

p,q(t)Pp,n,q (13)

Transfer between Mobile Device and the Cloud Server:
When a task n is executed on mobile device m and n′

on cloud server q, the data transfer between them incurs a
communication delay of xl

m,n(t)z
c
m,n′,q(t)dm,qan,n′ . In the

reverse direction, the delay is xl
m,n′(t)zcm,n,q(t)dm,qan,n′ .

Thus, the communication delay between the mobile device
m and cloud server q in time slot t can be expressed as:

T tr
m,q(t) = xl

m,n(t)z
c
m,n′,q(t)dm,qann′+

xl
m,n′(t)zcm,n,q(t)dm,qann′

(14)

where dm,q = dp,q+dp,m is the communication delay per unit
of data transferred between the mobile device m and the cloud
server q with data first transferred from the mobile device
(cloud server) to a MEC server and then forwarded to the
cloud server (mobile device). The energy consumption for data



transmission between mobile device m and cloud server q,
given the communication delay T tr

m,q(t), is:

Etr
m,q(t) = T tr

m,q(t)Pm,n,q (15)

where Pm,n,q = Pm,n,p + Pp,n,q is the transmission power
of the mobile device m for transmitting task n to cloud server
q.

In summary, if data transmission is performed between two
tasks n and n′ with dependencies, the time and energy required
for their transmission in time slot t are given by Eq. 16 and
Eq. 17, respectively:

T tr
n,n′(t) = T tr

p,p′(t) + T tr
p,m(t) + Tm,q(t) + T tr

p,q(t) (16)

Etr
n,n′(t) = Etr

p,p′(t) + Etr
p,m(t) + Em,q(t) + Etr

p,q(t) (17)

3) Migration Model: In a MEC environment, task migra-
tion is essential for maintaining service continuity as mo-
bile devices move. Each time slot requires a decision on
whether to migrate tasks between multiple servers to meet
user demands [14]. We assume that the mobile device m
migrates all offloaded tasks from the source node to the
destination node. In this case, yem,n,p(t − 1) ̸= yem,n,p(t) or
zcm,n,q(t−1) ̸= zcm,n,q(t). The migration delay, defined as the
time to transfer task n from node k to node k′ in time slot t,
is given by:

Tmig
m,n (t) =

im,n

bkk′
(18)

where bkk′ represents the bandwidth used for the commu-
nication. If no migration occurs, indicated by yem,n,p(t− 1) =
yem,n,p(t) or zcm,n,q(t− 1) = zcm,n,q(t), then Tmig

m,n (t) = 0.
The energy consumption for transferring the task n of

mobile device m between source and destination servers in
time slot t is expressed as:

Emig
m,n(t) = jkT

mig
m,n (t) (19)

where jk denotes the power consumption per unit time for
data transmission at the source server k.

Our objective is to find an optimal offloading solution that
minimizes energy consumption over all time slots, considering
the computation tasks of all mobile devices. We can consider
the following objective function:

Etotal =

t=τ∑
t=1

∑
p∈P,q∈Q

∑
m∈M

∑
n∈N

El
m,n(t)+

Ee
m,n(t) + Ec

m,n(t) + Etr
n,n′(t) + Emig

m,n(t)

(20)

A feasible offloading solution should satisfy the following
constraints:
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Fig. 2: Training process of DDQN.

∑
p∈P,q∈Q

T l
m,n(t) + T e

m,n(t) + T c
m,n(t) + T tr

n,n′(t) + Tmig
m,n (t) ≤ d̈m,n,

∀n ∈ N,m ∈ M (21)

xl
m,n(t) +

∑
p∈P

ye
m,n,p(t) +

∑
q∈Q

zcm,n,q(t) = 1, ∀n ∈ N,m ∈ M

(22)

xl
m,n(t), y

e
m,n,p(t), z

c
m,n,q(t) ∈ {0, 1} (23)∑

m∈M

∑
n∈N

zcm,n,q(t)f
c
q,m,n(t) ≤ F c

q , ∀q ∈ Q (24)∑
m∈M

∑
n∈N

ye
m,n,p(t)f

e
p,m,n(t) ≤ F e

p , ∀p ∈ P (25)

TRm,n + T l
m,n(t) + T e

m,n(t) + T c
m,n(t) + Tmig

m,n (t) ≤ TRm,n′ ,

∀n ∈ N,m ∈ M (26)

Constraint 21 guarantees that the total delay of the task
cannot exceed the upper limit d̈m,n. Constraints 22 and 23
ensure that each mobile device only chooses one way to
compute its task, i.e., executing locally or offloading to a
MEC server or offloading to a cloud server. Constraints 24
and 25 ensure that the sum of the computation resources of
each server (MEC or cloud server) allocated to all tasks does
not exceed the total amount of computation resources available
on that server. Constraint 26 is a dependency constraint. For
any edge (e, e′) ∈ E in the DAG, task n′ cannot be started
until all the associated precursor tasks have been executed, and
the required data have been transferred to the server where task
n′ is offloaded. Here, TRm,n represents the time when task
n of mobile device m is ready to be processed in time slot t.
This means that the task n′ can be executed only after task n
has been executed.

Since the problem is a MINLP problem and involves
dynamic factors such as the mobility of mobile devices and
the changing computation capacity of servers over time, a
traditional model-based approach may not be suitable for
dynamic decision-making scenarios. Therefore, we leverage
a DRL-based approach to address the optimization problem.

IV. DRL-BASED TASK OFFLOADING METHOD

In this section, we incorporate a Q-learning-based method
to minimize total energy consumption. We first define the



problem as an MDP. Then, we present a Double Deep Q-
Network (DDQN), which leverages Deep Neural Networks
(DNNs). A typical MDP is defined by a 3-tuple (S,A,R),
where S is a finite set of states, A is a finite set of actions,
and R is an immediate reward function for taking an action,
which is defined as follows.

1) System State: The state st ∈ S at time slot t
is composed of five parts: the input data sizes of tasks
i(t) = [i1,1(t), ..., i|M |,|N |(t)]; the resources required to
complete the tasks c(t) = [c1,1(t), ..., c|M |,|N |(t)]; the wire-
less data rates between mobile devices and MEC servers
Re(t) = [Re

1,1(t), ..., R
e
|M |,|P |(t)]; the available computa-

tional resources of the MEC and cloud servers F (t) =
[F1(t), ..., F|K|(t)]; and the dependency matrix A(t) =
[An,n′(t)], where each element An,n′(t) represents the amount
of data to be transferred from task n to task n′. If An,n′(t) >
0, task n must be completed before task n′; otherwise,
An,n′(t) = 0.

2) System Action: The action vector consists of two main
components: offloading decision-making and computation re-
source allocation. The offloading decision-making component,
x(t) = [x1(t), . . . , xN (t)], represents the offloading decisions
for tasks, where each xi(t) indicates the index of the server to
which task i is offloaded. This index ranges from 0 (indicating
that the task is executed locally) to the total number of servers.
The second component is computation resource allocation
f(t) = [f1(t), . . . , fN (t)], with fi(t) denoting the computation
resources assigned to task i at time slot t.

3) Reward Function: The reward function is associated
with the optimization objective function which is minimizing
total energy consumption, by giving a higher positive reward
to actions that lead to a lower energy consumption. After
an action at is taken, the system receives a reward r(st, at),
defined as:

r(st, at) = κ− E
[ ∑

p∈P,q∈Q

∑
m∈M

∑
n∈N

El
m,n(t)+

Ee
m,n(t) + Ec

m,n(t) + Etr
n,n′(t) + Emig

m,n(t)

]
,

(27)

where κ is a constant value that shifts the reward into a
positive range, determined based on the maximum expected
negative reward from the system.

r(st, at) = κ− E
[ ∑

p∈P,q∈Q

∑
m∈M

∑
n∈N

El
m,n(t)+

Ee
m,n(t) + Ec

m,n(t) + Etr
n,n′(t) + Emig

m,n(t)

]
,

(28)

Q-learning is an effective model-free RL algorithm that
enables the agent to learn optimal behavior by observing
the state st in the environment at time slot t, selecting an
action at to execute according to the probability distribution
or Q-table, transitioning to the next state st+1, and receiving
a reward rt. The Q-table and the current state are updated
based on the observed reward and the estimated future rewards,
which guide the agent toward selecting actions that maximize
long-term rewards. The learning process is repeated until the

algorithm converges to the optimal Q-function Q∗, and the
optimal policy is obtained. While an optimal policy can be
derived by updating Q-values in a Q-table, this approach
becomes impractical due to the curse of dimensionality in
large state-action spaces. Additionally, searching through a
large Q-table can be time-consuming and memory-intensive.
To overcome these challenges, we propose using DDQN. The
structure of DDQN, as shown in Fig. 2, consists of two neural
networks: the Main DNN, which identifies the best action,
and the Target DNN, which evaluates the Q-value of the
selected action, helping avoid overestimation of the action-
value function. The DDQN algorithm utilizes two Q-functions,
allowing each network to use the other’s Q-value to update the
next state. During the update process, DDQN first identifies
the action with the maximum Q-value from the Q-network
and then incorporates the chosen action with the maximum
Q-value into the target network, thereby calculating the target
Q-value, which is computed by:

y′
j = rj + γQ(sj+1, argmax

aj+1

Q(sj+1, aj+1; θj); θ
′
j) (29)

j represents the index of the learning step within an episode.

Algorithm 1: Training Process of DDQN for Depen-
dent Task Offloading Decision

Input: Experience replay buffer, main DNN with random weights θ, target
DNN with weights θ′ ← θ

1 for each episode do
2 Obtain initial observation st;
3 for each step of the episode do
4 if with probability ϵ then
5 Select a random action at from action set A;
6 else
7 Select action at ← argmaxa Q(st, a; θ);

8 Execute action at, observe reward rt and next observation st+1;
9 Store transition (st, at, rt, st+1) in replay buffer;

10 Sample a minibatch of size D from the replay buffer;
11 for each transition (sj , aj , rj , sj+1) in the minibatch do
12 Compute the target Q-value as Eq. 29;
13 Compute loss Loss(θ)← 1

|D|
∑

j(yj −Q(sj , aj ; θ))
2;

14 Update main DNN parameters θ by minimizing Loss(θ);
15 Compute gradient ∇θLoss(θ);
16 Perform a gradient descent step to update θ;

17 Update target DNN weights θ′ ← θ;

The process of the proposed DDQN algorithm is shown
in Algorithm 1. First, the experience replay buffer and the
weights of the DNN are initialized. Notably, the target DNN
is initialized with the same weights as the main DNN, i.e.,
θ′ = θ. The DNN is then trained to capture the correlation
between each state-action pair (s, a) and its value function
Q(s, a). Initially, the offloading decisions for mobile devices
are processed using a random policy for a sufficiently long
time. The corresponding estimated Q(s, a) values, along with
state transition profiles, are stored in the experience replay
buffer. The DNN is then trained with input state-action pairs
(s, a) and their outcomes Q(s, a). During each episode, the
DDQN agent starts by obtaining the initial observation of the
environment and processing it as the starting state st. The
ϵ-greedy strategy is then used to select the execution action
at. With probability ϵ, an action is randomly chosen from the
action set A. Otherwise, the action with the highest estimated



Q-value, derived from the main neural network using the state-
action pair (st, at), is selected. The action at is executed,
and the resulting reward rt and next observation st+1 are
obtained from the environment. The transition memory tuple
(st, at, rt, st+1) is stored in the replay buffer to train the
DNN parameters at each time step t. Throughout the training
process, a minibatch of D samples is randomly selected by the
experience replay mechanism in DDQN. The target network
uses rt and st+1 to calculate the target Q-value using Eq. 29.
The DDQN agent updates the parameters θ of the main DNN
by minimizing Loss(θ). The gradient guiding the updates of θ
is computed as

[
∂Loss(θ)

∂θ

]
. Stochastic gradient descent is then

performed until the state-action Q-function converges to its
optimal value.

TABLE I: Simulation Parameters
Parameter Value Description
Pm,n,p 100 mW Transmission power of mobile device m

for task n to MEC server p
ϕ2 10−11 mW Noise power
α 3 Path loss exponent
f l
m 2 GHz Computation resource of mobile device

F e
p 10 GHz Total computation resources of MEC

server p
F c

q 50 GHz Total computation resources of cloud
server q

W e 100 MHz Channel bandwidth between a mobile de-
vice and MEC server

bkk′ 10 Gbps Bandwidth between servers
ep 0.5 W/GHz Energy consumed per CPU cycle by MEC

server p
eq 5 W/GHz Energy consumed per CPU cycle by cloud

server q
Pp,n,q 100 mW Transmission power of the MEC server p

to offload task n to the cloud server q
cm,n U [0.5, 5]

MHz
Number of CPU cycles required to process
the task

im,n U [5, 50] MB Size of task n from mobile device m

d̈m,n 3 sec Maximum allowable delay for task com-
pletion

Tp 50 ms Propagation delay between MEC and
cloud servers

dp,p′ [0.45, 0.8] ms Communication delay between MEC
servers

dp,m [1, 10] ms Communication delay between MEC
server p and mobile device m

an,n′ U [500 kB, 2
MB]

Data size of dependency between two
tasks

hm,n,p 127 +
20 log(L)

Channel gain between mobile device m
and MEC server p

V. NUMERICAL RESULTS
We consider a network environment with one cloud server

and three MEC servers covering an area of 1000m× 1000m.
Ten mobile devices are randomly scattered across this area,
and their positions change over time, following a random walk
model. The tasks for each mobile device are generated based
on popular mainstream applications, such as face recognition
(two tasks), pose recognition benchmarks (four tasks), and
gesture recognition (two tasks) [15]. Table I summarizes the
simulation parameters. The proposed algorithm was imple-
mented in Python 3.10 and TensorFlow 2.17, using the OpenAI
Gym toolkit 1, and deployed on the Graham cluster of the
Digital Research Alliance of Canada 2.

1https://www.gymlibrary.dev/index.html
2https://docs.alliancecan.ca/wiki/Graham

Fig. 3: Convergence of the proposed DDQN-based method

The number of hidden units per layer is set to 128. During
the training process, we set the experience replay buffer size
to 5000, the mini-batch size for sample transfer tuples to 64,
and the learning rate to 0.001. The discount factor γ is set
to 0.9, and the activation function used is ReLU. To verify
the performance of our proposed algorithm, we introduce the
following two benchmark policies:
• Cloud-Only (CO): In CO, all tasks are offloaded to the

cloud server, and thus the resources of the MEC servers
are not utilized.

• Non-Collaboration (NC): MEC servers do not cooperate
with each other, and all tasks of a mobile device are
randomly offloaded to a MEC server until the server’s
capacity is full. If a MEC server does not have enough
capacity, the tasks will be offloaded to the cloud server.

Figure 3 shows the convergence behavior of the DDQN-
based method in a system with six mobile devices. At the
beginning, the agent follows a suboptimal policy that leads
to high energy consumption, resulting in a lower cumulative
reward. As training progresses, the agent learns to select
actions that reduce energy use, causing a rapid increase in
cumulative reward as energy efficiency improves. Around
episode 200, the reward stabilizes, indicating that the agent has
converged to an energy-efficient offloading strategy. The final
stabilized reward represents the minimum energy consumption
achievable under the learned policy, highlighting the effective-
ness of the DDQN-based approach in optimizing energy usage.

Fig. 4 illustrates the performance comparison of the DDQN,
NC, and CO methods in terms of total energy consumption
as the number of mobile devices increases from 6 to 10. As
expected, with the increase in the number of mobile devices,
more computational tasks are generated, leading to a rise in
energy consumption across all methods. The energy consump-
tion of the CO method is consistently higher compared to the
others, as it consumes more energy due to communication. The
NC method consumes more energy than the proposed DDQN,
as it randomly offloads tasks to servers without considering
the energy consumption associated with computation, trans-
mission, and migration. The NC method performs better than
CO but still exhibits higher energy consumption compared to
the proposed DDQN algorithm. The DDQN-based approach



Fig. 4: Energy consumption versus the number of mobile
devices.

Fig. 5: Energy consumption versus the computing resources
of the MEC server.

significantly outperforms both NC and CO methods. This
improvement is achieved as the DDQN algorithm effectively
integrates computation offloading, task migration, and edge
collaboration into its decision-making process. The proposed
DDQN method reduces energy consumption by approximately
36% compared to the NC method and 49% compared to the
CO method.

Fig. 5 presents a performance comparison of the DDQN,
NC, and CO methods under varying computation capacities
of MEC servers, which range from 6 to 12 GHz, while the
number of mobile devices is fixed at 6. The CO method
exhibits the highest energy consumption throughout, as it
does not utilize MEC server resources. As the computational
capacity of the MEC server increases, the energy consumption
of both the DDQN and NC methods decreases steadily. This
reduction happens because more tasks can be processed closer
to the mobile devices by the MEC servers, reducing the need
for high-energy consumption associated with distant task mi-
gration and processing. The DDQN-based method consistently
achieves the lowest energy consumption compared to the other
approaches. On average, the DDQN algorithm reduces energy
consumption by approximately 28% compared to NC.

VI. CONCLUSION
In this paper, we investigated energy-efficient task of-

floading in MEC environments, particularly in the context
of dynamic end-device mobility and task dependencies. We
mathematically modeled energy consumption by consider-
ing computation, data transmission, and task migration. By
framing the problem as an MDP and leveraging a DRL
approach, we developed a mechanism that dynamically adapts
offloading decisions based on real-time changes in the network
environment. Simulation results demonstrated the efficiency
and effectiveness of the proposed algorithm. For future work,
we plan to consider the mobility of MEC servers and the
potential incorporation of a federated learning approach.
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