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ICE-CREAM: multl-agent fully CooperativE
deCentRalizEd frAMework for Energy Efficiency in
RAN Slicing

Hnin Pann Phyu, Student Member, IEEE, Diala Naboulsi, Member, IEEE, Razvan Stanica

Abstract—Network slicing is one of the major catalysts pro-
posed to turn future telecommunication networks into versatile
service platforms. Along with its benefits, network slicing is
introducing new challenges in the development of sustainable
network operations, as it entails a higher energy consumption
compared to non-sliced networks. Using a sliced architecture,
which includes guaranteeing the communication and computation
requirements for each slice, is essential for operators to provide a
satisfying user quality of service (QoS) in a multi-service network.
At the same time, building sustainable mobile networks, with the
least amount of resources used, is crucial today, for both economic
and environmental reasons. As a result, mobile operators need
to find a middle ground between these two objectives — a tough
nut considering they are both antithetical and important. In
this light, we investigate a joint slice activation/deactivation and
user association problem, with the aim of minimizing energy
consumption and maximizing the QoS. The proposed multI-agent
fully CooperativE deCentRalizEd frAMework (ICE-CREAM)
addresses the formulated joint problem, with agents acting at
two different granularity levels. Not only all the agents can
access the shared information with their direct neighbors, but
also they are trained with one global reward, which is an ideal
approach in multi-agent cooperative settings. We evaluate ICE-
CREAM using a real-world dataset that captures the spatio-
temporal consumption of three different mobile services in
France. Experimental results demonstrate that the proposed
solution provides more than 30% energy efficiency improvement
compared to a configuration where all the slice instances are
always active while maintaining the same level of QoS. From
a broader perspective, our work explicitly shows the impact of
prioritizing the energy over QoS, and vice versa.

Index Terms—5G, Network Slicing, Energy Efficiency, QoS

I. INTRODUCTION

The telecommunication industry accounts for approximately
2% of total global carbon emissions in the world [1]]. By 2030,
8% of the projected global electricity demand is projected to
come from the information and communications technology
(ICT) sector as a whole, even in the best-case scenario [2f]. Al-
though 5G equipment is more energy efficient than in 4G [3]],
with the data traffic volume increasing tremendously along
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with 5G services, overall energy consumption will increase
too. In fact, the energy consumption of a 5G base station is
estimated as three times higher than that of a 4G network,
when both are considered at a full load [4].

Beyond 5G and 6G networks are envisioned to serve a
wide variety of services, with heterogeneous traffic, through
network slicing [5]]. This is done by forming, on one physical
network, multiple virtual networks on a per-service basis, i.e.,
slices. That said, slice requirements need to be met, including
performance isolation. Guaranteeing these requirements and
the additional virtualization layer come with some overhead,
which produces higher energy consumption when compared to
non-sliced network deployments [6]]. One of the key objectives
in the field is to deliver the various types of services demanded
by the users while aiming to reduce the associated COo
emissions. Indeed, energy efficiency is no longer an option
but a necessity in beyond 5G and 6G networks.

Further delving into this topic, we observe that today the
largest part of energy consumption comes from the radio
access network (RAN), which accounts for approximately
70% of the overall network energy utilization [[7]. To deal
with this issue, several research works consider base station
sleep schemes to further optimize the energy consumption in
5G networks [8]—[10]. While such techniques show feasible
and effective results, they are more challenging to be applied
directly in the case of multi-service network slicing environ-
ments. That is mainly because slice instances can exhibit quite
different temporal traffic demand patterns. Completely shutting
down or putting the entire base station into sleep mode could
thus notoriously impact the quality of service (QoS) of users
in specific slice instances.

This motivates us to introduce a new approach, in which
slice instances are dynamically activated and deactivated, ac-
cording to their traffic patterns, thereby enhancing the overall
base station energy efficiency. Technically, a slice is a set of
network functions, applied to specific users or to a specific
type of traffic. Therefore, deactivating some slice instances
to reduce energy consumption implies shutting down some
of these functions, and it can potentially degrade the QoS
of users (i.e., lower user satisfaction and higher blocking
probability). On the other hand, activating all slices all the
time, in order to reach the highest possible level of QoS,
significantly increases energy consumption. Accordingly, the
energy minimization objective shall be coupled with a QoS
maximization objective [11].

To manage the trade-off between the two objectives, op-



erators may consider deactivating some slice instances and
redirecting their users either to another slice on the same base
station (where some required network functions might not be
available) or to the same slice on a neighboring base station
(most likely with a lower communication channel quality). In
the first case, a possible approach implies using a slice instance
with only the bare minimum resources and network function
requirements, which we denote as an EcoSlice. Specifically,
the EcoSlice is designed to be up and running 24/7 (or as long
as the base station is switched on) to provide network coverage
and a bare minimum service to certain users. However, assign-
ing too many users to the EcoSlice on the same base station is
not sustainable in terms of QoS. In the second case above, a
sudden increase in traffic load on the neighboring base stations
can be observed, thereby impacting the QoS of their already
present users [[12]. To mitigate these challenges and optimize
the overall network performance, it is essential to intelligently
coordinate not only the activation and deactivation of slices
(a network-level problem) but also the user association across
different base stations (a user-level problem).

Considering these two dimensions, one can hypothesize a
hierarchical RAN slicing problem formulation [13], consid-
ering both the network level and the user level, using opti-
mization methods or solving it with heuristics. Nevertheless,
these approaches do not fully align with a zero-touch network
management paradigm, primarily due to their limitations in
rapid changes in the RAN environment. To address this issue,
machine learning (ML) techniques, particularly reinforcement
learning (RL) algorithms, have demonstrated unprecedented
performance in solving RAN slicing problems that were
previously too challenging [[14]. This opens the door to full
automation in the management of RAN slicing operations [|15].

From the solution design perspective, centralized settings
are usually considered in mobile networks, where an operator
has total control over the network equipment. However, in
sliced architectures, this paradigm shifts towards multiple
players, which can be in charge of different slices and parts
of the network [14]]. Therefore, coordination through a cen-
tralized controller and data training might not be possible, for
business and technical reasons [16]. In this regard, decentral-
ized multi-agent approaches with coordination among neigh-
boring base stations exhibit several benefits over centralized
approaches in terms of computation cost and robustness, as
well as better scalability and higher learning speed compared
to single-agent approaches [[17].

All things considered, we design a multi-agents fully col-
laborative RL-driven framework that coordinates not only the
slice activation/deactivation but also the user association deci-
sion. In this respect, our agents collaborate to achieve the same
objective: reduce energy use and enhance user satisfaction. Our
approach is guided by the idea that, if a slice is to be activated
on a base station, its available resources can be shared with
other nearby base stations that require them, hence enabling a
more efficient utilization. The unique aspects of our work can
be summarized as follows:

o We formulate a joint slice activation/deactivation and user

association problem, to minimize base station energy
consumption and maximize user QoS. This combined

problem involves two levels of time granularity: large
timescale, in the order of minutes, and small timescale,
in the order of seconds. Our work is the first of its
kind to address both slice activation/deactivation and user
association in sliced mobile networks.

o We rely on the decentralized partially observable Markov
decision process (Dec-POMDP) modeling to deal with
the partial observability of the agents. Embracing the
uniqueness of each state (i.e. states are independent
of each other), we formulate the equivalent state-aware
multi-armed bandit (MAB) problem based on this Dec-
POMDP model.

o To solve the defined problem in a scenario with multiple
base stations and slices, we design a multl-agent fully
CooperativE deCentRalizEd frAMework (ICE-CREAM),
in which each agent shares the information with its
corresponding nearby agents, and all of them are trained
with one global reward encouraging cooperation. Our
code [1_-] is openly available for the community.

o We evaluate the performance of the proposed approach
using a real-world traffic and user dataset. We assess
the quality of the obtained solutions, as well as their
computational cost, based on large-scale network scenar-
ios. In view of the dynamic and heterogeneous demand
of mobile users, the proposed solution leads to better
decisions when compared to different benchmarks.

The rest of the paper is organized as follows. Section
discusses the related work in the field of energy efficiency in
network slicing. Then, the system model and the utility models
are laid out in Section Section [[V]includes the formulation
of the problem, along with its reformulation in terms of state-
aware MAB. In Section [V] we present the detailed design of
our proposed system architecture. We articulate our results in
Section [V and conclude the paper in Section

II. RELATED WORK

Numerous research works have proposed solutions (both
ML-based and non-ML techniques) in the context of en-
ergy efficiency in mobile networks. These approaches can
be broadly categorized into network-centric, user-centric, and
hybrid approaches. This section reviews some of the notable
research works in each of these categories.

i) Network-centric: In network-centric solutions, the focus
is on optimizing and managing network resources from the
network infrastructure point of view. With the aim of enabling
energy efficiency, several approaches consider optimizing the
allocation of network slice resources (e.g., computing needs,
communication bandwidth, and transmission power) in the
different mobile network domains (i.e., RAN, core network,
and end-to-end network).

At the RAN slicing level, [18] optimizes the energy con-
sumption and computation cost in a slicing-based Cloud-RAN
(C-RAN) setting, using a twin-delayed double-Q soft Actor-
Critic (TDSAC) approach. Their agent performs the up/down
scaling of computing and beamforming power resources. Their
work outperforms other baseline RL models in terms of overall
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network energy and computing cost. Similarly, [6] designs
a slice energy consumption model based on the C-RAN
architecture. An optimization problem is solved per slice, with
the objective of minimizing the overall network energy cost,
jointly considering communication and computation resources.
This approach improves the energy efficiency over a baseline
focused only on radio resources.

Furthermore, in [19], the authors combine deep learning
(DL) and RL on a distributed framework to efficiently allo-
cate radio and transmission power resources. More precisely,
they use stacked and bidirectional long short-term memory
(SBiLSTM) neural networks to predict the per slice resources
demand on a large timescale and rely on asynchronous advan-
tage actor-critic (A3C) to allocate resources to users on a small
timescale. Their framework achieves higher energy efficiency
than counterparts using a static power allocation model.

Focusing on core network (CN) slicing, the authors in [20]
formulate a security-aware network slicing optimization prob-
lem to enhance the energy efficiency of CN nodes. They
limit themselves to static resource allocation. Their proposed
solution provides more power savings than a greedy approach.

ii) User-centric: In user-centric solutions, the primary focus
is on catering to the individual needs and requirements of users
within the network. In this light, several studies explored the
problems of user association and task offloading, for the sake
of energy efficiency while ensuring dynamic user demands.

In [21]], the authors propose a device association scheme for
RAN slicing, based on hybrid federated deep reinforcement
learning (HDRL) to improve network throughput and reduce
hand-off cost. The scheme exploits two levels of aggregation
for the device association problem and calculates Shapley
values to evaluate the importance of different global access
features. Moreover, the HDRL framework increases the train-
ing sample efficiency, and the number of training on each
device can be reduced, thus improving energy efficiency in
each device. The proposed HDRL framework is shown to
outperform existing methods in terms of network throughput,
hand-off cost reduction, and communication efficiency.

User task offloading has recently attracted much attention.
Exploiting the benefits of edge computing, the authors in [22]]
propose to optimize the decision of offloading users’ tasks.
Specifically, they attempt to minimize the processing time
of the users’ tasks associated with different slices, thereby
ensuring the energy efficiency of users. To this end, they
rely on a heuristic approach to provide near-optimal solutions.
Similarly, the authors in [23| investigate energy-efficient joint
task offloading and scheduling of enhanced mobile broad-
band (eMBB) and ultra-reliable low latency communications
(URLLC) users to minimize energy consumption and maxi-
mize the achievable data rate of the eMBB users, subject to
various constraints. The authors use a block coordinate descent
(BCD) algorithm to solve the problem.

iii) Hybrid: Hybrid approaches that combine the benefits
of both methods (i.e. network-centric and user-centric) can
be used to achieve the right balance between network effi-
ciency and user satisfaction. In this vein, our prior work [24]]
investigated the slice activation problem, with possible user
offloading to an EcoSlice. Specifically, multi-armed bandit

approaches were explored to determine the near-optimal slice
activation/deactivation decision while respecting the QoS of
individual users. Considering this obvious trade-off, it is
sensible to couple user QoS maximization and energy con-
sumption minimization. Therefore, while considering end-to-
end network slices, the authors in [25] aim to maximize energy
efficiency while respecting service level agreement (SLA)
constraints. To this end, they rely on the statistical federated
learning (stFL) framework. Their federated local agents co-
ordinate and predict per-slice network metrics, without trans-
ferring datasets to a central unit, and largely outperforming
other federated learning and centralized solutions. Also, the
study in [26]] tackled the problem of switching off small cell
base stations by considering the four distinct power-saving
modes. They developed a strategic sleeping scheme tailored
for both static and dynamic traffic models. These proposed
models further improved the energy efficiency compared to
the baseline random sleeping policy.

Overall, the large majority of previous works have focused
either on the global network energy efficiency or satisfying
user QoS in the context of RAN slicing. Specifically, network-
centric approaches (as the works in [6]], [18]-[20]]) ignore
the variety of user requirements in each application scenario.
Conversely, the user-centric approaches (as the works in [21]-
[23]]) tend to overlook the overall network performance, as
the focus is primarily on catering to specific user demands,
potentially leading to sub-optimal network efficiency. As for
hybrid approaches, our preliminary work [24] introduced an
approach that operates over individual base stations, without
accounting for the potential impact on the neighboring base
stations. On the other hand, although it presents a joint
objective, the user side is not defined clearly in [25[]. The
work in [26] is close to our work in a sense that it optimizes
small cell on/off switching while balancing energy efficiency
and QoS. However their approach does not account for RAN
slicing and depends on predefined parameters, which are
less effective in today’s dynamic and heterogeneous network
environments. To the best of our knowledge, no contemporary
research has jointly addressed the problem of minimizing
energy consumption and maximizing user QoS in a sliced
architecture, while enabling coordination among neighboring
base stations.

III. SYSTEM MODEL

In this section, we present our system model. First, we
introduce the two timescales over which we derive slice ac-
tivation/deactivation decisions and user association decisions,
respectively. We then cover the network model, as well as the
energy consumption model and the user QoS model, needed
as part of our defined problem.

A. Two-Timescale Granularity

We consider a time-slotted system with operations over two
different timescales: a large timescale and a small timescale.
We define 7 as the large timescale interval, or the slice
activation/deactivation interval (SADI), where we consider
that a slice is active or inactive continuously throughout that



interval. In particular, slice activation/deactivation decisions
are made at the end of every 7 for the upcoming 7 + 1. We
also use At to refer to the duration of a SADI.

Each SADI 7 consists of multiple small timescale intervals
t, over which user associations are determined. In particular,
given the knowledge of slice activation/deactivation decisions
from the large timescale interval 7, each user is navigated, at
each small timescale interval ¢, to a specific slice instance, on
a specific base station, to be served. Simply put, base station
configuration related to slice instances activation or deacti-
vation is updated at every 7, while user association decisions
occur at every ¢. Figure[T]illustrates the two timescale intervals.

We define T' and x as a set of large timescale intervals and
a set of small timescale intervals, respectively, such that 7 € T’
and t € x. With these notations, y, represents a set of small
timescale intervals ¢ within 7 period. The values of T, x, 7, t
and At can be defined based on the mobile operator policies.

i User association decision
phase H
i (Small timescale interval)

Slice activation/deactivation
decision phase H
i (Large timescale interval) :

Fig. 1: Illustration of two timescale intervals.

The reasoning behind this model is that the two mechanisms
(user association and slice activation) have different dynamics.
While user association can change more often, by following
the handover decision process, we expect slice (de)activation
to happen less frequently, as the overall traffic demand varies.

B. Network Model

We consider a standard mobile network model consisting of
multiple base stations, and each base station is associated with
different slice instances and has a different coverage based on
its location (i.e. rural or urban areas).

We denote a set of deployed base stations in a geographical
area of interest as B. Some of these base stations are inter-
connected with high-speed back-haul links. In this work, we
consider four different types of slices: three of them, namely
eMBB, URLLC, and Massive Machine-Type Communication
(mMTC), provide services with different QoS levels, and they
can be activated/deactivated as needed, while the EcoSlice
is always up and running. These four slice instances are
associated with each base station b. Therefore, we define
T, as a set of slice instances (including an EcoSlice i, )
attached to base station b € . We denote the overall set of
deployed slice instances in the network as Z. The bandwidth
allocated to each slice 7, is BW;,. Accordingly, the total
bandwidth BW,, of base station b can be calculated as BW, =

> i,ez, BWi,. Moreover, we assume each base station b has a
set of possible configurations K. Each configuration k € K,
implies activation/deactivation decisions for slices. In detail,
k= {c;\zb S Ib}. Here, cin = 1 if slice instance 1; is active
at b during 7, and O otherwise. As explained, for the EcoSlice,
ci,, = 1 for any 7.

We denote Z/lfb as a set of users that is served by the slice iy,
distributed under the coverage of base station b at time t. We
also define A, as a set of neighboring base stations capable
of hosting users served by b. This can expressed as:

Ny ={V €B| dyy < dinr,b# '} (D

where dpp is the distance between base stations b and b/,
and dyp, is a predefined distance threshold for two base
stations to be considered as neighbors. We note that this simple
model should be better refined in real operational conditions,
where a simple distance threshold is not sufficient to define
neighboring relations between base stations.

The service requirement of user u at time ¢ can be described
by (I,6%), where [! is the traffic load in bits, 0! is the
maximum tolerable delay in milliseconds. In the optimal slice
instance activation scheme, underutilized slice instances are
switched off to save energy when certain conditions are met.
As such, the user-perceived delay is prone to deteriorate. In
this light, we deliberately consider user delay as an indicator
of the QoS, but any other metric could be easily integrated
instead. To demonstrate this, in the evaluation section below,
we also consider a scenario where different QoS metrics are
used for the different slice instances.

Given the bandwidth BW;, of each slice, the achievable
data rate rt « for user u, served by slice 4; at time ¢, is

b,
computed as:

1%

= —logs(1+ SINR} ) )

., _B
o4,

i;,,u

with SIN R} ,, being the signal to interference and noise ratio
for user u of base station b at time ¢. Here, be,u accounts
for both the received signal strength of user u associated with
slice i; of base station b and the load level of slice i, [27].
We compute the SINR as below:

2
Byl ]

it |2
2ven, Py ul9h ul? + No

SINR!, = 3)

where P{, represents the transmit power allocated to user
u at base station b at time ¢ and Ny is an additive white
Gaussian noise (AWGN). The channel gain g; ,, is a function
of the path loss between the base station b and the user u. The
path loss in our model is an empirical model proposed by the
International Telecommunications Union (ITU) for an urban
environment, accounting in an average way for shadowing
and other radio propagation phenomena. It is computed as
PL(d,p) = 128.1 + 37.6log(d, ), and it is based on the
distance (in km) between the user u and the base station
b [28]. With this, we obtain the channel gain as g, =
10~ PL(dup)/10 |29,



BS1 BS2

eMBB: UE2,UE4

URLLC: UE1, UE3

mMTC: None

EcoSlice:None | ...

BS1 BS2
eMBB: UE5,UE7 eMBB: UE2 ["eMBB: UE5,UE7 |
URLLC: None URLLC: None [ URLLC: UE3 |
mMTC: UE6 mMTC: None mMTC: None
EcoSlice: None EcoSlice: UE1 | . ...... ...,

EcoSlice: UE4,UES)
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* No Handover JUE4 ".No Handover
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Fig. 2: Illustration of user handover from time t-1 to t. At time t-1, UE1 (URLLC), UE2 (eMBB), UE3 (URLLC) and UE4
(eMBB) are linked to their corresponding slice instances associated with BS1, while UE5 (eMBB), UE6 (mMTC) and UE7
(eMBB) are connected to their respective slice instances associated with BS2. Each user can incur a handover cost at time t
based on their new associations. For example, Hg;..— ps cost is considered for UE4 as it changes both BS and slice, while
no handover cost is incurred for UE5 and UE7 at time t, and so forth.

Hence, the transmission delay at base station b for user u,
served by slice 75 at ¢, can be computed as:

‘ L
Oy == )
p,U

C. Energy Consumption Model

We define the function f(.) to refer to the overall energy
consumption of a base station. This energy model can be
further extended based on specific operator resource man-
agement policies and energy-saving features activated at the
RAN level. In our model, f(.) is composed of the sum of
energy consumption resulting from its individual deployed
slice instances £ and a static energy value Ejtatic related
to functions such as cooling and circuit power:

f(CZNIb) = Z C;—b E;"b + Egtatic )
i, €Ly
with
Ei, = Z Ej, (6)
tex-

where Efb represents the energy consumption of slice 4; during
time ¢ and it is computed as follows:

Efb = 1y, -pgb . Plfoad b+, - beia:ed ot 7

load—dependent load—independent

As indicated in the Equation H above, Efb encompasses a
load-dependent power consumption component (the first term
of the sum in Equation (7)), and a load-independent power
consumption component (the second term in Equation (7)).
Both these terms are regulated by v;,, a power consumption
impact factor of slice instance 7.

Regarding the load-dependent power consumption compo-
nent in Equation (7), this is obtained using a static power
transmission value per quantity of information, denoted as
Péoad, and pﬁb, the traffic load ratio of the associated slice

instance ¢, during ¢. This parameter pﬁb is obtained by dividing
the traffic load over the slice 1}, by the maximum traffic load
Lmaz,p Tegistered by base station b, as below:
c_ L,
pr ‘cmam,b (8)
where we consider L4z, to be a predefined parameter (i.e.,
the base station capacity) and known by an operator.

We note here that, in practice, not all slice instances are
designed equally [30]. Their required network functions and
signaling traffic are different [31]], and they result in very
different energy consumption patterns.

For instance, a URLLC service consumes higher energy,
because it requires specific network functions at all the proto-
col levels to offer high reliability and low latency [32], which
implies that any sleep time is removed in the network. In short,
the more stringent the latency requirements of the service, the
higher its consumed energy [33]]. On the other hand, an mMTC
service requires high connection density to connect tens of
thousands of devices, which in turn leads to more energy
consumption in the transmission downlink [34f], which needs
to coordinate all these devices. Finally, the eMBB service
demands high data capacity, meaning that it needs more
allotted resources (i.e. resource blocks for communication or
processing power for computing) [31]]. However, regardless of
their requirements for energy, both mMTC and eMBB have
flexibility in terms of latency, and it is sensible to assume that
they present a lower 1;, value than URLLC. Therefore, it is
fair to assume that, even under the same amount of traffic
load, the energy consumption of each service is different [35],
which explains the use of the parameter v;, in Equation (7).

We also consider a specific type of slice, denoted as
EcoSlice. The EcoSlice is deployed with relatively low en-
ergy consumption, as only basic network functions are active
and long sleep timers are used. The EcoSlice is meant to
accommodate traffic with very low QoS requirements, where



energy consumption can be prioritized without too much
inconvenience. However, under a low traffic load, the EcoSlice
can also satisfy the QoS requirements of more complex types
of traffic, but it can not scale up with traffic load, because the
required network functions are not activated.

As for the load-independent component in Equation ([/)),
it is worth stressing that a slice instance consumes some
power even at zero traffic load, in order to instantiate and
run its corresponding network functions. Thereupon, be fwed
is independent of the traffic load, but still specific to the slice
type, hence still regulated by 1;,.

D. User QoS Model

As explained, our objective is coupled with ensuring the
user QoS level. Accordingly, we define 77; as the overall QoS
of a base station:

T _ ZibGIb T]Z-b
My |Ib‘

where 7] is an average QoS metric of slice instance i, at 7.
It is expressed as:

€))

777- _ ZtEXT ngb
" X~ |

Again, nfb during ¢ can be computed by taking into account
the QoS of all users associated with slice instance 73, such as:

t
Zueui”b U

(10)

t
My, = n (11)
’ 1,
where each user QoS is defined in terms of delay 7! as:
1
t
N = (5 —oF (12)
14 e 00L=0%,.)

with 6 defined as a constant deciding the steepness of the user
satisfaction curve.

Moreover, in Equation (I2), a handover penalty cost is
integrated, in order to model the impact that changing the user
association (an operation known as handover) temporarily has
on the user QoS. This impact comes from the fact that the
handover mechanism implies supplementary control traffic and
buffering of incoming packets at the level of the CN.

TABLE I: Handover and QoS relationship for user w.

(), V)vs(al ,, b) n, Handover
V=0, 72‘,} =1, .”L‘I;vb =1 W No handover
.
b =0, l:;; =1, 2!, =0 W — Hyice Slice only
V#b, aly =1 af, =1 1: %(],;H,) 5 — Hps Base station only
b # b, x‘;’b} =1, xi‘b =0 ﬁ — Hps_ic | Both base station and slice
.

As it can be seen in Table |l we define 27, , to represent the
user slice association decision at t. More precisely, :cfhb =1
if user u, who is connected to base station b, is associated
with his requested slice. z, | = 0 if user u, who is connected
to base station b, is associated with the EcoSlice. At each
time interval ¢, a user association decision is taken, meaning
that w could change his slice instance or even base station.
Acknowledging the potential impact of such handovers on the

user QoS, we consider three types of scenarios, depicted in
Figure |2} i) switching slice instances only, in which handover
cost Hgee is incurred, ii) switching base stations only, in
which handover cost Hpg is applied and iii) switching base
station and slice instances, where a handover cost denoted
as Hpg_siice 1 applied. Each of these scenarios impacts the
user QoS differently, and we assume that Hyee < Hps <
Hps_siice [36]. These handover costs are applied in our model
as a QoS penalty whenever the user association is changed
between two consecutive time slots (similarly to [21]], [37]).

IV. HIERARCHICAL MULTI-AGENTS PROBLEM
FORMULATION

In this work, as an extension of our preliminary work
in [24], we investigate the multi-agent joint slice activa-
tion/deactivation and user association problems, where the
overall policy can be denoted as m = {mg, nz}. Specifically,
slice activation/deactivation decision: g = Ube g Tb is made
at the large timescale 7, with 7, being the policy of base sta-
tion b. Based on the slice activation/deactivation decisions, the
user association decision 7z = |y 5 U;, c7, T, is determined
at each small timescale ¢, where m;, is the policy related to
slice instance ;. Since the environment is partially observable,
traditional Markov decision processes (MDPs) are not well-
suited to this specific work. Indeed, due to having multiple
independent base stations and slice instances in the system, it
becomes necessary to employ a multi-agent setting. With this,
we formulate the problem as a Dec-POMDP model and re-
design it after that as a contextual MAB problem (also known
as context/state-aware MAB), inspired by similar approaches
in related problems [38]].

A. Decentralized Partially Observable Markov Decision Pro-
cess (Dec-POMDP)

Our work applies a cooperative multi-agent approach, where
agents take actions based on local observations and then re-
ceive a shared global reward. Ideally, this setting is formalized
as a decentralized POMDP. A Dec-POMDP, in fact, extends
the single-agent POMDP by incorporating the coordination of
actions and observations among multiple agents [39].

A Dec-POMDP is defined by a tuple (N,S,0,A4, P,R),
where A is the total number of agents, S represents the (finite)
set of network states of all the agents and O = O1 x Oy X+ - - X
Oy is the set of joint observations by agents. In particular,
at each time step, s € S is the global state of the network
environment while the observation of each agent z is 0, € O,,
which is a subset of s, i.e. 0, C s. Simplifying matters, each
agent can solely observe their own local observation o, i.e.
s =01UoaU---Uop. We denote A = Ay x Ay X -+ - x Ay as
the set of joint actions and .4, as the set of actions available to
agent z, which can be different for each agent. Here, a, € A,
represents the action of agent z at any point, and a_. denotes
the action of the remaining agents except agent z, i.e. a =
a,Ua_,,a € A.

Element P : S x A x 8§ — [0,1] captures the stochastic
transition probability function to transition to s’ from current
state s based on action a, with ), s P(s[s,a) = 1 for all
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Fig. 3: ICE-CREAM architecture for energy efficiency in RAN slicing. For simplicity, state, action, and reward are represented

for only one agent.

s € S and a € A. P is unknown to an RL agent. However, it
occurs that, if an agent knows the current state and the reward
obtained in each iteration, it can still converge to the optimal
solutions through RL approaches [40]. Similarly, the last term
R =TR1 XxRg x--- xRy is the set of joint reward functions.
At each time step, for agent z, R, gives the immediate global
reward 7., i.e. r, = R.(s,a.,a_,,s") [41].

Denoted by 7, : O, — A, the policy of agent z specifies
how to select the actions based on the given context. At the
base station level, the policy of the base station agent can
be described as m, : Op — Ap. Ideally, 7, is iteratively
updated at every 7 during the learning process, and we thus
express the immediate policy of base station agent at 7 by
my . Accordingly, the overall policy at the level of all base
stations is g : ST — A". Similarly, at the level of slice
instances, the policy of a slice agent can be described as
my, © O, — Ag. While 7f is the immediate policy of
slice agent at ¢, the corresponding overall policy is denoted
as 7 : (S84 A7) — AL

B. State-aware Multi-armed Bandit

Motivated by the observations that the problem above can
be seen as a simplified instance of an MDP, we formulate our
joint slice instance activation/deactivation and user association
problem as a state-aware MAB, an equivalent to the previously
discussed Dec-POMDP. Our motivation for this reformulation
arises from two key points that we observe in our prior
modeling of the problem based on Markovian properties: i)
the transition probability of the MDP can be simplified, such

as P(s'|s,a) = P(s'|a), where states are independent of each
other, and ii) unlike typical MDP [18]], our reward function
depends only on the current state and action, but not on the
successor state. With this, our previous reward function could
be simplified as R (s,a,,a_,s") = R.(s,a,,a_.) for agent
z. In the following, we intentionally omit a subscript z in
the reward representation for the sake of simplification. We
note that this problem reformulation as a MAB is not always
possible, especially in problems where the reward is related
to some kind of prediction of the future state. However, in
our system, depicted in Figure we do not rely on such
predictions, and prefer to react to changes in our dynamic
environment by using the RL process itself.

Formally, a multi-agent partially observable state-aware
MAB (POMAB) is a tuple (N, S,0, A, R). Similar to our
Dec-POMDP formulation, A is the total number of agents,
S is the set of global states, O is the set of observations of
all the agents, A is the set of joint actions and R is the set
of joint reward functions. In fact, the detailed mathematical
representations of states, observations and actions remain
consistent with those presented in Section

The only main difference lies in the reward function. In a
classical MAB setting, each possible action is linked to an
underlying reward distribution, denoted as R(r|a). Since we
consider the state-aware MAB (i.e., involving multiple states),
our reward distribution is non-stationary, and changes based
on the state s (also called context in the following). With
this, for a given state, the distribution of reward for available
actions can be defined as R(r|s,a), ie. a € As € S.



Subsequently, we elaborate in greater detail on the definition
of the observation, action, and reward for the joint slice
activation/deactivation problem (i.e. large timescale problem)
and user association problem (i.e. small timescale problem).

1) Slice Activation/Deactivation Problem: It is worth not-
ing that slice reconfiguration unfolds gradually over several
minutes or even longer. In this context, the decision to activate
or deactivate slices takes place on a much larger timescale,
denoted as 7. This means that the constraint of a synchronized
update coming from base station agents is very weak, as these
updates can be transmitted over the duration of a SADI. The
observation received by the base station agent at 7 consists
of the energy consumption and QoS of the base station in the
previous SADI 7, which can be expressed as:

Ob—{f T— 1 I T*l} (13)

While the full state is not directly accessible to any individual
agent, and it does not play a role in their decision-making, it
can still be inferred from the collective observations made by
all agents, as discussed in Section

sT=o01UoyU---Uo[g (14)

Each action aj is a configuration k, as defined in Sec-
tion [[II-B] and A, is the set of possible configurations A, =
K. It can be expressed as:

aj ={c]| iy €Ly (15)

}kEICb

The reward function is critical for the RL agent to be able
to learn the optimal policy, and it usually boils down to the
main objectives of the problem. The base station agent aims
to maximize the energy efficiency and yet respect the QoS of
users collectively. With this, the base station agent’s immediate
global reward function is formulated as below:

global

=> 7o, af) (16)
beB
r*of.af) = gy O (17
(I

where ( is the QoS impacting factor. A larger 5 gives more
weight to the QoS. 77/°**!(.) is the global reward, which is
the summation of all the local rewards r{°°®!(.) of the base
station agents. In fact, rglObal( ) fosters a spirit of cooperation
among the base station agents. The one and only task of the
base station agents is to find a policy 7, that maximizes the
expected cumulative global reward. Mathematically, this can
be expressed as:

1 (18)

2) User Association Problem: Unlike the slice activa-
tion/deactivation problem, user association happens on a
smaller timescale, namely at every ¢. Based on the slice
activation/deactivation status given at the large timescale 7
and its own local observation, the slice agent makes the user
association decision accordingly. The observation for the agent
at ¢ involves the energy consumption and QoS of slice instance

maz E l E rglObal
T

TeT

1y during the previous interval ¢ — 1, which can be expressed

as below:
Ogb = {Efb 1’77% } (19)

Similarly to Equation (I4), the global state for the user
association problem can be expressed as:

t

s :0§U0§U--~U0"EI| (20)

The action of a slice agent at ¢ is represented by the set
of user association decisions taking into consideration the
neighboring base stations of b that can potentially serve the
users. It is expressed as:

ang = {G,U: .b’|b/ S Nb}
= { Loy my M

where Nb is a set that includes base station b and its neigh-
boring base stations, x,,, = 1 if user u is served by their
requested slice at base station m (and O if the user is served by
the EcoSlice). Also, U} b is a subset of Z/{t (.e. , C Z/{t ).
If b #10, Ut 1S the set of users who can potentlally be
associated with the neighboring base station b’. When b = ¥/,
Uy, 1 1s the set of users who do not have other options and
can only be associated with base station b.

Additionally, the reward for the user association problem
is formulated to resonate with our main objective: to strike a
balance between the energy consumption of the slice instances
and the QoS experienced by users. Note that our slice agents
collaborate with one another, and thus they are trained based
on a global reward accordingly. In this respect, the immediate
global reward of the slice agent can be expressed as:

2

m)| m e {b,b'}, 2}, ,,, €{0,1}} (22)

global

=22 il al) 23)
beB i€y
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,r‘?I,b I(Olb’ a/fb) Et + B 77“, (24)

with 3 being the QoS impacting factor. r9'°*® (.} is the global

reward, which is the summation of all the local rewards
rlocal () of slice agents. Again, r?'°"*(.) ensures that all the
slice agents are cooperative. The objective of a slice agent is:

b
lobal
o <t>]

tex

mazx E
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(25)

V. PROPOSED SOLUTION

In this section, we begin by presenting the ICE-CREAM
architecture. After that, we provide details to give a better
understanding of how the framework functions step by step.

A. ICE-CREAM Architecture

The architecture of the proposed multi-agent ICE-CREAM
solution is depicted in Figure [3] Note that we only consider
two base stations in this illustration for the sake of simplicity.
Our proposed framework features two types of agents operat-
ing over two timescales: base station agent (large timescale)
and slice agent (small timescale). On the one hand, a base



Algorithm 1: Base station b agent learning procedure
for the large timescale 7

Input: Probability of selecting a random action e,
learning rate «, maximum time steps 7'
Output: Ry, (7)
1 Initialize w; randomly
2 for 7 €T do
3 Observe partial context/state: o; - based on
. -1 -1
definition o] = {f(c:b Iy),my }
4 Predict reward distribution for each action:

[Ralaglop)]

af €A]
5 if generate random bprobabilily: rand() < e then
6 ‘ Select a random action aj
7 else
8 Select a] = argmax {ﬁw(aﬂog)}
a] €A]
9 end if
10 | Obtain local reward 7/°°® (o], a7) according to
Equation (17)
11 Share slice configuration aj to the corresponding

slice agents residing at i, € 7y, as well as with
every neighbor b’ € N,

12 | Evaluate global reward r§'***(r) according to
Equation (I6)

13 | Update new partial state o] "

14 Calculate the loss:

2
~\ A lobal D T T
clan) 2 (1) - [Rataplop)] )
@y
15 Update the weights: w, < W, — a 57 L(wp)
16 end for

station agent is deployed at the base station level and its
main responsibility is to make a slice activation/deactivation
decision over the large timescale 7. On the other hand, a slice
agent is used at the level of each slice instance to make a user
association decision at the smaller timescale ¢.

As shown on the right side of Figure 3| each base station
agent is faced with different configuration options. The base
station agent can observe their own environment and share the
information (i.e. slice activation/deactivation configurations)
with its neighboring base station agents. Each configuration
is linked to a specific reward. The responsibility of the base
station agent is to pick up the most suitable configuration at
the end of every 7. Having the slice activation/deactivation
decision from a base station agent, the slice agents linked to
the corresponding base station then determine how users are
associated with these slices, taking into consideration the user
satisfaction and network energy consumption improvement, as
shown on the left side of Figure [3]

B. Multi-agent Fully Cooperative Decentralized Framework

ICE-CREAM is composed of two types of agents: /) base
station agent (as articulated in Algorithm [1)) and 2) slice agent
(as articulated in Algorithm [2)).

Algorithm 2: Slice instance ¢, agent learning proce-
dure for the small timescale ¢
Input: Probability of selecting a random action e,

learning rate v, maximum time steps x

Output: R (t)

1 Initialize w;, randomly

2 for t € x do

3 Observe partial context/state: of, - based on

definition of, = {E} ",n/ "}

4 if t%7 = 0 then

5 Obtain slice activation/deactivation decision a}
from the base station agent

Update action set Af

7 end if

8 Predict reward distribution for each action:

[Ralat,lot,)]

at €At
ip iy
9 if generate random probability: rand() < e then
10 ‘ Select a random action af,
11 else
12 Select af, = argmax [}Alug(aﬁb \oﬁb)}
at €At
b *b
13 end if
14 | Obtain local reward r1°*(o! ,a! ) according to
Equation (24)
15 | Evaluate global reward rfbl‘)bal (t) according to
Equation (23)
16 | Update new partial state o}
17 Calculate the loss:

2
~\ A 3
de=rﬁww—hﬂ%%ﬂw>
ip

18 | Update the weights: w;, < w;, — a7 L(w;,)
19 end for

1) Base Station Agent: The inputs of the base station
agent consist of the probability of selecting a random action
€, the learning rate « for the deep neural network (DNN),
and the maximum time steps 7' to train the base station
agent. The output is a trained model, which can predict a
reward distribution R} (7) for the available actions of the
associated partial state. With this, Algorithm [I] begins by
initializing the weights w;, with arbitrary values (Line 1). At
each step 7, the base station agent observes a partial state o .
It then proceeds to predict the reward distribution for all the
available actions (Line 4) based on the current partial state.
Subsequently, an action a; is chosen, taking into account the
exploration and exploitation trade-offs (Line 5 - Line 9). In
particular, there is a probability € of selecting a random action,
while the action with the highest predicted reward is chosen
otherwise. The selected action is then applied to the network
environment, which generates an actual reward (calculated
using Equation [T7) (Line 10). In addition, the chosen action
(i.e., slice activation/deactivation configuration) at base station
b is shared not only with the corresponding set of slice agents
Ty, but also with its neighboring base stations A (Line 11).



The immediate global reward 7¢'°°™ (1) is obtained accord-

ing to Equation (Line 12). Meanwhile, the new partial
state o 7! is obtained based on the action af (Line 13). Then,
the difference between the predicted reward and the actual
global reward (denoted as a loss function) is computed for
model training purposes (Line 14). We rely on a gradient
descent method to update the weights matrix of the DNN with
a learning rate o (Line 15).

2) Slice Agent: A slice agent operates over the small
timescale where ¢ represents each epoch. Similar to the base
station agent, the inputs of Algorithm [2] are the probability
€ of selecting a random action, the learning rate «, and
maximum time steps x for training the agents. We note
that, for simplicity, we use the same ¢ and « values as in
Algorithm [I] but the two algorithms are in fact independent
and different values could be used for these parameters.

Algorithm [J] starts by initializing the weights w;, with
arbitrary values (Line 1). At each small time step ¢, the slice
agent observes a partial state of»b. At every 7 period (i.e.
t%t = 0), the slice agent updates its available action set
Afb (Lines 5-7). It then predicts the reward distribution for
the available actions (Line 8). An action aﬁb is then chosen,
considering exploration and exploitation (Lines 9 to 13), where
we use a probability e for selecting a random action.

The chosen action is applied to the network environment to
obtain an actual reward using Equation (24) (Line 14). Sub-
sequently, the global reward is obtained using Equation (23)
(Line 15). A new partial state denoted as oﬁjl is received (Line
16) and the loss is calculated (Line 17). Finally, the model is
trained based on the gradient descent method (Line 18).

VI. EVALUATION

In this section, we evaluate the performance of our proposed
solution using a real-world dataset and compare it with estab-
lished baselines. We start with a description of the dataset and
network environment. Afterward, we explain the benchmark
approaches and implementations that we employ. Finally, we
engage in a comprehensive discussion of the results.
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Fig. 4: 4G site locations in Poitiers, France.

A. Dataset and Simulation Behavior

With no commercial slice-based deployment from our
knowledge, evaluating ICE-CREAM in a real environment is
complicated. Therefore, we conduct a simulation-based study
using real-world data collected from the Orange 4G network,
in Poitiers, France. The dataset [42] provides, for each 1
minute time interval, the downlink and uplink traffic recorded
at the base stations in multiple French urban areas, from
which we select the city of Poitiers. The traffic information
is provided separately for 68 different mobile services. As no
slice information is available in the dataset, we assume slice in-
stances are deployed on a service basis, i.e., one service maps
to one slice instance. We note that this is a popular approach
for slice deployment in the mobile network industry [14]. More
precisely, in the following, Facebook, YouTube, and Google
have been considered as three different types of slice instances
attached to each base station. It is worth mentioning that these
three different applications are used for very different purposes
and exhibit different traffic demands, which is appropriate to
be used for the simulation of network slicing [43]]. Besides,
we consider that users who access YouTube require the lowest
delay, while Facebook and Google have higher flexibility in
terms of delay. Accordingly, the assumed values for the user
delay demand of each application are given in Table

The data used in this study covers 3 days in May 2019.
With this, for our simulation purposes, we consider 7' to be
3 days, SADI 7 = 10 minutes and ¢ = 1 minute. Thus, T’
includes up to 432 7 and 4320 t intervals. We analyze the
57 base stations from the Poitiers city, where 3 different slice
instances are associated. Thus, we end up with a total of 171
slice agents and 57 base station agents for the small timescale
and the large timescale, respectively. The locations of the 57
cellular sites in the city are shown in Figure 4] The detailed
simulation parameters are summarized in Table

TABLE II: LIST OF PARAMETERS

Parameter Value
Platic [44] 18 Watts
P [45] 139 Watts
P[oaT [45] 742 Watts
Ny (28] -174dBm
dtlzr 2km
BW, [Facebook, YouTube, Google] [15,20,15] MHz
BW;, SMHZ
Hgjce 0.00005
Hps 0.0001
Hslicf%—BS 0.0002

Plf.u 19dBm-75dBm
1); [Facebook, YouTube, Google, EcoSlice] |[1.5, 1.8, 1.6, 1]
71, [Facebook, YouTube, Google] [5, 1, 10] ms
Loss function MSE
Learning rate (small and large timescale) o 0.001

5 [QoS, Trade-off, Energy] [5,1,0.8]
Maximum time steps 7 of large timescale 7 100,300
Maximum time steps x of small timescale ¢ 1000,3000
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B. Benchmarks and Implementation Setup

To validate the performance of our ICE-CREAM solution,
we implement six counterparts as following:

o Strategic Sleeping [26]: Since their work is closely
related to ours, we adapt their solution to suit our
RAN slicing problem. Specifically, we make the same
assumption that the slice sleep scheduling has knowledge
of the number of users within the coverage area of each
slice instance. Then, it sorts the number of associated
users in descending order across all base stations to which
a specific slice instance is associated, before deciding a

NC): Unlike Thompson-C, no state/context information
is considered in Thompson-NC [46].

e ICE-CREAM (AllActive): ICE-CREAM (AllActive)
conducts the same way as ICE-CREAM, except the fact
that all the slice instances (not only the EcoSlice) remain
active continuously.

o AllActive (Traditional): All the slice instances are active
all the time, and users are being served by their associated
slice instances at the target base station, without the
possibility to be navigated to neighboring base stations
or on the EcoSlice.

« Random: As the name implies it, a random action is
selected at each iteration for the Random approach.

For the implementation, we rely on the Pytorch frame-
work for the ICE-CREAM agents. All the models (i.e. ICE-
CREAM, Strategic Sleeping, Thompson-C, Thompson-NC,
ICE-CREAM (AllActive), AllActive (Traditional), and Ran-
dom) are implemented using a Python environment and trained
on the high-performance Linux server provided by the Digital
Research Alliance of Canada. The DNN of the ICE-CREAM
agents (for both the slice agent and the base station agent) is
composed of three fully connected layers of 100 neurons, each
followed by a rectified linear unit (ReLU) activation function.
The detailed parameters are summarized in Table [[I}

C. Performance of ICE-CREAM

1) Overall Agents Performance: First, to fully comprehend
the performance of our agents, we study the trends of the
global reward for 5 = [5,1,0.8]. We note that agents focus
on QoS when 8 = 5, search for a trade-off between QoS and
energy when 5 = 1, and stress on energy when S = 0.8.
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Through our results, we note that the evolution of the global
reward on the large timescale aligns with that on the small
timescale. Moreover, the small timescale also provides insights
into a more granular level of detail. Therefore, for brevity,
we deliberately present the global reward evolution only per
small timescale in the following. The curves are smoothed by
averaging within a rolling window of 10 iterations.

As we can see in Figure[5] the ICE-CREAM agents achieve
consistently superior global rewards, even significantly better
than ICE-CREAM (AllActive), followed by Thompson-NC
and Random across different S values. While ICE-CREAM
(AllActive) generally demonstrates a lower performance com-
pared to our proposed solution, it still outperforms other
approaches. These results show that collaborating with neigh-
boring base stations and enabling users to be served by them
has an important impact on network efficiency. This proves
that our proposed solution performs well even in networks
with limited (and even none) slice activation/deactivation func-
tionalities (e.g., networks with a high reconfiguration cost).
In addition, we note the significantly lower performance of
Thompson-NC. On the other hand, agents with awareness of
the state/context consistently outperform those that do not
consider it in this particular problem. As anticipated, random
approaches failed our proposed solutions in every scenario.

2) Roles of Agents in Energy and QoS: We next explicitly
verify if our proposed solution is practical for energy optimiza-
tion in RAN slicing, taking the AllActive (Traditional) strategy
as a reference. Illustrated in Figure [f] the energy enhancement
achieved by ICE-CREAM is notable, approximately 45%,
38%, and 31% for (8 values of 0.8, 1, and 5. In line with
expectations, the energy gain deteriorates when the [ value
increases. While confirming the same phenomena as prior, we
observe a limited change in energy gain for different 3 values
for Thompson-NC, Random, and ICE-CREAM (AllActive).
Overall, ICE-CREAM demonstrates a good performance when
compared to other strategies in terms of reducing energy
consumption. Yet, Thompson-NC has better energy gains than
ICE-CREAM across all /3 values, and we will discuss the main
reason behind this below.

Of course, optimizing energy consumption means compro-
mising QoS to an extent. In this light, we visualize the QoS
of all the agents in Figure [7} It is observed that our proposed

solution delivers almost 100% QoS at S = 5. Therewith,
it is at = 5 where our agents make themselves stand
out, as they deliver the same QoS as AllActive (Traditional),
while providing significant improvement in energy efficiency.
Furthermore, our suggested solution achieves a comparable
QoS to ICE-CREAM (AllActive) for different S values while
reaching approximately double the energy gains (we refer back
to Figure [6). It is worth noting that Thompson-NC exhibits
a significantly lower QoS performance for 8§ = [5,1,0.8],
which explains and counterbalances its status as the top energy
achiever. Lastly, the random approach shows the lowest QoS
performance among the compared strategies.
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Fig. 9: Energy improvement over AllActive (Traditional) com-
parisons of Strategic Sleeping and ICE-CREAM

Next, we compare the performance of ICE-CREAM with
Strategic Sleeping by setting Ny = [25%, 50%, 75%, 90%)]
for comparison with ICE-CREAM (5 = 5). By considering
the different N,.; values, we gain a better understanding of
the behavior of Strategic Sleeping in relation to our proposed
solution. As shown in Figures |§| and@, lower N, values lead
to greater energy savings, while higher N,. values result in
improved QoS. It is pretty obvious that ICE-CREAM outgrows
Strategic Sleeping in finding the sweet spot between energy
savings and QoS. It further proves the credibility of ICE-
CREAM in coping with multi-objectives problem where it can
efficiently explore the given environment and learn subtle cues
to maximize the overall expected global reward.
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Fig. 11: Global reward comparison for ICE-CREAM and
Thompson-C for four base stations.

3) Impact of the EcoSlice: To fully comprehend the benefits
of using an EcoSlice, we examine in Figure [§]the performance
of ICE-CREAM agents with and without an EcoSlice, in terms
of global reward, QoS, and energy utilization. As we can
observe, ICE-CREAM demonstrates better performance under
the different metrics when compared to ICE-CREAM (w/o
EcoSlice). Indeed, ICE-CREAM provides approximately 15%
lower energy consumption in the presence of an EcoSlice than
in its absence, while respecting the same level of QoS (this can
be seen in the right-most and middle graphs of Figure [g). It is
clear that EcoSlice significantly enhances the overall energy
efficiency of the network by enabling operators to deactivate
underutilized slice instances while still ensuring a certain QoS.

D. Scalability of ICE-CREAM

The key to a sound assessment of the scalability of ICE-
CREAM is to investigate its ability to deal with increasing
network size. In this light, we compare it with Thompson-
C, which proved to be the best solution in our preliminary
work [24], on a simpler problem.

We observe the global reward evolution in Figure [T1] where
ICE-CREAM and Thompson-C are compared for a set of four
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Fig. 12: Computing time comparison of ICE-CREAM and
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Fig. 13: Global reward comparison of ICE-CREAM for dif-
ferent network sizes.

neighboring base stations. By studying the numerical results,
one can easily find that our proposed solution achieves a
similar global reward compared to Thompson-C. However, the
computing time of Thompson-C is notably higher, as shown in
Figure In fact, the computing time for Thompson-C with
four base stations nearly matches the computing time of ICE-
CREAM for the entire city of Poitiers (i.e., 57 base stations).

Moreover, we observe the progression of the global reward
for ICE-CREAM for a varying number of base stations (i.e.,
4, 17, 31, and 57 base stations), as depicted in Figure @
As anticipated, the global reward increases as the number
of base stations increases. It is worth stressing that ICE-
CREAM performs consistently across diverse network sizes.
This demonstrates that our proposed solution is scalable and
reliable with the increase in network size.

E. ICE-CREAM with Different QoS Functions

To further appreciate the performance of ICE-CREAM, we
analyze its behavior when different slices present different
QoS objectives. Considering this, we assume that the QoS for
Facebook users is based on data rate, the QoS for YouTube
users is determined by delay, and the one for Google users
is also based on data rate, but less sensitive than Facebook.
Specifically, we assume that Facebook users require a data rate
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Fig. 14: Global reward comparison for ICE-CREAM with
different QoS objectives.

of r!, = 0.5Mbps, YouTube users require a delay of & =
1ms, and Google users need a data rate of r!, = 0.05Mbps.
Regarding data rate based QoS, similar to Equation (12) we

can compute the QoS of each user as n!, = W
Besides considering the different QoS requirements per slice,
all other parameters are kept the same as in the previous
simulation. Figure shows the behavior of ICE-CREAM
with different QoS objectives in terms of global reward. This
essentially demonstrates that ICE-CREAM performs well even
in heterogeneous QoS settings. The intuitive explanation is that
the ICE-CREAM framework is designed to make decisions
per slice, with each agent receiving feedback specific to its

corresponding slice, independent of other slices.

VII. CONCLUSION

This study is centered on enhancing energy efficiency
in RAN slicing by addressing the joint slice activa-
tion/deactivation and user association problem. To tackle
this, we introduce an ML-driven state-aware MAB approach,
named ICE-CREAM, where multiple agents work collectively
to activate the optimal slice instances (at a large timescale)
and also navigate the associated users to the most suitable slice
instances (at a small timescale), thereby minimizing the energy
consumption while ensuring user QoS. Our results, based
on a real-world dataset, demonstrate that the ICE-CREAM
framework significantly reduces energy consumption at the
base station level while preserving user QoS compared to nu-
merous considered baselines. Moreover, we further showcase
the adaptability of our solution to networks with constraints in
terms of slice activation and deactivation. More than anything
else, embracing the pivotal role of global coordination between
base stations and slice instances, our approach carefully maps
excessive demands on a given slice in an area with under-
utilized resources present in the neighborhood. All in all, our
results provide valuable insights into how operators can further
optimize their services in a sliced architecture, providing new
services while keeping energy consumption under control.

As future work, we plan to further assess the performance
of ICE-CREAM considering that the sets of available slice
instances can vary from one base station to another, while
they were assumed homogeneous in this study. Another path to
explore is to evaluate ICE-CREAM under more realistic com-
munication and energy models, e.g. by considering slices using
specific waveform, or multiple-input multipe-output (MIMO)
transmissions. Ideally, we plan to implement ICE-CREAM in
an open RAN context and evaluate it in real deployments.
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