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Cellpose [1]

For a given image, loss is defined as follows:

• Lcellpose =
1
n
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– vi: predicted flow field at pixel i
– v∗i : ground truth flow field at pixel i

– yi: predicted cell presence at pixel i
– y∗i : ground truth cell presence at pixel i

Evaluation metrics
• F 0.5

1 =
2 ∗ TP 0.5

2 ∗ TP 0.5 + FP 0.5 + FN0.5

– TP 0.5: number of true positives for τ = 0.5

– FP 0.5: number of false positives for τ = 0.5

– FN0.5: number of false negatives for τ = 0.5

– τ : Intersection over Union (IoU) threshold
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• SQ =

∑
k 1{IoUk > 0.5}IoUk, IoUk: IoU for instance k

Training details
Data #epochs Optimizer lr Augmentations

TissueNet [2] 200 Adam 0.005 horizontal/vertical flips, axis-aligned rotations and
CPDMI 2023 [3] 1000 random crops as in [2, 5]

• 2-channel images
for TissueNet [2]

• Input images for TissueNet CPDMI 2023 [3]:
– DAPI channel and 2-4 membranar/cytoplasmic markers for training
– average of 7 DAPI channels and 2 membranar markers for test

Our approach
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- vni : predicted nuclei flow field at pixel i
- yni : predicted nuclei presence at pixel i
- vci : predicted cell flow field at pixel i
- yci : predicted cell presence at pixel i
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Datasets
TissueNet [2] (7,022 images, 1,343,718 nuclei, 1,428,019 cells)
• 2-channel images (DAPI/DNA + cytoplasmic/membraner marker)
• 6 modalities: CODEX, CYCIF, IMC, MIBI, MXIF, VECTRA
• Biopsies from 6 different tissues (breast, gi, immune, lung, pancreas, skin)
• Cells and nuclei are annotated for each image

Figure1 Example image from TissueNet [2]. First two columns: nucleus (left) and cell (right) channels (top) with
annotated masks overlaid in red (bottom). Scale bars correspond to 50 µm. Next four columns: zoomed-in regions with
corresponding squared colors. Last colum: nuclei masks overlaid in white on top of cell masks for zoomed-in regions.

CPDMI 2023 [3] (161 images, 23,663 nuclei, 75,860 cells)
• multiplexed images (5 to 32 channels)
• 3 modalities: Axioscan, CODEX, VECTRA
• Biopsies from 13 different tissues (lung, breast, pancreas, colon, lymph node, ovary, skin,

tongue, sacrum, lymph node, hypopharynx, spleen, tonsil)
• Cells and nuclei are annotated for 45 images, only cells for 113 images and only nuclei for 3

images

Figure 2 Example image from CPDMI 2023 [3]. First two columns: same image with 2 panels of 7 markers (DAPI is
shown in both images). Scale bars correspond to 50 µm. Third column: nuclei masks shown in cyan on top of cell
masks shown in magenta. Last colum: nuclei masks overlaid in white on top of cell masks.

TissueNet [2] CPDMI 2023 [3]
Training Validation Test Training Validation Test

#images 2,580 3,118 1,324 131 20 10
#nuclei instances 932,591 275,495 135,633 20,012 2,289 1,362

#cell instances 988,450 294,347 145,222 52,374 17,579 5,907

Results
TissueNet [2]

Method F
µ,n
1 F

0.5,n
1 SQn F

µ,c
1 F

0.5,c
1 SQc Images / s

*Mesmer [2] 0.7115 0.9030 0.8421 0.6328 0.8593 0.8163 4.7
*InstanSeg [4] 0.7760 0.9160 0.8738 0.6725 0.8699 0.8343 42.7
*InstanSeg + 0.7649 0.9207 0.7646 0.6654 0.8811 0.8252 36.8ChannelNet [4, 5]
Cellpose [1] 0.7482 0.8951 0.8458 0.6160 0.8373 0.8024 1.6

L1 0.8171 0.9342 0.8755 0.6604 0.8667 0.8178 3.0
L2 0.8195 0.9308 0.8767 0.6513 0.8629 0.8138 2.72
L3 0.8174 0.9321 0.8758 0.6249 0.8185 0.8203 3.1

• Joined training
improves both
nuclei and cell
segmentation
(L1 vs. Cellpose)

• Joined flows
do not improve
segmentation
(L2,L3 vs. L1)

First 3 lines with * are reported from [5]

Assumption for joined flow failure: lack of consistency between nuclei and cell masks (Figure
1 last column: several nuclei per cell, several cells per nucleus, discrepancy between cell and
nuclei borders) explains the decrease of performance for cell segmentation with joined losses

CPDMI 2023 [3]
Method F

µ,n
1 F

0.5,n
1 SQn F

µ,c
1 F

0.5,c
1 SQc

*InstanSeg + 0.522 0.818 0.767 0.438 0.752 0.741ChannelNet [4, 5]
*InstanSeg - 2 channel 0.498 0.798 0.761 0.380 0.710 0.716(no ChannelNet) [4, 5]

L1 0.413 0.722 0.735 0.364 0.697 0.709
L2 0.464 0.773 0.751 0.399 0.740 0.718
L3 0.528 0.804 0.777 0.405 0.749 0.719

• Joined losses improve both
nuclei and cell segmentation
(L2,L3 vs. L1)

• Unique flow field improves
segmentation (L3 vs. L2)

First 2 lines with * are reported from [5]

While there is still a lack of consistency between nuclei and cell masks as shown in last column
of Figure 2, joined losses improve segmentation performance

Discussion
• Joined training improves both nuclei and cell segmentation
• Joined losses constraining that cells must exist where nuclei lie improve segmentation
• A unique flow field for nuclei and cells improves segmentation
• An effort to enforce annotation consistency between nuclei and cells might be beneficial
• Embedding-based segmentation such as InstanSeg [4] is much faster than other DL methods
• Channel aggregation strategies like ChannelNet [5] improves nuclei and cell segmentation
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