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Abstract—It is a common task in biology to predict the
function of a protein from its proteic sequence. A classical
approach is to use predictive models which are estimated
from a set of aligned proteic sequences sharing the same
function. The models assigns a score to amino acids for
each column of the alignment which tells how conserved
they are in this column. Such score can be interpreted
as expressing how important for the function each amino
acids are at a given position.

In this report we propose an approach that takes
distances between pairs of sequences into account for the
computation of the conservation score of amino acids at
each position.

Index Terms—proteic sequences, mutation model, mul-
tiple sequence alignment, conservation score, evolutionary
distances

I. INTRODUCTION

Proteins are chains of amino acids that perform essen-
tial tasks for living beings such as DNA replication or
carrying metabolic reactions.

It is a common task in biology to regroup proteins into
families, for example, families of proteins which share
the same function. But doing so experimentally does not
scale to the large number of discovered sequences. Thus,
it is a fruitful approach to use computational methods
that, for a given family, assign a score to a protein
expressing how likely it is to be part of the family.

Numerous methods already exist to help classifying
sequences, such as Position Specific Scoring Matrices
(PSSM) [1], or Hidden Markov Models (HMM) [6].

Most of these scoring methods only take evolutionary
distance into account when removing input bias using
sequence weighting methods.

During this internship, we introduced a scoring
method describing how conserved amino acids can be
and where the distance between sequences is the core of
the model.

II. BIBLIOGRAPHIC OVERVIEW OF SOME SCORING

METHODS

A. Notations

We will represent amino acids as characters of the
alphabet A = {A,R, . . . , V } whose cardinal is q = 20.
Unspecified amino acids will be denoted with lower case
letters such as a or b.

Protein chains will be represented as sequences of
characters from A (e.g. ALIMFVAWRQM is the proteic
sequence representation of a protein chain).

B. Multiple Sequence Alignment

A Multiple Sequence Alignment (MSA) of n se-
quences s1, . . . , sn is the input of most scoring meth-
ods. It is represented by adding gap characters (−)
to the sequences in order to obtain aligned sequences
x1, . . . , xn ∈ A′∗, with A′ = A ∪ {−}, which all have
the same length L′ (see Fig. 1.).

Different algorithms exist to perform an alignment, the
most commonly used being ClustalO [11], Muscle [13]
and TCoffee [12].

C. Scoring Matrices

Most scoring methods are based on a probabilistic
emission model M assigning to any sequence x the
probability P(x|M) it has to be part of of the family
described by the MSA x1, . . . , xn.

Given a background model R assigning to any se-
quence x a background emission probability, we can



Fig. 1. An example of four sequences (left) being aligned into a
MSA (right).

compute a score indicating how likely an aligned se-
quence x is to be emitted by the model compared to the
probability it is to be emitted by R:

Score(x) = log
P(x|M)

P(x|R)
(1)

In the specific case of Position Based Scoring Matri-
ces, the model will emit for L < L′ positions an amino
acid likely to be present in x1, . . . , xn at each of those
positions [1]. We will note xki the character present at
such a position i ∈ J1, LK in xk.

Moreover, the model emits amino acids at each posi-
tion independently from other positions. Thus, the score
can be computed as follow:

Score(x) = log

L∏
i=1

pi(xi)

p0(xi)
(2)

Score(x) =

L∑
i=1

log
pi(xi)

p0(xi)
(3)

where pi(a) is the probability that the model emits the
amino acid a at position i and p0(a) the background
observation probability of a.

We can now build a matrix of Mq,L(R) where the
coefficient in row a and column i is log pi(a)

p0(a)
. This

is a Position Specific Scoring Matrix and it allows to
calculate the score in equation (3).

D. Estimation of pi(a)

Different estimations of pi(a) are possible. Here is an
overview of the most common one:

1) Using maximum likelihood principle: We can esti-
mate pi(a) as the observed frequency of the amino acid
a at the column ci = ⟨x1i , . . . , xni ⟩ of the MSA:

pi(a) :=
oi(a)

oi

where oi(a) =
n∑

k=1

δ(xki = a) is the number of oc-

curences of a in ci and oi =
∑
a∈A

oi(a) is the number

of non gap characters in ci.

2) Using substitution matrix: an estimation of pi(a)
introduced by Henikoff and Henikoff consists in using
the probability P (a|b) that a would be substituted from
b, given from a substitution matrix estimated from a great
number of MSA. [2]

pi(a) :=
∑
b∈A

P (a|b)oi(a)
oi

3) Using pseudo-counts: the method described in 1)
has a flaw: when the number of sequences in the MSA
is low, some amino acids may not be present at all at a
given position, setting their emission probability to be 0.

It is common use to add pseudo-counts of amino acids
in the calculation of pi(a) [3] :

pi(a) =
oi(a) + p0(a) ·Mi

oi + q ·Mi

where Mi can be set to various values [4]:
• Mi = 1,
• Mi =

√
oi,

• Mi =
√
n,

• Mi = γri, where ri is the number of distinct char-
acters in column i of the MSA and γ is constant.

4) Using Dirichlet mixtures: for all j ∈ J1,MK, we
can define a vector

−→
β j which represent a typical MSA

column [5] (e.g. Fig. 2.).
−→
β j is statistically estimated

over a large number of MSA

Fig. 2. An example of a vector
−→
β j that represents a typical MSA

column.

We define a new estimation of the emission probabil-
ity:

pi(a) :=

M∑
j=1

oi(a) +
−→
β j(a)

oi + |
−→
β j |

P(
−→
β j |i, θ)



where
−→
β j(a) is the coefficient of

−→
β j corresponding

to a and P(
−→
β j |oi, θ) is the probability that the column i

of the MSA correspond to a typical column represented
by

−→
β j given a parameter θ.

E. Sequence weighting

In practice, the MSA used to infer the model doesn’t
represent a uniform sample of sequences.

A common issue is sample bias. For example: if
we want to infer the model on sequences representing
insulin proteins of different species, it is possible that
the number of sequences coming from primates (which
are very close sequences) is greater than the number
of sequences coming from other mammals because the
former where more studied. Yet, primates don’t represent
the majority of mammal species.

Thus, it is common to assign weights to sequences in
order to mitigate over-representation of close sequences
in the MSA.

To that extent, oi(a) can be redefined as follow :

oi(a) =

n∑
k=1

δ(xki = a)ωk

where ωk is a weight associated to the aligned se-
quence xk.

This is what is called internal sequences weighting.
Another approach consists of weighting all the sequences
at once in order to change the value oi to make it more
or less important in the estimation of pi(a) when using
pseudo-counts or Dirichlet mixtures. However, we will
only focus on internal weighting strategies:

1) Clustering approach: the idea is to realise a clus-
tering based on an identity threshold in the sequence
space. The weight associated to a sequence will be the
inverse of the cardinal of its cluster [2].

2) Tree-based approach: this approach uses a phylo-
genetic tree inferred from the MSA and assign a weight
to each sequence according to their position in the tree
[6].

3) Position based approach: the idea is to set the
weight assigned to each sequence based on how different
they are from others at each position [7]:

ωk =

L∑
i=1

∑
a∈A

δ(xki = a)
1

rioi(a)

This is the approach used by the HMMER package [14].

4) Distance based approaches: several approaches
take into account the distance d(xk, xl) which is the
number of mismatches between xk and xl.

An early example was proposed by Vigron and Argos
in 1989 [8]:

ωk =

n∑
l=1

d(sk, sl)

Later, Argos will use Voronoı̈ cells to compute the
weights: for each sequence xk, ωk will be the area of
the associated Voronoı̈ cell in a rectangle of the sequence
space [9].

5) Novelty approach: The weight associated to a
sequence is relative to its novelty which represents how
many substitutions occured from a common ancestor to
another sequence [10].

III. CONTRIBUTIONS

It is worth mentioning that the approaches mentioned
in II-E4 and II-E5 are distance based approaches, but
they are used to assign a weight to the whole sequences
and are not enabling to score amino acids for each
positions of the sequences with respect to sequences
distances.

During this internship, we designed a model describ-
ing the probability to observe an amino acid at position
i after it just mutated.

Then, we were able to create a scoring matrix from
this model so it would be possible to compare it to a
PSSM.

A. Mutation model

Let’s assume, given n aligned sequences x1, . . . , xn,
that each pair of sequences {xk, xl} possess a most
recent common ancestor yk,l which is an unknown
sequence that is the latest to have presumably mutated
to both xk and xl in the evolutionary history.

A first hypothesis in the model is to consider that given
a position i, if xki and xli share the same amino acid a,
then it was inherited from yk,l at position i. Else, yk,li will
be an unknown character of A′ noted X (see Fig. 3.).

Considering the distance d(xk, xl) between xk and xl

as the number of mismatches between them, a second
hypothesis made in the model is to consider that the
mutations are distributed evenly and that the number
of mutations that happened between yk,l and xk and
between yk,l and xk are both dk,l = ⌊d(x

k,xl)
2 ⌋.

Mutations are modelled as successive uniform selec-
tions of a position in the sequence and substitutions of
the corresponding character.



Fig. 3. Representation of the mutation model: dk,l is the number of
occurred mutations from yk,l to its descendants.
The characters conserved in xk and xl which are the R in position
3 and the A in position 4 were already present in yk,l, while others
are descendants of an unknown character X .

When yk,l mutates to xk, a position i is uniformly
chosen at each mutation. The character in that position
will then be substituted according to an observation
distribution in position after a single mutation, noted αi.

The vectors αi = (αi,a)a∈A′ are the parameters of the
model and need to be estimated. They will define the
distance-based conservation score.

B. Set of independent pairs

The parameters αi will be inferred from a set of
observed pairs of sequences with respect to their most
common ancestor.

Given an input MSA, a first task is to define a set of
such sequence pairs.

We consider a set G of supposedly independent pairs
of sequences, which means that for two different pairs
{xk, xl} and {xt, xu} of G, yk,l is not a descendant of
yt,u and is not an ancestor of either xt or xu.
See Fig. 4. for an example of two independent pairs rep-
resented in a phylogenetic tree. The pairs are represented
as the same colour nodes in the trees.

Fig. 4. Representation of two sequence pairs {x2, x3} and {x5, x6}
of G in a phylogenetic tree. Note that there are no interference
between the two pairs which means they are independent under our
definition. Moreover, the pair {x1, x4} is independent to the two
others, meaning it can be part of G too

The choice of G is crucial for the model and we will
discuss different definitions of G in section III-E.

Moreover, the first and second hypothesis of the model
are viable for pair of sequences that are close to each
other, i.e. if d(xk, xl) << L′. Thus, choosing pairs of G
that are both independent and close seems to be the way
to go.

C. Estimation of αi

1) Likelihood function: we introduce the following
likelihood function and we want to estimate the distri-
bution αi that maximise it:

L(θ=(αi)i∈J1,LK) = P

 ⋂
{l,k}∈G

xk ↙yk,l↘ xl | θ

 (4)

Where xk ↙yk,l↘ xl is the event: ”yk,l mutated to xk

and xl”.
The L vectors (αi)i∈J1,LK are the parameters of the
function and model the probability of substitution if a
mutation happens at position i between yk,l and xk.

We can assume that the independence of the pairs
of G allows the events xk ↙yk,l↘ xl to be mutually
independents. Moreover, we can make a third and last
hypothesis on the mutation model which states that
mutations in position i happen independently to the
mutations in other positions j. Thus, equation (4) can
be expressed as:

Lθ =
∏

{l,k}∈G

L′∏
i=1

P
(
xki ↙yk,l

i ↘ xli|θ
)

Lθ =
∏

{l,k}∈G

L′∏
i=1

pk,li (θ)

Where xki ↙yk,l
i ↘ xli is the event ”yk,l mutated to

the characters xki and xli at position i” and pk,li (θ) =

P
(
xki ↙yk,l

i ↘ xli|θ
)

.
Instead of maximising the likelihood function, we

maximise its logarithm as it won’t change the estimated
value of αi and it will simplify its computation. We
define the L distributions (αi)i∈J1,LK as the parameters
that maximise the log-likelihood function ln(Lθ) under
the constraints

∑
a∈A′

αi,a = 1 and αi,a ≥ 0 ∀a ∈ A′.

We end up to the following maximisation problem:

max
θ=(αi)i∈J1,LK

ln(Lθ) =
∑

{l,k}∈G

L′∑
i=1

ln(pk,li (θ))

s.t αi,a ≥ 0 ∀a ∈ A′, ∀i ∈ J1, LK∑
a∈A′

αi,a = 1 ∀i ∈ J1, LK

(5)



2) System of equations: there are different ways to
define pk,li (θ) (cf. Appendix A and B) and we will
focus on the one using random draws with returns (cf.
Appendix B):

pk,li (θ) =



(
L′−1+αi,a

L′

)2dk,l

if xki = a

and xli = a(
1− (L

′−1
L′ )dk,l

)2
αi,aαi,b if xki = a

and xli = b ̸= a

(6)

With this method, it is possible to reduce the maximisa-
tion problem (equation (5)) to the following system using
the method of Lagrange multipliers for each position i
(see appendix C):



|Mi,a|
αi,a

+
∑

{k,l}∈Ci,a

2dk,l

L′−1+αi,a
+ λi + λi,a = 0 ∀a ∈ A′

λi,aαi,a = 0 ∀a ∈ A′

αi,a ≥ 0 ∀a ∈ A′

λi,a ≥ 0 ∀a ∈ A′∑
a∈A′

αi,a = 1

(7)

where Mi,a = {{k, l} ∈ G | xki = a⊕ xli = a} is the
set of pairs containing an amino acid a coming from a
mutation at position i and Ci,a = {{k, l} ∈ G | xki =
a ∧ xli = a} is the set of pairs containing a conserved
amino acid a at position i.

D. Building a scoring matrix

Given a background model R, we can now define
a score expressing how likely a sequence x is to be
the descendant of an unknown sequence following our
mutation model M′.

In the same way as (1), we can define:

Score(x) = log
P(x|M)

P(x|R)

Score(x) =

L∑
i=1

log
αi,xi

p0(xi)

which allows to build a scoring matrix which coeffi-
cients in line a and column i are the log αi,a

p0(a)
.

E. Choice of G

The choice of G should be an easier task if the phylo-
genetic tree of the sequences was known. In practice, we
don’t have access to the exact tree, so we have to find a

compromise between representativeness (higher number
of couples of sequences) and exactitude (couples more
likely to be independent with each others).

Thus different approaches are possible:
1) Maximum representativeness: by choosing G as

{{xk, xl}|(k, l) ∈ J1, nK2}, each possible pair of se-
quences is represented in G, so there is no loss of
information. But it is certain that pairs of sequences
aren’t independent with each others, making the model
inexact.

2) Closest neighbours: A good compromise is to
realise a stable marriage between the sequences. This
method set the cardinal of G to n or n − 1 which
is the maximum cardinal where it can not be certain
that two pairs are dependants. Moreover, the fact that
sequences are close to each other make the first and
second hypothesis of the mutation model more viable.

F. Improvements

The preferred choice of G is the one portrayed in
III-E2. But sequences in pairs being really close imply
that at a given position i, an amino acid a conserved in
a pair will contribute little to nothing to the computation
of αi,a.

For example, with G = {{x1, x2}, {x3, x4}}, x3 = R,
x4 = N and x1 = x2 = A, the resolution of (7) gives
α1,A = 0 and α1,R = α1,N = 0.5 even though A is
observed at position 1.

An explanation to the result of this example is that
after a mutation occurs at position i, we only observe R
and N , as A is observed in sequences that never mutated
from their most recent common ancestors.

To fix this issue, it is possible to add hypothetical
ancestor sequences containing the unknown character
X to the MSA the model is based on, and compute
an estimation of the probability that those ancestor
sequences are descendant from a more ancient ancestor
sequence.

1) Building an expanded set G: we can join G(1) to
the previously defined set G where G(1) ∈ (H(1))2 is
chosen with the closest neighbour method similarly to
G and H(1) = {yk,l|{k, l} ∈ G} is the set of the most
common ancestors of the pairs of G.

Recursively, we can compute for each t ∈ N a set
G(t) ∈ (H(t))2 where H(t) is the set of most common
ancestors of the pairs of G(t−1).

With this method, we estimate the evolution history of
the input sequences, which means the score is estimated
from a set containing more information.



Because of this, we recommend to use this approach
when it comes to infer G.

IV. IMPLEMENTATION

We implemented an algorithm that takes an input
MSA and returns each distribution αi that models the
probability of conservation of amino acids at position i
after a single mutation by resolving the system described
in equation (7).

For the resolution, we didn’t find an analytic formula
for the estimator αi,a. Instead, we expressed each αi,a

as a function of λi noted αi,a(λi) (see appendix D) and
estimated the roots of −1 +

∑
a∈A′

αi,a(λi) with a solver

from the ‘scipy.optimize‘ Python library.
We first tested the algorithm on a MSA of the set

of sequences PS50001 from Profile. This set contain
455 sequences which contain the SH2 domain which is
required for intracellular signalling cascades.

Unfortunately, we lacked time to compare the resulting
scoring matrix performances to the performances of
other methods.

V. CONCLUSION AND PERSPECTIVES

During this internship we introduced a new approach
to estimate the conservation of amino-acids based on the
distance between pairs of sequences. It is, to our knowl-
edge, the first method that integrate distances directly in
its model.

This mutation model represents how amino-acids tend
to mutate in the input family under evolutionary pressure
thanks to the parameters αi. Those parameters are the
probability distributions which determine the conserva-
tion score for each amino acids at a given position
and are obtained through the maximisation of a log-
likelihood function.

This method needs now to be evaluated by experi-
ments and real data and to be compared to existing HMM
and PSSM methods.

Currently, we approximate the estimations of αi using
an equation solver and it would be an interesting task to
find an analytical formula for each αi.

Another future work would be to add pseudo-counts
to the estimation of the distributions αi. An idea we have
is to add couples {xa, xx} to G where xa is a sequence
with only the character a, and xx is a totally unknown
sequence which only have Xs.
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APPENDIX A : DETAILED ESTIMATION OF pk,li (θ) USING RANDOM DRAWS WITHOUT RETURNS

In this appendix, we will detail the computation of P
(
xki ↙yk,l

i ↘ xli|θ
)

.
We define:
xki ↙yk,l

i ↘ xli = (yk,li

dk,l−→ xki )
⋂
(yk,li

dk,l−→ xli)

where the events yk,li

dk,l−→ xki can be interpreted as: ”After dk,l mutations from yk,l to xk, position i mutated to
xki ”, and are mutually independent.

In this approach, we consider the mutation model to be a random draw without return which means each position
can mutate at most once:

• If xki = xli = a we can assume that yk,l = a. Thus, yk,li

dk,l−→ xki can be seen as the event : ”After dk,l mutations
from yk,l to xk, position i did not change”. Thus:

P(yk,li

dk,l−→ xki |αi) = P(
dk,l−1⋂
j=0

A
j

i |αi)

Where Aj
i is the event: ”character at position i changed at the jth mutation”.

Moreover, the events Aj
i are mutually independent, so

P(yk,li

dk,l−→ xki |αi) =
dk,l−1∏
j=0

L′−j−1+αi,a

L′−j

• Else, if xki = a and xli = b, then, we have no information on yk,li . We can assume the character at position i
is a character that would change if its position were to be drawn (the character X would get from unknown
to a character of A′). So, P(yk,li

dk,l−→ xki |αi) would be the probability that position i is chosen to mutate by
one of the dk,l draw and it mutate to the character a. Thus :

P(yk,li

dk,l−→ xki |αi) =
dk,l

L′ αi,a.
Thus, with this approach,

pk,li (θ) = P
(
(yk,li

dk,l−→ xki )
⋂

(yk,li

dk,l−→ xli)|αi

)

pk,li (θ) =


dk,l∏
j=0

(
L′−j−1+αi,a

L′−j

)2
if xki = xli = a(

dk,l

L′

)2
αi,aαi,b if xki = a and xli = b

APPENDIX B : DETAILED ESTIMATION OF pk,li (θ) USING RANDOM DRAWS WITH RETURNS

This approach is exactly the same as the one presented in appendix A, but the mutation model is a random draw
with return, which means positions can mutate several times.
Thus, if xki = a and xli = a, we now have

P(
dk,l−1⋂
j=0

A
j

i |αi) =
dk,l−1∏
j=0

L′−1+αi,a

L′

P(
dk,l−1⋂
j=0

A
j

i |αi) =
(
L′−1+αi,a

L′

)dk,l

So
P(yk,li

dk,l−→ xki |αi) =
(
L′−1+αi,a

L′

)dk,l

If xki = a and xli = b, the probability that i is chosen to mutate by one of the dk,l draw would be P(Bi) =

1−
(
L′−1
L′

)dk,l , leading to :

P(yk,li

dk,l−→ xki |αi) = P(Bi)αi,a

P(yk,li

dk,l−→ xki |αi) =
(
1−

(
L′−1
L′

)dk,l

)
αi,a

Following this, we have :
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pk,li (θ) =


(
L′−1+αi,a

L′

)2dk,l

if xki = a and xli = a(
1− (L

′−1
L′ )dk,l

)2
αi,aαi,b if xki = a and xli = b ̸= a

APPENDIX C : REDUCTION OF THE MAXIMISATION PROBLEM TO A SYSTEM OF EQUATIONS

Given i a position and a an amino acid, we define gi : (xj,a)a∈J1,q+1K,j∈J1,LK 7→
q∑

a=0
xi,a − 1 and gi,a :

(xj,a)a∈J1,q+1K,j∈J1,LK 7→ xi,a
The constraints given by equation (5) can be expressed as constraints functions gi(θ) = 0 and gi,a(θ) ≥ 0. Thus,

according to the Lagrange multiplier method and Kuhn–Tucker theorem, if θ is solution to the problem (5) then
there exist (λi)i∈J1,LK ∈ RL and (λi,a)i∈J1,LK,a∈A′ ∈ RL×(q+1) such as θ is also a solution to the following system:



∂ln(Lθ)
∂αi,a

+
L∑

j=1
λj

∂gj(θ)
∂αi,a

+ λi,a
∂gi,a(θ)
∂αi,a

= 0 ∀i ∈ J1, LK, a ∈ J0, qK

gi,a(θ)λi,a = 0 ∀i ∈ J1, LK, a ∈ J0, qK
gi,a(θ) ≥ 0 ∀i ∈ J1, LK, a ∈ J0, qK
λi,a ≥ 0 ∀i ∈ J1, LK, a ∈ J0, qK
gi(θ) = 0 ∀i ∈ J1, LK

Where, for a fixed position i,

∂ln(Lθ)

∂αi,a
=

∑
{l,k}∈G

L′∑
j=1

∂ln(pk,lj )

∂αi,a
(θ)

=
∑

{l,k}∈G

∂ln(pk,li )

∂αi,a
(θ)

Where

∂ln(pk,li )

∂αi,a
=


2dk,l

L′−1+αi,a
if xki = xli = a

1
αi,a

if xki = a and xli = b ̸= a

0 else

And

L∑
j=1

λj
∂gj(θ)

∂αi,a
= λj

∂gj(θ)

∂αi,a
= λi

λi,a
∂gi,a(θ)

∂αi,a
= λi,a

From this, we obtain, for each position i, the system described in equation (7).
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APPENDIX D : EXPRESSING αi,a AS A FUNCTION OF λi

Given a character a and a position i, assuming at least one known character is present in the column i of the
alignment, two cases are possible :

• a is not present in the column i of the alignment:
Then
λi,a = −λi

αi,a = 0
• a is present in the column i of the alignment:

Then
λi,a = 0
αi,a = αi,a(λi)

Where the function x 7→ αi,a(x) is calculated this way:
Developing the first line of the system described in (7), we obtain the following equation :

λiα
2
i,a +

(
|Gi,a|+

∑
{k,l}∈G′

i,a

2dk,l + (L′ − 1)λi

)
αi,a + |Gi,a|(L′ − 1)

αi,a(L′ − 1 + αi,a)
= 0

Noting

bi,a(λi) =

(
|Gi,a|+

∑
{k,l}∈G′

i,a

2dk,l + (L′ − 1)λi

)
ci,a = |Gi,a|(L′ − 1)
∆i,a(λi) = bi,a(λi)

2 − 4λici,a
We can express αi,a(λi) as

αi,a(λi) =
−bi,a(λi)−

√
∆i,a(λi)

2λi

(We consider that λi is negative as it can’t be a solution of the system if positive, which means
√

∆i,a(λi) >
bi,a(λi) which leads to only one possible root, αi,a(λi), of the equation given there is at least one root).


