
HAL Id: hal-04866009
https://inria.hal.science/hal-04866009v1

Preprint submitted on 6 Jan 2025

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Computing Bouligand stationary points efficiently in
low-rank optimization
Guillaume Olikier, P. -A. Absil

To cite this version:
Guillaume Olikier, P. -A. Absil. Computing Bouligand stationary points efficiently in low-rank opti-
mization. 2024. �hal-04866009�

https://inria.hal.science/hal-04866009v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


ar
X

iv
:2

40
9.

12
29

8v
1 

 [
m

at
h.

O
C

] 
 1

8 
Se

p 
20

24

COMPUTING BOULIGAND STATIONARY POINTS EFFICIENTLY

IN LOW-RANK OPTIMIZATION∗

GUILLAUME OLIKIER† AND P.-A. ABSIL‡

Abstract. This paper considers the problem of minimizing a differentiable function with lo-
cally Lipschitz continuous gradient on the algebraic variety of all m-by-n real matrices of rank at
most r. Several definitions of stationarity exist for this nonconvex problem. Among them, Bouligand
stationarity is the strongest necessary condition for local optimality. Only a handful of algorithms
generate a sequence in the variety whose accumulation points are provably Bouligand stationary.
Among them, the most parsimonious with (truncated) singular value decompositions (SVDs) or ei-
genvalue decompositions can still require a truncated SVD of a matrix whose rank can be as large
as min{m,n} − r + 1 if the gradient does not have low rank, which is computationally prohibitive
in the typical case where r ≪ min{m,n}. This paper proposes a first-order algorithm that gener-
ates a sequence in the variety whose accumulation points are Bouligand stationary while requiring
SVDs of matrices whose smaller dimension is always at most r. A standard measure of Bouligand
stationarity converges to zero along the bounded subsequences at a rate at least O(1/

√
i+ 1), where

i is the iteration counter. Furthermore, a rank-increasing scheme based on the proposed algorithm
is presented, which can be of interest if the parameter r is potentially overestimated.

Key words. convergence analysis, stationary point, critical point, low-rank optimization, deter-
minantal variety, first-order method, tangent cones, singular value decomposition, QR factorization

MSC codes. 14M12, 65K10, 90C26, 90C30, 40A05

1. Introduction. Low-rank optimization concerns the problem of minimizing a
real-valued function over a space of matrices subject to an upper bound on their rank.
Applications abound in various fields of science and engineering. The present work
addresses specifically the problem

(1.1) min
X∈R

m×n

≤r

f(X)

of minimizing a differentiable function f : Rm×n → R with locally Lipschitz continu-
ous gradient on the determinantal variety

(1.2) Rm×n
≤r

:= {X ∈ Rm×n | rankX ≤ r},

m, n, and r being positive integers such that r < min{m,n}. The following basic
facts about this problem are expounded in [15, §1]: (i) determinantal varieties have
been well studied in algebraic geometry; (ii) several instances of (1.1) are important
in many applications; (iii) in general, computing an exact or approximate minimizer
of (1.1) is intractable [4], and algorithms are only expected to find a stationary point
of (1.1) [21, 22, 7, 24, 11, 16, 10, 18, 19], preferably a B-stationary point because
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B-stationarity is the strongest necessary condition for local optimality; (iv) PGD
[17, Algorithm 4.2], P2GDR [15, Algorithm 6.2], RFDR [13, Algorithm 3], HRTR
[9, Algorithm 1], and some of their hybridizations are the only algorithms known to
generate a sequence in Rm×n

≤r whose accumulation points are B-stationary for (1.1); (v)
among these algorithms, RFDR is the most parsimonious with (truncated) singular
value decompositions (SVDs) or eigenvalue decompositions [15, Table 8.1], though it
can require a truncated SVD of a matrix whose rank can be as large as min{m,n}−r+1
if the gradient does not have low rank, which is computationally prohibitive in the
typical case where r ≪ min{m,n}.

This paper extends RFDR to a new class of methods, dubbed ERFDR, where
“E” stands for “extended”, which generate a sequence in Rm×n

≤r whose accumulation
points are B-stationary for (1.1). This class includes a subclass, called CRFDR, where
“C” stands for “cheap”, that involves SVDs of matrices whose smaller dimension
is always at most r. A standard measure of B-stationarity converges to zero along
bounded subsequences at a rate at least O(1/

√
i+ 1), where i is the iteration counter.

The same rate was achieved by [16], but without guaranteed accumulation at B-
stationary points of (1.1). Furthermore, a general rank-increasing algorithm based on
ERFDR is proposed, which can be of interest if the parameter r in (1.1) is potentially
overestimated.

Here is a brief explanation of how RFDR was modified into CRFDR. Both share
the same architecture: combining backtracking line searches and a rank reduction
mechanism. They differ in the choice of the search direction, using respectively the
RFD map [13, Algorithm 1] and the CRFD map (Definition 6.3) for their backtracking
line searches. Given an input X ∈ Rm×n

≤r , the RFD map chooses its search direction

to be an arbitrary projection of −∇f(X) onto the restricted tangent cone to Rm×n
≤r

at X , which can be computed by (2.15) with Z := −∇f(X). The above-mentioned
computationally-prohibitive truncated SVDs are required if the rank r of X is smaller
than r; they are due to the second term of (2.15), which involves a projection onto
Rm×n

≤r−r. In order to alleviate the computational burden due to this last projection,

the proposed CRFD map replaces the restricted tangent cone to Rm×n
≤r at X with

a drastically simpler cone C of sparse matrices of rank at most r − r, such as those
mentioned in Table 6.1. It is readily seen that, for every G ∈ PC(−∇f(X)), the
plain sum X +G is of rank at most r; the retraction-free nature of the RFD map is
thus preserved. Moreover, this G is a sufficient-descent direction in the sense of (3.1)
(Proposition 6.2). With these two properties, the above-mentioned architecture yields
a sufficient-descent map (Lemma 4.1) by an argument that was already used in the
analysis of RFDR [13, §6]. The convergence to the set of B-stationary points of (1.1)
follows right away (Theorem 4.2).

This paper is organized as follows. Preliminaries are covered in Section 2. The
ERFDmap, the ERFDR algorithm, and a rank-increasing algorithm based on ERFDR
are defined and analyzed in Sections 3, 4, and 5, respectively. The CRFD map and
the CRFDR algorithm are defined in Section 6. Their computational cost is analyzed
in Section 7. Conclusions are drawn in Section 8.

2. Preliminaries. This section surveys the background material that is used
throughout the paper; [15] and the references therein can be consulted for a more
complete review of this material. Section 2.1 recalls basic facts about singular values,
and Section 2.2 focuses on the background material from variational geometry.

The real vector space Rm×n is endowed with the Frobenius inner product, defined
by 〈X,Y 〉 := tr Y ⊤X , and ‖ · ‖ denotes the Frobenius norm. For every X ∈ Rm×n
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and ρ ∈ (0,∞), B(X, ρ) := {Y ∈ Rm×n | ‖X − Y ‖ < ρ} and B[X, ρ] := {Y ∈ Rm×n |
‖X − Y ‖ ≤ ρ} are respectively the open ball and the closed ball of center X and
radius ρ in Rm×n. The zero matrix in Rm×n is denoted by 0m×n, and the identity
matrix in Rn×n is denoted by In. All operations on R or Rm×n applied to subsets of
R or Rm×n are understood elementwise, and a singleton is identified with the element
it contains.

Let S be a nonempty subset of Rm×n. The boundary of S is denoted by ∂S. The
distance from X ∈ Rm×n to S is d(X,S) := infY ∈S ‖X − Y ‖, and the projection of
X onto S is PS(X) := argminY ∈S ‖X − Y ‖; the set PS(X) is nonempty and compact
if S is closed [20, Example 1.20]. The set S is called a cone if, for all X ∈ S and
α ∈ [0,∞), αX ∈ S. The polar of a cone C ⊆ Rm×n is

C∗ := {Y ∈ Rm×n | 〈X,Y 〉 ≤ 0 ∀X ∈ C},
which is a closed convex cone [20, 6(14)].

Proposition 2.1 ([9, Proposition A.6]). Let C ⊆ Rm×n be a closed cone. For
all X ∈ Rm×n and Y ∈ PC(X),

〈X,Y 〉 = ‖Y ‖2,
thus

‖Y ‖2 = ‖X‖2 − d(X, C)2,
and PC(X) = {0m×n} if and only if X ∈ C∗.

2.1. Basic facts about singular values. For every r ∈ {0, . . . , n},

St(r, n) := {U ∈ Rn×r | U⊤U = Ir}
is a Stiefel manifold [1, §3.3.2]. Let X ∈ Rm×n. The singular values of X are denoted
by σ1(X) ≥ · · · ≥ σmin{m,n}(X) ≥ 0. A full SVD of X is a factorization UΣV ⊤

of X , where U ∈ St(m,m), Σ = diag(σ1(X), . . . , σr(X), 0m−r×n−r), V ∈ St(n, n),
and r = rankX . (The diag operator returns a block diagonal matrix [5, §1.3.1]
whose diagonal blocks are the arguments given to the operator.) Given a full SVD
UΣV ⊤ of X , s ∈ {0, . . . ,min{m,n} − 1}, and s := min{r, s}, the factorizations
U(:, 1:r)Σ(1:r, 1:r)V (:, 1:r)⊤ and U(:, 1:s)Σ(1:s, 1:s)V (:, 1:s)⊤ are respectively called
an SVD of X and a truncated SVD of rank at most s of X . By the Eckart–Young
theorem [3], P

R
m×n

≤s
(X) is the set of all truncated SVDs of rank at most s of X .

Proposition 2.2 states that the singular values are Lipschitz continuous with unit
Lipschitz constant, a property that is used in the proof of Lemma 4.1.

Proposition 2.2 ([5, Corollary 8.6.2]). For every X,Y ∈ Rm×n and j ∈
{1, . . . ,min{m,n}},

|σj(X)− σj(Y )| ≤ σ1(X − Y ) ≤ ‖X − Y ‖.
2.2. Elements of variational geometry. Let S be a nonempty subset of

Rm×n. A matrix Z ∈ Rm×n is said to be tangent to S at X ∈ S if there exist
sequences (Xi)i∈N in S converging to X and (ti)i∈N in (0,∞) such that the sequence
(Xi−X

ti
)i∈N converges to Z [20, Definition 6.1]. The set of all tangents to S at X ∈ S

is a closed cone [20, Proposition 6.2] called the (Bouligand) tangent cone to S at X
and denoted by TS(X).
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Definition 2.3. A point X ∈ Rm×n
≤r is said to be Bouligand stationary (B-

stationary) for (1.1) if 〈∇f(X), Z〉 ≥ 0 for all Z ∈ T
R

m×n

≤r

(X).

By Proposition 2.1, the function

(2.1) s(·; f,Rm×n
≤r ) : Rm×n

≤r → R : X 7→ ‖PT
R
m×n
≤r

(X)(−∇f(X))‖

is well defined. It is called a measure of B-stationarity for (1.1) because a point in
Rm×n

≤r is B-stationary for (1.1) if and only if it is a zero of this function; see [21, §2.1]
or [9, Proposition 2.5]. This function is continuous on the smooth part

Rm×n
r := {X ∈ Rm×n | rankX = r}

of Rm×n
≤r but can fail to be lower semicontinuous at every point of the singular part

Rm×n
<r := {X ∈ Rm×n | rankX < r}

of Rm×n
≤r [15, §1.1] because Rm×n

≤r is not Clarke regular on Rm×n
<r [21, Remark 4].

Given an embedded submanifoldM of Rm×n [1, §3.3.1], the tangent and normal
spaces to M at X ∈ M, which are the orthogonal complements of each other, are
respectively denoted by TM(X) and NM(X); this is consistent since, by [20, Exam-
ple 6.8], the tangent cone toM at one of its points coincides with the tangent space
toM at that point.

Definition 2.4. Given µ ∈ (0, 1], a restricted tangent cone to S is a map that

associates with every X ∈ S a closed cone

(

TS(X) such that

(

TS(X) ⊆ TS(X), X +

(

TS(X) ⊆ S, and, for all Z ∈ Rm×n, ‖P (

TS(X)
(Z)‖ ≥ µ‖PT

S
(X)(Z)‖.

The rest of this section reviews descriptions of the tangent cone and restricted
tangent cone to Rm×n

≤r at X ∈ Rm×n
≤r , and the projections onto them, based on the

Moore–Penrose inverse X†; equivalent descriptions based on block matrices can be
found, e.g., in [13, §3]. The practical implications of these descriptions for the RFD
map [13, Algorithm 1] are also highlighted. Let r := rankX .

By [8, Proposition 4.1], the tangent space to Rm×n
r at X is

(2.2) T
R

m×n
r

(X) = Rm×mX +XRn×n

and thus the normal space to Rm×n
r at X is

(2.3) N
R

m×n
r

(X) = (Im −XX†)Rm×n(In −X†X).

By [21, Theorem 3.2], the tangent cone to Rm×n
≤r at X is

(2.4) T
R

m×n

≤r

(X) = T
R

m×n
r

(X) +
(

N
R

m×n
r

(X) ∩ Rm×n
≤r−r

)

.

By [13, Definition 3.1], the restricted tangent cone to Rm×n
r at X is

(2.5)

(

TR
m×n
r

(X) = Rm×mX ∪XRn×n

and the restricted tangent cone to Rm×n
≤r at X is

(2.6)

(

TR
m×n

≤r
(X) =

(

TR
m×n
r

(X) +
(

N
R

m×n
r

(X) ∩ Rm×n
≤r−r

)

.



B-STATIONARY POINTS IN LOW-RANK OPTIMIZATION 5

Crucially, by subadditivity of the rank, (2.2) implies

(2.7) X + T
R

m×n
r

(X) ⊆ Rm×n
≤2r ,

and (2.5) implies

(2.8) X +

(

TR
m×n
r

(X) ⊆ Rm×n
≤r .

By subadditivity of the rank, (2.4) and (2.7) yield

(2.9) X + T
R

m×n

≤r

(X) ⊆ Rm×n
≤r+r,

and (2.6) and (2.8) yield

(2.10) X +

(

TR
m×n

≤r
(X) ⊆ Rm×n

≤r .

By [21, Theorem 3.1 and Corollary 3.3] and [13, Proposition 3.2], for all Z ∈ Rm×n,

PT
R
m×n
r

(X)(Z) = XX†Z + ZX†X −XX†ZX†X,(2.11)

PN
R
m×n
r

(X)(Z) = Z − PT
R
m×n
r

(X)(Z) = (Im −XX†)Z(In −X†X),(2.12)

P (

T
R
m×n
r

(X)
(Z) =







XX†Z if ‖XX†Z‖ > ‖ZX†X‖,
{XX†Z,ZX†X} if ‖XX†Z‖ = ‖ZX†X‖,
ZX†X if ‖XX†Z‖ < ‖ZX†X‖,

(2.13)

PT
R
m×n
≤r

(X)(Z) = PT
R
m×n
r

(X)(Z) + P
R

m×n

≤r−r
(PN

R
m×n
r

(X)(Z)),(2.14)

P (

T
R
m×n
≤r

(X)
(Z) = P (

T
R
m×n
r

(X)
(Z) + P

R
m×n

≤r−r

(PN
R
m×n
r

(X)(Z)),(2.15)

‖PT
R
m×n
≤r

(X)(Z)‖ ≥ ‖P (

T
R
m×n
≤r

(X)
(Z)‖ ≥ 1√

2
‖PT

R
m×n
≤r

(X)(Z)‖,(2.16)

‖Z‖ ≥ ‖PT
R
m×n
≤r

(X)(Z)‖ ≥
√

r − r

min{m,n} − r
‖Z‖.(2.17)

As indicated in Section 1, the RFD map performs a backtracking line search
along an arbitrary element of P (

T
R
m×n
≤r

(X)
(−∇f(X)). If r = r, (2.15) reduces to (2.13)

because its second term is 0m×n. Computing (2.13) merely requires orthonormal
bases of the row and column spaces of X and matrix multiplications. If r < r,
then computing the second term of (2.15) requires a truncated SVD of rank at most
r − r of a matrix whose rank can be as large as min{m,n} − r by (2.12). This is
computationally prohibitive in the typical case where r ≪ min{m,n}, and thus raises
the question of the possibility of finding a computationally cheaper surrogate for (2.15)
that preserves the properties of the RFD map. The question is answered positively
in Section 6 based on the analysis conducted in Section 3.

3. The ERFD map. In this section, the ERFD map is defined (Algorithm 3.1)
and analyzed (Corollary 3.2). This serves as a basis for the definition and analysis
of the ERFDR algorithm in Section 4 since the latter uses the ERFD map as a
subroutine.
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Given parameters α ∈ (0,∞), κ1 ∈ (0, 1
2 ], and κ2 ∈ (0, 1] and an input X ∈ Rm×n

≤r ,

the ERFD map chooses G ∈ Rm×n such that

(3.1) 〈G,−∇f(X)〉 ≥ max{κ1 s(X ; f,Rm×n
≤r )2, κ2‖G‖2}

and X + αG ∈ Rm×n
≤r for all α ∈ [0, α], then performs a backtracking line search

along G: it computes f(X + αG) for decreasing values of the step size α ∈ (0, α] and
outputs X +αG as soon as an Armijo condition is satisfied. Thus, the ERFD map is
retraction-free: it updates its input by moving along a straight line.

The inequality (3.1) means that the decrease in f along G at X is at least a
fraction of that along an arbitrary element of PT

R
m×n
≤r

(X)(−∇f(X)), and that this

cannot be achieved by choosing G too large. It is related to [6, (2)–(3)] by the
Cauchy–Schwarz inequality. Specifically, [6, (2)–(3)] implies (3.1) with κ1 = c1 and
κ2 = c1

c22
, and (3.1) with s(X ; f,Rm×n

≤r ) replaced with ‖∇f(X)‖ implies [6, (2)–(3)]

with c1 = κ1 and c2 = 1
κ2
. The inequality (3.1) also implies the angle condition [21,

(2.15)] with ω =
√
κ1κ2.

If s(X ; f,Rm×n
≤r ) = 0, then the set of all G ∈ Rm×n satisfying (3.1) and X+αG ∈

Rm×n
≤r for all α ∈ [0, α] is {0m×n}. In practice, s(X ; f,Rm×n

≤r ) should not be computed

if rankX < r; in that case, by the second inequality of (2.17), s(X ; f,Rm×n
≤r ) = 0 if

and only if ‖∇f(X)‖ = 0.

By (2.10), if G ∈ (

T
R

m×n

≤r
(X), then X + αG ∈ Rm×n

≤r for all α ∈ (0,∞). More-

over, the ERFD map extends the RFD map [13, Algorithm 1] because every G ∈
P (

T
R
m×n
≤r

(X)
(−∇f(X)) satisfies (3.1) with κ1 = 1

2 and κ2 = 1. Hence, the subset of

Rm×n in which the ERFD map chooses an element is not empty.

Algorithm 3.1 ERFD map on Rm×n
≤r

Require: (f, r, α, α, β, c, κ1, κ2) where f : Rm×n → R is differentiable with∇f locally
Lipschitz continuous, r < min{m,n} is a positive integer, 0 < α ≤ α < ∞,
β, c ∈ (0, 1), κ1 ∈ (0, 12 ], and κ2 ∈ (0, 1].

Input: X ∈ Rm×n
≤r .

Output: a point in ERFD(X ; f, r, α, α, β, c, κ1, κ2).
1: Choose G ∈ Rm×n satisfying (3.1) and X + αG ∈ Rm×n

≤r for all α ∈ [0, α];
2: Choose α ∈ [α, α];
3: while f(X + αG) > f(X) + c α 〈∇f(X), G〉 do
4: α← αβ;
5: end while

6: Return X + αG.

By [12, Lemma 1.2.3], since ∇f is locally Lipschitz continuous, i.e., for every
closed ball B ( Rm×n,

Lip
B
(∇f) := sup

X,Y ∈B
X 6=Y

‖∇f(X)−∇f(Y )‖
‖X − Y ‖ <∞,

it holds for all X,Y ∈ B that

(3.2) |f(Y )− f(X)− 〈∇f(X), Y −X〉| ≤ LipB(∇f)
2

‖Y −X‖2.
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Proposition 3.1 and Corollary 3.2 respectively extend [13, Proposition 4.1 and
Corollary 4.2].

Proposition 3.1. Let α ∈ (0,∞), κ1 ∈ (0, 1
2 ], κ2 ∈ (0, 1], and X ∈ Rm×n

≤r .

Let B ( Rm×n be a closed ball containing B[X, α
κ2
‖∇f(X)‖] if ‖∇f(X)‖ 6= 0. Let

G ∈ Rm×n satisfy (3.1) and X+αG ∈ Rm×n
≤r for all α ∈ [0, α]. Then, for all α ∈ [0, α],

(3.3) f(X + αG) ≤ f(X) + α

(

1− α

2κ2
Lip
B
(∇f)

)

〈∇f(X), G〉.

Proof. Since ‖G‖2 ≤ 1
κ2
〈G,−∇f(X)〉 ≤ 1

κ2
‖G‖‖∇f(X)‖, it holds that ‖G‖ ≤

1
κ2
‖∇f(X)‖. Thus, X + αG ∈ B[X, α

κ2
‖∇f(X)‖] for all α ∈ [0, α]. The inequality

(3.3) is based on (3.2):

f(X + αG)− f(X) ≤ 〈∇f(X), (X + αG) −X〉+ LipB(∇f)
2

‖(X + αG) −X‖2

= α〈∇f(X), G〉+ α2

2
Lip
B
(∇f)‖G‖2

≤ α

(

1− α

2κ2
Lip
B
(∇f)

)

〈∇f(X), G〉.

Corollary 3.2 provides a lower bound on the step size of the ERFD map. It plays
an instrumental role in the proof of Lemma 4.1.

Corollary 3.2. Let B be a closed ball as in Proposition 3.1. The while loop in
Algorithm 3.1 terminates after at most

(3.4) max

{

0,

⌈

ln

(

2κ2(1− c)

α0 LipB(∇f)

)

/ ln(β)

⌉}

iterations, where α0 is the initial step size chosen in line 2. Moreover, every X̃ ∈
ERFD(X ; f, r, α, α, β, c, κ1, κ2) satisfies the Armijo condition

(3.5) f(X̃) ≤ f(X) + c α 〈∇f(X), G〉

with a step size α ∈
[

min
{

α, 2βκ2(1−c)
LipB(∇f)

}

, α
]

, which implies

(3.6) f(X̃) ≤ f(X)− c κ1 α s(X ; f,Rm×n
≤r )2.

Proof. If 〈∇f(X), G〉 = 0, then G = 0m×n, hence the while loop is not executed

and X̃ = X . Assume that 〈∇f(X), G〉 6= 0. Define α∗ := 2κ2(1−c)
LipB(∇f) . For all α ∈ (0,∞),

f(X) + α

(

1− α

2κ2
Lip
B

(∇f)
)

〈∇f(X), G〉 ≤ f(X) + c α 〈∇f(X), G〉 iff α ≤ α∗.

Since the left-hand side of the first inequality is an upper bound on f(X + αG) for
all α ∈ (0, α], the Armijo condition (3.5) is necessarily satisfied if α ∈ (0,min{α, α∗}].
Therefore, at the latest, the while loop ends after iteration i ∈ N \ {0} with α = α0β

i

such that α
β
> α∗, hence i < 1 + ln(α∗/α0)/ ln(β), and thus i ≤ ⌈ln(α∗/α0)/ ln(β)⌉.
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4. The ERFDR algorithm and its convergence analysis. The ERFDR map,
defined as Algorithm 4.1, is the iteration map of the ERFDR algorithm. Given an
input X ∈ Rm×n

≤r , the ERFDR map proceeds as follows: (i) it applies the ERFD

map (Algorithm 3.1) to X , thereby producing a point X̃, (ii) if σr(X) is positive but
smaller than some threshold ∆ ∈ (0,∞), it applies the ERFD map to a projection X̂
of X onto Rm×n

r−1 , then producing a point X̃R, and (iii) it outputs a point among X̃

and X̃R that maximally decreases f .

Algorithm 4.1 ERFDR map on Rm×n
≤r

Require: (f, r, α, α, β, c, κ1, κ2,∆) where f : Rm×n → R is differentiable with ∇f
locally Lipschitz continuous, r < min{m,n} is a positive integer, 0 < α ≤ α <∞,
β, c ∈ (0, 1), κ1 ∈ (0, 12 ], κ2 ∈ (0, 1], and ∆ ∈ (0,∞).

Input: X ∈ Rm×n
≤r .

Output: a point in ERFDR(X ; f, r, α, α, β, c, κ1, κ2,∆).
1: Choose X̃ ∈ ERFD(X ; f, r, α, α, β, c, κ1, κ2);
2: if σr(X) ∈ (0,∆] then
3: Choose X̂ ∈ P

R
m×n
r−1

(X);

4: Choose X̃R ∈ ERFD(X̂; f, r, α, α, β, c, κ1, κ2);
5: Return Y ∈ argmin{X̃,X̃R} f .
6: else

7: Return X̃ .
8: end if

The ERFDR algorithm is defined as Algorithm 4.2. It generates a sequence in
Rm×n

≤r along which f is strictly decreasing.

Algorithm 4.2 ERFDR on Rm×n
≤r

Require: (f, r, α, α, β, c, κ1, κ2,∆) where f : Rm×n → R is differentiable with ∇f
locally Lipschitz continuous, r < min{m,n} is a positive integer, 0 < α ≤ α <∞,
β, c ∈ (0, 1), κ1 ∈ (0, 12 ], κ2 ∈ (0, 1], and ∆ ∈ (0,∞).

Input: X0 ∈ Rm×n
≤r .

Output: a sequence in Rm×n
≤r .

1: i← 0;
2: while s(Xi; f,R

m×n
≤r ) > 0 do

3: Choose ∆i ∈ [∆,∞);
4: Choose Xi+1 ∈ ERFDR(Xi; f, r, α, α, β, c, κ1, κ2,∆i);
5: i← i+ 1;
6: end while

Algorithms 4.1 and 4.2 are analyzed in Section 4.1 by deploying the strategy laid
out in [15, §3]. The crucial step is to prove that the ERFDR map is an (f,Rm×n

≤r )-
sufficient-descent map (Lemma 4.1). The choice of the parameter ∆ is briefly dis-
cussed in Section 4.2.

4.1. Convergence analysis. Lemma 4.1 states that, for every X ∈ Rm×n
≤r that

is not B-stationary for (1.1), the decrease in f obtained by applying the ERFDR map
to every X ∈ Rm×n

≤r sufficiently close to X is bounded away from zero.
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Lemma 4.1. The ERFDR map (Algorithm 4.1) is an (f,Rm×n
≤r )-sufficient-descent

map in the sense of [15, Definition 3.1]: for every X ∈ Rm×n
≤r that is not B-stationary

for (1.1), there exist ε(X), δ(X) ∈ (0,∞) such that, for all X ∈ B[X, ε(X)] ∩ Rm×n
≤r

and Y ∈ ERFDR(X ; f, r, α, α, β, c, κ1, κ2,∆),

(4.1) f(Y )− f(X) ≤ −δ(X).

Proof. Let X ∈ Rm×n
≤r be such that s(X ; f,Rm×n

≤r ) > 0. Define r := rankX. This
proof uses the same arguments as that of [13, Proposition 6.1]. It constructs ε(X) and
δ(X) based on (3.6). This requires a lower bound on s(·; f,Rm×n

≤r ) holding in a suitable
neighborhood of X. It first considers the case where r = r, in which the lower bound
on s(·; f,Rm×n

≤r ) follows from its continuity on B(X, σr(X))∩Rm×n
≤r . Then, it focuses

on the case where r < r, in which the lower bound on s(·; f,Rm×n
≤r ) follows from the

bounds (4.2) on ∇f by the second inequality of (2.17). If rankX < r, then the second
inequality of (2.17) readily gives a lower bound on s(X ; f,Rm×n

≤r ). This is not the case
if rankX = r, however. This is where the rank reduction mechanism comes into play.
It considers a projection X̂ of X onto Rm×n

r−1 , and the second inequality of (2.17) gives

a lower bound on s(X̂ ; f,Rm×n
≤r ). The inequality (4.1) is then obtained from (4.5),

which follows from the continuity of f at X.
By the first inequality of (2.17), ‖∇f(X)‖ ≥ s(X; f,Rm×n

≤r ). Since ∇f is continu-
ous at X, there exists ρ1(X) ∈ (0,∞) such that, for all X ∈ B[X, ρ1(X)], ‖∇f(X)−
∇f(X)‖ ≤ 1

2‖∇f(X)‖ and hence, as |‖∇f(X)‖ − ‖∇f(X)‖| ≤ ‖∇f(X)−∇f(X)‖,

(4.2)
1

2
‖∇f(X)‖ ≤ ‖∇f(X)‖ ≤ 3

2
‖∇f(X)‖.

Define

ρ(X) := ρ1(X) +
3α

2κ2
‖∇f(X)‖, α∗(X) := min

{

α,
2βκ2(1− c)

LipB[X,ρ̄(X)](∇f)

}

.

Then, for every X ∈ B[X, ρ1(X)], the inclusion B[X, α
κ2
‖∇f(X)‖] ⊆ B[X, ρ̄(X)]

holds since, for all Z ∈ B[X, α
κ2
‖∇f(X)‖],

‖Z −X‖ ≤ ‖Z −X‖+ ‖X −X‖ ≤ α

κ2
‖∇f(X)‖+ ρ1(X) ≤ ρ̄(X),

where the last inequality follows from the second inequality of (4.2). Thus, the closed
ball B[X, ρ̄(X)] satisfies the condition from Proposition 3.1. Hence, for all X ∈
B[X, ρ1(X)] ∩ Rm×n

≤r and X̃ ∈ ERFD(X ; f, r, α, α, β, c, κ1, κ2), Corollary 3.2 applies
with this closed ball, and (3.6) yields

(4.3) f(X̃) ≤ f(X)− c κ1α∗(X) s(X ; f,Rm×n
≤r )2.

Define

(4.4) δ(X) :=











c

4
κ1α∗(X) s(X; f,Rm×n

≤r )2 if r = r,

c κ1α∗(X)‖∇f(X)‖2
12(min{m,n} − r + 1)

if r < r.

Let us consider the case where r = r. On B(X, σr(X))∩Rm×n
≤r = B(X, σr(X))∩

Rm×n
r , s(·; f,Rm×n

≤r ) coincides with the norm of the Riemannian gradient of the re-

striction of f to the smooth manifold Rm×n
r , which is continuous [21, §2.1]. There-

fore, there exists ρ2(X) ∈ (0, σr(X)) such that s(B[X, ρ2(X)] ∩ Rm×n
r ; f,Rm×n

≤r ) ⊆
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[ 12 s(X; f,Rm×n
≤r ), 3

2 s(X; f,Rm×n
≤r )]. Define

ε(X) := min{ρ1(X), ρ2(X)}.

Let X ∈ B[X, ε(X)] ∩ Rm×n
≤r and Y ∈ ERFDR(X ; f, r, α, α, β, c, κ1, κ2,∆). There

exists X̃ ∈ ERFD(X ; f, r, α, α, β, c, κ1, κ2) such that f(Y ) ≤ f(X̃). Therefore, (4.1)
follows from (4.3) and (4.4), which completes the proof for the case where r = r.

Let us now consider the case where r < r. Since f is continuous at X, there exists
ρ0(X) ∈ (0,∞) such that f(B[X, ρ0(X)]) ⊆ [f(X)− δ(X), f(X) + δ(X)]. Define

ε(X) := min{∆, 1
2ρ0(X), 1

2ρ1(X)}.

Let X ∈ B[X, ε(X)] ∩ Rm×n
≤r and Y ∈ ERFDR(X ; f, r, α, α, β, c, κ1, κ2,∆). Let us

first consider the case where rankX = r. Then, by Proposition 2.2,

0 < σr(X) = σr(X)− σr(X) ≤ ‖X −X‖ ≤ ε(X) ≤ ∆.

Thus, there exist X̂ ∈ P
R

m×n
r−1

(X) and X̃R ∈ ERFD(X̂ ; f, r, α, α, β, c, κ1, κ2) such that

f(Y ) ≤ f(X̃R). Moreover, X̂ ∈ B[X, 2ε(X)] since

‖X̂ −X‖ ≤ ‖X̂ −X‖+ ‖X −X‖ ≤ σr(X) + ε(X) ≤ 2ε(X) ≤ min{ρ0(X), ρ1(X)}.

As X, X̂ ∈ B[X, ρ0(X)], it holds that

(4.5) f(X̂) ≤ f(X) + 2δ(X).

As X, X̂ ∈ B[X, ρ1(X)] ∩ Rm×n
≤r , it holds that

f(Y ) ≤ f(X̃R)

≤ f(X̂)− c κ1α∗(X) s(X̂; f,Rm×n
≤r )2

≤ f(X̂)− c κ1α∗(X)
‖∇f(X̂)‖2

min{m,n} − r + 1

≤ f(X̂)− 3δ(X)

≤ f(X)− δ(X),

where the second inequality follows from (4.3), the third from the second inequal-
ity of (2.17) since rank X̂ = r − 1, the fourth from (4.2) and (4.4), and the fifth
from (4.5). Let us now consider the case where rankX < r. There exists X̃ ∈
ERFD(X ; f, r, α, α, β, c, κ1, κ2) such that f(Y ) ≤ f(X̃). Therefore,

f(Y ) ≤ f(X̃)

≤ f(X)− c κ1α∗(X) s(X ; f,Rm×n
≤r )2

≤ f(X)− c κ1α∗(X)
r − rankX

min{m,n} − rankX
‖∇f(X)‖2

≤ f(X)− c κ1α∗(X)
‖∇f(X)‖2

min{m,n} − r + 1

≤ f(X)− 3δ(X)

≤ f(X)− δ(X),
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where the second inequality follows from (4.3), the third from the second inequality
of (2.17), and the fifth from (4.2) and (4.4).

Theorem 4.2. Consider a sequence generated by ERFDR (Algorithm 4.2). If
this sequence is finite, then its last element is B-stationary for (1.1) in the sense
of Definition 2.3. If it is infinite, then all of its accumulation points, if any, are
B-stationary for (1.1).

Proof. This follows from [15, Proposition 3.2] and Lemma 4.1.

Theorem 4.3 offers a lower bound on the rate at which s(·; f,Rm×n
≤r ) converges to

zero along all bounded subsequences of every sequence generated by ERFDR. Im-
portantly, Theorem 4.2 is not a consequence of Theorem 4.3 since, as indicated in
Section 2.2, the function s(·; f,Rm×n

≤r ) can fail to be lower semicontinuous at every

point of Rm×n
<r . The methods from [16] enjoy the same lower bound, but are not guar-

anteed to accumulate at B-stationary points of (1.1). Riemannian gradient descent [2,
§2] also enjoys this lower bound, but this fact does not imply Theorem 4.3: Rm×n

≤r is

not a manifold and, while Rm×n
r is a manifold, it is such that [2, Theorem 2.11] is

vacuous due to ̺ = 0.

Theorem 4.3. Let (Xi)i∈N be a sequence generated by ERFDR (Algorithm 4.2).
If a subsequence (Xik)k∈N is bounded, then, for all k ∈ N,

(4.6)

k
∑

l=0

s(Xil ; f,R
m×n
≤r )2 <

f(X0)− inf l∈N f(Xil)

c κ1min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

} ,

where

(4.7) ρ := sup
l∈N

(

‖Xil −X0‖+
α

κ2
‖∇f(Xil)‖

)

<∞,

thus liml→∞ s(Xil ; f,R
m×n
≤r ) = 0 and

(4.8) min
l∈{0,...,k}

s(Xil ; f,R
m×n
≤r ) <

1√
k + 1

√

√

√

√

f(X0)− inf l∈N f(Xil)

c κ1 min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

} .

If, moreover, (Xik)k∈N converges to X ∈ Rm×n
≤r , then inf l∈N f(Xil) = f(X). If

(Xi)i∈N is bounded, which is the case if the sublevel set {X ∈ Rm×n
≤r | f(X) ≤ f(X0)}

is bounded, then all accumulation points have the same image by f and, for all
ε ∈ (0,∞),

(4.9) iε := min{i ∈ N | s(Xi; f,R
m×n
≤r ) ≤ ε} ≤









f(X0)− infj∈N f(Xj)

ε2c κ1 min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

}









− 1.

Proof. The statement about the image of the accumulation points is established
in the proof of [15, Corollary 6.3]. The proof of the other statements follows that
of [12, (1.2.22)]. Observe that ‖∇f(Xi)‖ > 0 for all i ∈ N. Assume that a subse-
quence (Xik)k∈N is bounded. Let ρ be as in (4.7). Then, for all l ∈ N, it holds that
B[Xil ,

α
κ2
‖∇f(Xil)‖] ⊆ B[X0, ρ]; indeed, for all X ∈ B[Xil ,

α
κ2
‖∇f(Xil)‖],

‖X −X0‖ ≤ ‖X −Xil‖+ ‖Xil −X0‖ ≤
α

κ2
‖∇f(Xil)‖+ ‖Xil −X0‖ ≤ ρ.
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Thus, for all l ∈ N,

f(Xil+1
) ≤ f(Xil+1)

≤ f(X̃il)

≤ f(Xil)− c κ1 min

{

α,
2βκ2(1− c)

LipB[X0,ρ](∇f)

}

s(Xil ; f,R
m×n
≤r )2,

where the last inequality follows from (3.6), and hence

s(Xil ; f,R
m×n
≤r )2 ≤ f(Xil)− f(Xil+1

)

c κ1min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

} .

For all k ∈ N, summing the preceding inequality over l ∈ {0, . . . , k} yields

(k + 1) min
l∈{0,...,k}

s(Xil ; f,R
m×n
≤r )2 ≤

k
∑

l=0

s(Xil ; f,R
m×n
≤r )2

≤ f(Xi0)− f(Xik+1
)

c κ1min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

}

<
f(X0)− inf l∈N f(Xil)

c κ1min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

} ,

and (4.6) and (4.8) follow. The “moreover” statement is clear. Assume now that
(Xi)i∈N is bounded. By (4.8), for all ε ∈ (0,∞) and i ∈ N, if

1√
i+ 1

√

√

√

√

f(X0)− infj∈N f(Xj)

c κ1 min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

} ≤ ε,

i.e.,

i ≥ f(X0)− infj∈N f(Xj)

ε2c κ1min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

} − 1,

then there is j ∈ {0, . . . , i} such that s(Xj ; f,R
m×n
≤r ) ≤ ε, thus

iε ≤ j ≤









f(X0)− infj∈N f(Xj)

ε2c κ1 min
{

α, 2βκ2(1−c)
LipB[X0,ρ](∇f)

}









− 1,

and (4.9) is proven.

The analysis conducted in Sections 3 and 4.1 can be extended straightforwardly
to the case where f is only defined on an open subset of Rm×n containing Rm×n

≤r .

4.2. On the choice of ∆. Theorem 4.2 is valid for every sequence (∆i)i∈N

bounded away from zero. However, (∆i)i∈N influences the sequence generated by
ERFDR since it governs the sensitivity of the rank reduction mechanism. Every
action of the rank reduction mechanism increases both the exploration of the feasible
set and the computational cost. The parameter ∆i enables to tune the tradeoff
between exploration and low computational cost at iteration i: the smaller ∆i the
less likely the rank reduction mechanism takes action.
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5. A rank-increasing algorithm. As mentioned in Section 1, optimization
problems on the determinantal variety Rm×n

≤r appear in several applications. In prac-
tice, the parameter r influences both the computational work required by an opti-
mization algorithm to produce a solution and the quality of the solution. However,
the most suitable r, or even a suitable r, may not be known a priori. Rank-increasing
and rank-adaptive algorithms aim at overcoming this difficulty. For example, the
rank-increasing method proposed in [23, Algorithm 1] starts with a low value of r,
which is increased progressively by a given constant. This allows the algorithm to
avoid considering unnecessarily large ranks. Rank-adaptive algorithms are more so-
phisticated. For example, the Riemannian rank-adaptive method defined in [25, Al-
gorithm 3] increases or decreases the rank by an adaptively chosen amount as the
iteration proceeds, offering a tunable tradeoff between the computational cost of pro-
ducing a solution and the quality of the solution. P2GDR [15, Algorithm 6.2] and
ERFDR (Algorithm 4.2) can be used to design rank-increasing schemes. An example
based on ERFDR is given as Algorithm 5.1.

Algorithm 5.1 A rank-increasing algorithm based on ERFDR

Require: (f, r, α, α, β, c, κ1, κ2,∆, τ, ε) where f : Rm×n → R is differentiable with
∇f locally Lipschitz continuous, r < min{m,n} is a positive integer, 0 < α ≤
α <∞, β, c, τ ∈ (0, 1), κ1 ∈ (0, 1

2 ], κ2 ∈ (0, 1], and ∆, ε ∈ (0,∞).

Input: (X0, r0) such that X0 ∈ Rm×n
≤r0

, r0 ∈ {1, . . . , r}, and {X ∈ Rm×n
≤r | f(X) ≤

f(X0)} is bounded.
Output: ((Xi)

i=i∗
i=0 , (ri)

i=i∗
i=0 ) such that i∗ ∈ N ∪ {∞} and, for all i ∈ {1, . . . , i∗},

Xi ∈ Rm×n
≤ri−1

, ri ∈ {ri−1, . . . , r}, and s(Xi; f,R
m×n
≤ri−1

) ≤ τ i−1ε.
1: i← 0;
2: while s(Xi; f,R

m×n
≤ri

) > 0 do

3: Iterate ERFDR on (Xi; f, ri, α, α, β, c, κ1, κ2,∆) at least once to compute
Xi+1 ∈ Rm×n

≤ri
such that s(Xi+1; f,R

m×n
≤ri

) ≤ τ iε;
4: Choose ri+1 ∈ {ri, . . . , r};
5: i← i+ 1;
6: end while

7: i∗ ← i;

By Theorems 4.2 and 4.3, line 3 terminates; (4.9) even provides an upper bound
on the number of ERFDR iterations required. There is no constraint on the choice to
be made in line 4; the choice can be made, e.g., based on information depending on the
application or by using a rank-increasing mechanism such as that in [25, Algorithm 3].

If i∗ < ∞, then s(Xi∗ ; f,R
m×n
≤ri∗

) = 0. Otherwise, since (ri)i∈N is in N, mono-

tonically nondecreasing, and upper bounded by r, there exists r ∈ {r0, . . . , r} such
that ri = r for all i ∈ N large enough. Thus, Corollary 5.1 readily follows from
Theorems 4.2 and 4.3.

Corollary 5.1. Let ((Xi)
i=i∗
i=0 , (ri)

i=i∗
i=0 ) be generated by Algorithm 5.1. If i∗ <

∞, then Xi∗ is B-stationary on Rm×n
≤ri∗

, i.e., s(Xi∗ ; f,R
m×n
≤ri∗

) = 0. Otherwise, letting

r denote the limit of (ri)i∈N:
1. each of the accumulation points of (Xi)i∈N, of which there exists at least one,

is B-stationary on Rm×n
≤r , i.e., is a zero of s(·; f,Rm×n

≤r );

2. limi→∞ s(Xi; f,R
m×n
≤r ) = 0;

3. all accumulation points of (Xi)i∈N have the same image by f .
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Corollary 5.1 is stronger than [25, Theorem 2]. Furthermore, the latter relies on
[25, Assumption 6], which can fail to be satisfied even by polynomial functions [14,
Proposition 7.21].

ERFDR can be replaced with P2GDR in Algorithm 5.1. By [15, Theorem 6.2
and Corollary 6.3], a result analogous to Corollary 5.1 holds.

6. The CRFD map and the CRFDR algorithm. The CRFD map is intro-
duced in Definition 6.3 as a subclass of the ERFD map (Algorithm 3.1) based on
Propositions 6.1 and 6.2. It exploits the idea raised at the end of Section 2.2 of
finding a computationally cheaper surrogate for (2.15) when the rank of the input is
smaller than r. The CRFDR map, which is the iteration map of CRFDR and uses
the CRFD map as a subroutine, is also introduced in Definition 6.3.

Proposition 6.1. For every closed cone C ⊆ Rm×n,

inf
X∈Rm×n\{0m×n}

‖PC(X)‖
‖X‖ = min

X∈∂B(0m×n,1)
‖PC(X)‖,

and this quantity is positive if and only if C∗ = {0m×n}.
Proof. Let C ⊆ Rm×n be a closed cone. For all X ∈ Rm×n \ {0m×n} and λ ∈

(0,∞),

d(λX, C) = inf
Y ∈C
‖λX − Y ‖ = λ inf

Y ∈C
‖X − Y

λ
‖ = λ inf

Y ∈C
‖X − Y ‖ = λd(X, C).

Thus, by Proposition 2.1, for all X ∈ Rm×n \ {0m×n},

‖PC(X)‖
‖X‖ =

√

‖X‖2 − d(X, C)2
‖X‖

=

√

1−
(

d(X, C)
‖X‖

)2

=

√

1− d(
X

‖X‖ , C)
2

= ‖PC(
X

‖X‖)‖.

Hence,

inf
X∈Rm×n\{0m×n}

‖PC(X)‖
‖X‖ = inf

X∈∂B(0m×n,1)
‖PC(X)‖.

The equality follows from the extreme value theorem. The “if and only if” statement
follows from Proposition 2.1.

Proposition 6.2. Let X ∈ Rm×n
<r and r := rankX. Let C ⊆ Rm×n

≤r−r be a closed

cone such that C∗ = {0m×n}. Then, every G ∈ PC(−∇f(X)) satisfies (3.1) with
κ1 = min

Y ∈∂B(0m×n,1)
‖PC(Y )‖2 and κ2 = 1 and X + αG ∈ Rm×n

≤r for all α ∈ (0,∞).

Proof. Let Z := −∇f(X) and G ∈ PC(Z). By Propositions 2.1 and 6.1 and the
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first inequality of (2.17),

〈Z,G〉 = ‖G‖2

= ‖PC(Z)‖2

≥ min
Y ∈∂B(0m×n,1)

‖PC(Y )‖2‖Z‖2

≥ min
Y ∈∂B(0m×n,1)

‖PC(Y )‖2 s(X ; f,Rm×n
≤r )2,

which establishes the first statement. The second statement holds by subadditivity
of the rank.

Definition 6.3. The ERFD map (Algorithm 3.1) is called the CRFD map if,
given an input X ∈ Rm×n

≤r of rank denoted by r, the element of Rm×n to be chosen
in line 1 is selected in P (

T
R
m×n
≤r

(X)
(−∇f(X)) if r = r and in PC(−∇f(X)) if r < r,

where C ⊆ Rm×n
≤r−r is a closed cone satisfying the following properties:

1. minY ∈∂B(0m×n,1) ‖PC(Y )‖2 ≥ κ1;
2. computing a projection onto C and an SVD of this projection is at most as

expensive as computing the Frobenius norm of an element of Rm×n.
The ERFDR map is called the CRFDR map if it uses the CRFD map in lines 1 and 4.

Examples of a closed cone C ⊆ Rm×n
≤1 satisfying the requirements of Definition 6.3

for all X ∈ Rm×n
<r are given in Table 6.1.

C min
X∈∂B(0m×n,1)

‖PC(X)‖2

all elements of Rm×n with at most one nonzero entry 1/mn

all elements of Rm×n with at most one nonzero row 1/m

all elements of Rm×n with at most one nonzero column 1/n

Table 6.1

Examples of a closed cone C ⊆ Rm×n

≤1
satisfying the requirements of Definition 6.3 for all

X ∈ Rm×n

<r
.

Proposition 6.2 still holds if “PC(−∇f(X))” and “κ2 = 1” are replaced with
“P (

T
R
m×n
r

(X)
(−∇f(X)) + PC(−∇f(X))” and “κ2 = 1

2”, respectively. This defines a

potentially interesting alternative to the CRFD map.

7. Practical implementation and computational cost of the CRFDR
map. Following [13, §7], this section compares the computational cost of the CRFDR
map (Definition 6.3) with that of the RFDR map [13, Algorithm 2] (Section 7.2) and
that of the RFD map [13, Algorithm 1] (Section 7.3). The comparison is based on
detailed implementations of these algorithms involving only evaluations of f and ∇f ,
a projection onto a closed cone C as in Definition 6.3, an SVD of this projection, and
some operations from linear algebra:

1. matrix multiplication requiring at most 2mnr flops;
2. QR factorization with column pivoting [5, Algorithm 5.4.1] of a matrix with

m or n rows and at most r columns;
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3. small-scale SVD, i.e., the matrix to decompose is m-by-r, r-by-n, or its di-
mensions are at most r;

4. large-scale SVD, i.e., truncated SVD of rank at most r − r of an m-by-n
matrix whose rank can be as large as min{m,n}− r, with r ∈ {0, . . . , r− 1}.

The SVD terminology is that from Section 2.1. In this list, only the (truncated) SVD
relies on a convergent algorithm rather than an algorithm with finite complexity such
as those for QR factorization. Furthermore, if C is chosen among the examples given
in Table 6.1, then projecting onto C amounts to find, in an m-by-n matrix, the entry
of maximal absolute value or the row or column of maximal Frobenius norm, and an
SVD of the projection is readily available.

7.1. Detailed implementation of the CRFDR map. Detailed implementa-
tions of the RFDR and CRFDR maps are given in [13, Algorithms 8] and Algo-
rithm 7.2, respectively.1 Algorithm 7.2 uses as a subroutine Algorithm 7.1, which is
a detailed implementation of the CRFD map. Those algorithms work with factoriza-
tions of the involved matrices as much as possible.

Algorithm 7.1 involves one evaluation of ∇f (in line 1), at most

(7.1) 1 + max

{

0,

⌈

ln

(

2(1− c)

αLipB[X,α‖∇f(X)‖](∇f)

)

/ ln(β)

⌉}

evaluations of f (in the while loop that is executed), at most one projection onto C and
an SVD of this projection (in line 21), zero or two QR factorization(s) with column
pivoting of a matrix with m or n rows and at most r columns (in line 23), matrix
multiplications requiring at most 2mnr flops [5, Table 1.1.2], and one small-scale SVD
(just after the while loop that is executed). The upper bound (7.1) follows from (3.4).

If the input is 0m×n, then the QR factorizations in line 23 and the small-scale
SVD in line 27 are not needed.

The input and output of Algorithm 7.1 are SVDs because it is a subroutine of
Algorithm 7.2, which requires an SVD as input.

1Matlab implementations of RFDR and CRFDR based on these detailed implementations are
available at https://github.com/golikier/BouligandStationarityLowRankOptimization.

https://github.com/golikier/BouligandStationarityLowRankOptimization
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Algorithm 7.1 Detailed CRFD map via SVDs

Require: (f, r, α, β, c, κ1) where f : Rm×n → R is differentiable with ∇f locally
Lipschitz continuous, r < min{m,n} is a positive integer, α ∈ (0,∞), β, c ∈ (0, 1),
and κ1 ∈ (0, 1

2 ].
Input: (U,Σ, V ) where UΣV ⊤ ∈ Rm×n

r is an SVD and r ∈ {0, . . . , r}.
Output: (Ũ , Σ̃, Ṽ ) where Ũ Σ̃Ṽ ⊤ ∈ Rm×n

r̃ is an SVD, r̃ ∈ {0, . . . , r}, and Ũ Σ̃Ṽ ⊤ ∈
ERFD(UΣV ⊤; f, r, α, α, β, c, κ1, 1).

1: G← −∇f(UΣV ⊤);
2: if r = r then

3: G1 ← U⊤G; G2 ← GV ; s1 ← ‖G1‖2; s2 ← ‖G2‖2;
4: if s1 ≥ s2 then

5: X2 ← ΣV ⊤;
6: while f(U(X2 + αG1)) > f(UΣV ⊤)− c α s1 do ⊲

UG1 ∈ P (

T
R
m×n
≤r

(UΣV ⊤)
(G).

7: α← αβ;
8: end while

9: Compute an SVD ŨΣ̃Ṽ ⊤ ∈ Rr×n
r̃ of X2 + αG1;

10: Ũ ← UŨ ;
11: else

12: X1 ← UΣ;
13: while f((X1 + αG2)V

⊤) > f(UΣV ⊤)− c α s2 do ⊲
G2V

⊤ ∈ P (

T
R
m×n
≤r

(UΣV ⊤)
(G).

14: α← αβ;
15: end while

16: Compute an SVD ŨΣ̃Ṽ ⊤ ∈ Rm×r
r̃ of X1 + αG2;

17: Ṽ ← V Ṽ ;
18: end if

19: else

20: Choose, e.g., in Table 6.1, a closed cone C ⊆ Rm×n
≤r−r satisfying the requirements

of Definition 6.3;
21: Choose G ∈ PC(G) and write it via SVD as G = UΣV ⊤ ∈ Rm×n

r ; ⊲ Recall
that 1 ≤ r ≤ r − r.

22: s← ‖Σ‖2;
23: Compute QR factorizations with column pivoting [U U ] = ÛR1 and [V V ] =

V̂ R2 where Û ∈ St(r1,m), V̂ ∈ St(r2, n), and r1, r2 ∈ {max{r, r}, . . . , r + r};
24: while f(ÛR1 diag(Σ, αΣ)R

⊤
2 V̂

⊤) > f(UΣV ⊤)− c α s do

25: α← αβ;
26: end while

27: Compute an SVD Ũ Σ̃Ṽ ⊤ ∈ Rr1×r2
r̃ of R1 diag(Σ, αΣ)R

⊤
2 ;

28: Ũ ← ÛŨ ; Ṽ ← V̂ Ṽ ;
29: end if

30: Return (Ũ , Σ̃, Ṽ ).

In the worst case, i.e., if the input has rank r and its smallest singular value is
smaller than or equal to ∆, then Algorithm 7.2 calls Algorithm 7.1 twice. In the first
call, applied to the input, lines 3 to 18 are executed. In the second call, applied to
a projection of the input onto Rm×n

r−1 , it holds that r = r − 1, hence lines 20 to 28
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are executed. If r > 1, then, besides matrix multiplications, the two calls require
two evaluations of ∇f , at most two times (7.1) evaluations of f , one projection onto
the closed cone C, an SVD of this projection, two QR factorization(s) with column
pivoting of a matrix with m or n rows and r columns, and two small-scale SVDs.

Algorithm 7.2 Detailed CRFDR map

Require: (f, r, α, β, c, κ1,∆) where f : Rm×n → R is differentiable with ∇f locally
Lipschitz continuous, r < min{m,n} is a positive integer, α ∈ (0,∞), β, c ∈ (0, 1),
κ1 ∈ (0, 12 ], and ∆ ∈ (0,∞).

Input: (U,Σ, V ) where UΣV ⊤ ∈ Rm×n
r is an SVD and r ∈ {0, . . . , r}.

Output: (Ũ , Σ̃, Ṽ ) where Ũ Σ̃Ṽ ⊤ ∈ Rm×n
r̃ is an SVD, r̃ ∈ {0, . . . , r}, and Ũ Σ̃Ṽ ⊤ ∈

ERFDR(UΣV ⊤; f, r, α, α, β, c, κ1, 1,∆).
1: (Ũ , Σ̃, Ṽ )← Algorithm 7.1(U,Σ, V ; f, r, α, β, c, κ1);
2: if r = r and Σ(r, r) ≤ ∆ then

3: (ŨR, Σ̃R, Ṽ R) ← Algorithm 7.1(U(:, 1:r − 1),Σ(1:r − 1, 1:r − 1), V (:, 1:r −
1); f, r, α, β, c, κ1);

4: if f(ŨRΣ̃R(Ṽ R)⊤) < f(Ũ Σ̃Ṽ ⊤) then
5: (Ũ , Σ̃, Ṽ )← (ŨR, Σ̃R, Ṽ R);
6: end if

7: end if

8: Return (Ũ , Σ̃, Ṽ ).

7.2. Comparison with the RFDR map. Table 7.1 summarizes the operations
required by [13, Algorithm 8] and Algorithm 7.2, matrix multiplication excluded, in
the case where r > 1, the input has rank r, and its smallest singular value is smaller
than or equal to ∆. The only difference is that, where [13, Algorithm 8] requires a
large-scale SVD, Algorithm 7.2 merely requires a projection onto C, an SVD of this
projection, and two QR factorizations with column pivoting of a matrix with m or n
rows and r columns.

Operation [13, Algorithm 8] (RFDR) Algorithm 7.2 (CRFDR)

evaluation of f at most 2 · (7.1) at most 2 · (7.1)
evaluation of ∇f 2 2
QR 0 2
small-scale SVD 2 2
large-scale SVD 1 0
SVD-projection onto C 0 1

Table 7.1

Operations required by [13, Algorithm 8] and Algorithm 7.2, matrix multiplication excluded, in
the case where r > 1, the input has rank r, and its smallest singular value is smaller than or equal
to ∆. “QR” means QR factorization with column pivoting of a matrix with m or n rows and r
columns. “SVD-projection onto C” means computing a projection onto C and writing it as an SVD,
which is straightforward if C is chosen from Table 6.1.

7.3. Comparison with the RFD map. RFD [21, Algorithm 4] does not satisfy
the property that accumulation points are B-stationary for (1.1) [13, §8] whereas, as
shown above, CRFDR does. This comes at a computational cost which, however, is
the least amongst all methods that satisfy the property. In the typical case where
the sequence generated by RFD is contained in Rm×n

r , this computational overhead
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is twofold. First, the iterates of CRFDR are stored as SVDs, while those of RFD
merely need to be stored in a format that reveals the rank and orthonormal bases of
the row and column spaces. Second, given an input X ∈ Rm×n

r such that σr(X) ≤ ∆,
the CRFDR map applies the CRFD map to X̂ ∈ P

R
m×n
r−1

(X); X̂ is readily avaible

since the iterates are stored as SVDs. This involves the following: (i) computing an
arbitrary projection of −∇f(X̂) onto a closed cone as in Definition 6.3 and writing it
as an SVD, which requires no computational overhead beyond evaluating −∇f(X̂) if
C is the first example given in Table 6.1; (ii) at most (7.1) evaluations of f ; (iii) two
QR factorizations with column pivoting of a matrix with m or n rows and r columns;
(iv) one SVD of a matrix whose dimensions are at most r.

8. Conclusion. PGD, P2GDR, RFDR, HRTR, and some of their hybridizations
are the only algorithms in the literature guaranteed to generate a sequence in Rm×n

≤r

whose accumulation points are B-stationary for (1.1) in the sense of Definition 2.3.
All these algorithms can require SVDs or eigenvalue decompositions that are compu-
tationally prohibitive in the typical case where r ≪ min{m,n} if ∇f does not have
low rank. Among them, RFDR is the most parsimonious with these computationally
expensive operations.

The main contribution of this paper is CRFDR (Definition 6.3), a modifica-
tion of RFDR that generates a sequence in Rm×n

≤r whose accumulation points are
B-stationary for (1.1), while requiring none of the computationally expensive opera-
tions mentioned in the preceding paragraph (Table 7.1). In the class of algorithms
generating a sequence in Rm×n

≤r whose accumulation points are provably B-stationary
for (1.1), CRFDR is that with the smallest computational overhead compared with
RFD [21, Algorithm 4], which is not in that class [13, §8]; see Section 7.3. The mea-
sure of B-stationarity defined in (2.1) converges to zero along bounded subsequences
at a rate at least O(1/

√
i+ 1), where i is the iteration counter. A side contribution of

this paper is a rank-increasing scheme (Algorithm 5.1), which can be of interest if the
parameter r in (1.1) is potentially overestimated. A promising perspective is to use
CRFDR to design hybrid algorithms based on the framework presented in [15, §3].
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