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Abstract

In this paper, we introduce a data augmentation
approach specifically tailored to enhance inter-
sectional fairness in classification tasks. Our
method capitalizes on the hierarchical structure
inherent to intersectionality, by viewing groups
as intersections of their parent categories. This
perspective allows us to augment data for
smaller groups by learning a transformation
function that combines data from these parent
groups. Our empirical analysis, conducted on
four diverse datasets including both text and
images, reveals that classifiers trained with this
data augmentation approach achieve superior
intersectional fairness and are more robust to
“leveling down” when compared to methods
optimizing traditional group fairness metrics.

1 Introduction

The primary objective of fair machine learn-
ing is to create models that are free from dis-
criminatory behavior towards subgroups within
the population. These subgroups are often de-
fined based on sensitive demographic attributes
such as gender (e.g., Male/Female), race (e.g.,
African-American/European-American), or age
(e.g., young/old). To address the above challenge,
various strategies have been devised, including pre-
processing datasets (Kamiran and Calders, 2012;
Feldman et al., 2015), modifying the training pro-
cess (Cotter et al., 2019; Lohaus et al., 2020),
and calibrating outputs of trained models (Iosi-
fidis et al., 2019; Chzhen et al., 2019). Predom-
inantly, these methods have focused on settings
where sensitive groups are identified by a single
demographic attribute. However, recent studies
(Yang et al., 2020; Buolamwini and Gebru, 2018;
Kirk et al., 2021) demonstrate that ensuring fair-
ness for an individual attribute does not guarantee
intersectional fairness, which arises when consid-
ering multiple attributes concurrently (for example,
comparing Male European-Americans or Female
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Figure 1: Snippet of the hierarchical structure found
in intersectional fairness for Twitter Hate Speech
Dataset (Huang et al., 2020) with 3 sensitive attributes.
Here, ’M’ stands for Male, ’AA’ African American,
and ’U45’ age under 45 years. The group labeled
’M,AA,U45’, represents African American men who are
less than 45 years old, and has parent groups ’M,AA’,
’M,U45’, and ’AA,U45’. For each group, the number
of examples is reported. The deeper we go in this hier-
archical structure, the smaller the number of examples.
Our approach consists in generating additional data for
smaller groups by combining data from parent groups.

African-Americans). For instance, Buolamwini
and Gebru (2018) found that several face recogni-
tion systems exhibit significantly higher error rates
for darker-skinned females than for lighter-skinned
males. These observations are inline with the hy-
pothesis of Crenshaw (1989) that multiple sensitive
attributes “intersect” to create unique effects.

In response to emerging challenges, there has
been a notable shift towards intersectionality in
fair machine learning research (Filippi et al., 2023;
Foulds et al., 2020). Among them, recent stud-
ies (Maheshwari et al., 2023; Zietlow et al., 2022;
Mittelstadt et al., 2023) have highlighted that sev-
eral methods improve intersectional fairness by ac-
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tually harming the subgroups. In other words, they
tend to decrease performance over individual sub-
groups to achieve better overall fairness, an effect
referred to as “leveling down”.

In this work, we hypothesize that leveling down
can be countered by generating additional data for
smaller groups so as to improve their representa-
tion. To this end, we propose a data augmenta-
tion mechanism that utilizes the hierarchical struc-
ture inherent to intersectionality. More precisely,
we augment subgroups by modifying and combin-
ing data from parent groups (which generally have
more examples). Figure 1 illustrates this hierarchi-
cal structure for the Twitter Hate Speech Dataset,
showing how the group ’African American, Male,
under 45’ is composed of ’Male, African Ameri-
can’, ’Male, under 45’, and ’African American, un-
der 45’ groups. It also highlights the data scarcity
challenge, showing that the number of samples of-
ten decreases sharply as we consider more intersec-
tions. For example, the ’African American, Male,
under 45’ group has 3,277 instances, whereas the
’Male’ group has 14,171 instances.

In order to produce valuable examples despite
limited data availability, we propose a simple pa-
rameterization of the generative model and train it
using a loss based on Maximum Mean Discrepancy
(MMD) (Gretton et al., 2012). This loss quantifies
the difference between the original examples from
a group and the examples generated by combining
examples from its parent groups. Then, we train a
classifier on the combination of original and gener-
ated examples, using equal sampling (Kamiran and
Calders, 2009; González-Zelaya et al., 2021). The
first step increases the diversity of examples the
classifier is trained on, thereby improving general-
ization, while the latter ensures that equal impor-
tance is given to all subgroups instead of focusing
more on larger groups. We empirically evaluate
the quality and diversity of the generated examples
and their impact on fairness and accuracy. Our re-
sults on various datasets show that our proposed
approach consistently improves fairness, without
harming the groups and at a small cost in accuracy.

2 Related Work

In this section, we provide a brief overview of ap-
proaches which specifically optimize intersectional
fairness. For a more detailed overview, please refer
to Appendix A. Foulds et al. (2020) introduced an
in-processing technique that incorporates an inter-

sectional fairness regularizer into the loss function,
balancing fairness and accuracy. Conversely, Mo-
rina et al. (2019) suggests a post-processing mech-
anism that adjusts the threshold of the classifier
and randomizes predictions for each subgroup in-
dependently. InfoFair (Kang et al., 2022) adopts a
distinct approach by minimizing mutual informa-
tion between predictions and sensitive attributes.
Recently, research has begun to explore the phe-
nomenon of “leveling down” in fairness. Mahesh-
wari et al. (2023); Mittelstadt et al. (2023) argue
that the strictly egalitarian perspective of current
fairness measures contributes to this phenomenon.
Meanwhile, Zietlow et al. (2022) demonstrates lev-
eling down in computer vision contexts and intro-
duces an adaptive augmented sampling strategy
using generative adversarial networks (Goodfellow
et al., 2014) and SMOTE (Chawla et al., 2002).
Our work aligns with these developments; how-
ever, we propose a modality-independent technique
that effectively leverages the intrinsic hierarchical
structure of intersectionality.

3 Problem Statement

Let p denote the number of distinct sensitive axes
of interest, which we denote as A1, . . . ,Ap. Each
of these sensitive axes is a set of discrete-valued
sensitive attributes.

Consider a feature spaceX , a finite discrete label
space Y . Let D be an unknown distribution over
X × Y ×A1 × · · · × Ap which can be written as:

D = P (X,Y,A1, · · · , Ap) (1)

We define a sensitive group g as any p-
dimensional vector in the Cartesian product set
G = A1 × · · · × Ap of the sensitive axes. For in-
stance, a sensitive group g ∈ G can be represented
as (a1, . . . , ap) with corresponding distribution as:

Dg = P (X,Y,A1 = a1, · · · , Ap = ap)

We also introduce a more general group than g
called g\i, referred to as the parent group in which
the i-th sensitive axis is left underspecified. It
can be represented as (a1, · · · , ai−1, ai+1, · · · , ap)
where i ∈ {1, . . . , p}. The distribution over such a
group can be written as:

Dg\i =
∑

ai∈Ai
P (X,Y,A1 = a1,

· · · , Ai = ai , · · · , Ap = ap)
(2)

In our example above, if group g is {male, Euro-
pean American, under 45}, then the corresponding



parent groups are: {male, European American},
{male, under 45}, {European American, under 45}.

Finally, in this work, we focus on classification
problems and assume K distinct labels. We will
denote the distribution of a group conditioned on
same label k by Dg|Y=k.

Problem Statement: As standard in machine
learning, D is generally unknown and instead
we have access to a finite dataset T =
{(xj , yj ,gj)}nj=1 consisting of n i.i.d examples
sampled from D. This sample can be rewritten
as T =

⋃
g∈G Tg where Tg represents the subset

of examples from group g. Examples belonging to
parent group g\i are denoted by:

Tg\i =
⋃

ai∈Ai
Ta1,··· ,ai ,···ap (3)

The goal of fair machine learning is then to learn
an accurate model h ∈ H, such that h : X → Y is
fair with respect to a given group fairness definition
like Equal Opportunity (Hardt et al., 2016), Equal
Odds (Hardt et al., 2016), Accuracy Parity (Zafar
et al., 2017), etc.

4 Approach

In this work, we introduce a novel approach for gen-
erating data that leverages the underlying structure
of intersectional groups. We begin by highlight-
ing the structural properties of interest, and then
present our data generation mechanism. Note that
in this work, we treat data as vectors, which allows
us to encompass a wide range of modalities includ-
ing images and text. To convert data into vector
representations, we may use pre-trained encoders.

4.1 Structure of the Data

Using the notations introduced in the previous sec-
tion, we make the following simple but crucial
observation about the structure of the data:

Tg =
⋂p

i=1 Tg\i and Tg ⊂ Tg\i∀i ∈ {1, . . . , p}.

In other words, the intersection of immediate par-
ent groups constitutes the target group g, with each
parent group containing more examples than the
target group itself. For example, all instances of
the group Female African American are also part
of both the Female and African American groups.
Moreover, the common instances between the Fe-
male and African American groups collectively
define the Female African American group.

4.2 Data Generation
Our goal is to learn a generative function genθ,k

such that, given a dataset T , a group g, and
task label k, the generated distribution Zgen ∼
genθ,k(T ,g) is similar to the true distribution
Dg|Y=k. Based on the above observations, we
propose to generate examples for group g by com-
bining and transforming the examples from the
corresponding parent groups. This can be achieved
by appropriate parameterizations of genθ,k which
we describe next.

Parameterization of the Generative Function:
In this work, we explore the use of two simple
choices for the generative function genθ,k(T ,g)
that generates an example Zgen = (Xgen, k,g) for
a given group g and label k. The first parameteri-
zation is:

Xgen =
∑p

i=1 λiXg\i (4)

with Zg\i = (Xg\i , k,g\i) ∼ Dg\i|Y=k. In the
above equation, λ = (λ1, . . . , λp) ∈ Rp are the
parameters to optimize based on the loss we define
below. In other words, we generate data for group
g by forming weighted combinations of examples
from its parent groups.

The second parameterization we consider is:

Xgen =
∑p

i=1W ·XT
g\i , (5)

where W ∈ Rd×d is a diagonal matrix with d
parameters where d is the dimension of the encoded
inputs. Here, we use a uniform combination of
examples from parent groups, but learn weights for
the different features of the representation.

Given the limited data available for many groups,
we opt to share parameters across them instead of
learning specific parameters for each group. This
approach, combined with the relatively simple pa-
rameterizations of the generative function, serves
to reduce the risk of overfitting (recall that in prac-
tice we have very limited data for many groups).
However, we still learn a separate model for each la-
bel, i.e., genθ,k(T ,g) ∀k ∈ K, to avoid the added
complexity of jointly learning X × Y .

Training the Generative Models: To train the
generative model genθ,k, we minimize a loss based
on Maximum Mean Discrepancy (MMD). MMD is
a non-parametric kernel-based divergence used to
assess the similarity between distributions by using
samples drawn from those distributions (Gretton



et al., 2012). Formally, the MMD between two
samples S = (z1, . . . , zm) and S′ = (z′1, . . . , z

′
m)

can be written as

MMD2(S, S′) = 1
m(m−1)

[∑
i

∑
j ̸=i k(zi, zj)

+
∑

i

∑
j ̸=i k(z

′
i, z

′
j)
]
+ 1

m2

∑
i

∑
j k(zi, z

′
j)

where k is a reproducing kernel. In this work, we
use the radial basis function kernel k : (z, z′) 7→
exp(∥z − z′∥2 /2σ2) where σ is a free parameter.
For completeness, more details about MMD are
given in Appendix B

Our loss function is the MMD between the gen-
erated samples and the samples from group g, to
which we add the MMD between the generated
samples and those from its parent groups.1 For-
mally, this can be written as:

Lg,k(θ) = MMD(Sgen, Sg,k)+∑p
i=1MMD(Sgen, Sg\i,k),

(6)

where Sgen is a batch of examples generated from
genθ,k, Sg,k and Sg\i,k are batches of examples
respectively drawn from Dg|Y=k and Dg\i|Y=k.
Since Dg|Y=k and Dg\i|Y=k are unknown, we ap-
proximate them with the empirical distribution
by sampling with replacement from Tg|Y=k and
Tg\i|Y=k. Appendix C details the precise training
process to learn the generative models.

Training Classifiers on Augmented Data: Af-
ter training the generative models genθ,k, we use
them to create additional training data. Specifically,
for a group g, we sample examples from its cor-
responding parent groups and pass these samples
through the generative models as previously de-
scribed. In this way, we can generate additional
data for smaller groups that we use to augment the
original training dataset, so as to enhance their rep-
resentation in downstream tasks. As we will see in
the next section, this helps to improve the fairness
of the classifier.

Alternative formulations: An alternative ap-
proach to learn genθ,k involves using a genera-
tive adversarial network (GAN) (Goodfellow et al.,
2014). In this setup, the adversary aims to differen-
tiate between two distributions, while the encoder
strives to mislead the adversary. However, training
GANs presents notable challenges (Thanh-Tung
and Tran, 2020; Bau et al., 2019), including the

1In our preliminary set of experiments, we found this addi-
tional term brought more diversity in the generated examples.

risk of mode collapse, the complexity of nested op-
timization, and substantial computational demands.
By contrast, MMD is more straightforward to im-
plement and train, with significantly less computa-
tional burden. We also note that, while this work
primarily employs MMD, our methodology can be
adapted to work with other divergences between
distributions, such as Sinkhorn Divergences and
the Fisher-Rao Distance. We keep the exploration
of other choices of divergences for future work.

5 Experiments

Our experiments are designed to (i) assess the qual-
ity of the data generated by our approach, and (ii)
examine the influence of this data on fairness with
a focus on avoiding leveling down as well as maxi-
mizing the classification performance for the worst-
off group. Before presenting results, we start by
outlining the datasets, baselines, and fairness met-
rics we employ. The code base is available here2.

Datasets: To demonstrate the broad applicability
of our proposed approach, we used four diverse
datasets varying in size, demographic diversity,
and modality, encompassing both text and images.
These datasets are: (i) Twitter Hate Speech (Huang
et al., 2020) comprising of tweets annotated with
4 demographic attributes; (ii) CelebA (Liu et al.,
2015) composed of human face images annotated
with various attributes; (iii) Numeracy (Abbasi
et al., 2021) compiles free text responses denot-
ing the numerical comprehension capabilities of
individuals; and (iv) Anxiety (Abbasi et al., 2021):
indicative of a patient’s anxiety levels. Experimen-
tal setup, splits, and preprocessing are identical to
those of Maheshwari et al. (2023). Detailed de-
scriptions are available in the Appendix D.1.

Methods: We benchmark against 6 baselines,
encompassing both generative approaches and
methods optimizing for intersectional fairness:
(i) Unconstrained solely optimizes model ac-
curacy, ignoring any fairness measure; (ii)
Adversarial adds an adversary (Li et al., 2018)
to Unconstrained, implementing standard adver-
sarial learning approach; (iii) FairGrad (Mahesh-
wari and Perrot, 2022) is an in-processing iterative
method that adjusts gradients for groups based on
fairness levels; (iv) INLP (Ravfogel et al., 2020) is
a post-processing approach that iteratively trains a

2Please check the supplementary material. The final ver-
sion will be released on GitHub with camera ready version.



classifier and then projects the representation on its
null space; (v) Fair MixUp (Chuang and Mroueh,
2021) is a generative approach which enforces fair-
ness by forcing the model to have similar predic-
tions on samples generated by interpolating exam-
ples belonging to different sensitive groups; (vi) DF
Classifier (Foulds et al., 2020) adds a regulariza-
tion tailored to improve intersectional fairness. Our
approach Augmented is same as Unconstrained,
but trained on data generated via our proposed data
generation mechanism.

In all experiments we employ a three-layer fully
connected neural network with hidden layers of
sizes 128, 64, and 32 as our classifier. Further-
more, we use ReLU as the activation with dropout
fixed to 0.5. Cross-entropy loss is optimized in
all cases, employing the Adam optimizer (Kingma
and Ba, 2015) with its default parameters. Finally,
for text-based datasets we encode the text using
bert-base-uncased (Devlin et al., 2019) and for im-
ages we employ a pre-trained ResNet183 (He et al.,
2016). Finally, we use equal sampling as shown ef-
fective in previous works (Maheshwari et al., 2023;
Kamiran and Calders, 2009; González-Zelaya et al.,
2021), ensuring equal number of examples for each
group. The number of examples, treated as a hyper-
parameter, spans a spectrum from undersampling
to oversampling regime. For more detailed descrip-
tion of hyperparameters and compute infrastructure,
please refer to Appendix D.2.

To generate data for Augmented, we employ the
generative function as described in Section 4.2.
More specifically, our initial experiments suggest
that employing a simpler model with fewer param-
eters (Equation 4) for the positive class, and a more
complex model with a larger number of parame-
ters for the negative class (Equation 5), leads to an
enhanced fairness-accuracy trade-off, when using
the False Positive rate as fairness measure. Conse-
quently, for the positive class, we implement the
function detailed in Equation 4, and for the negative
class, we apply the model specified in Equation 5.

Fairness Metrics: To assess unfairness, we uti-
lize two fairness definitions specifically designed
for the context of intersectional fairness: α-
Intersectional Fairness (IFα) (Maheshwari et al.,
2023) and Differential Fairness (DF) (Foulds et al.,
2020). Detailed descriptions of these metrics are
provided in the Appendix (Section D.3).

For the performance measure m associated with
3https://pytorch.org/vision/stable/models.html

these definitions, we focus on False Positive Rate.
Formally, for a group g, m is given by:

m(hθ, Tg) = 1− P (hθ(x) = 0|(x, y) ∈ Tg, y = 1)

To estimate these empirical probabilities, we
adopt the bootstrap estimation method proposed
by Morina et al. (2019). We generate 1000 datasets
by sampling from the original dataset with re-
placement. We then estimate the probabilities on
this dataset using a smoothed empirical estimation
mechanism and then average the results over all
the sampled datasets. In addition to these fairness
metrics, we report the performance measure for
both the best and worst-performing groups.

Utility metric: In order to evaluate the utility of
various methods, we employ balanced accuracy.

5.1 Quality of Generated Data
In this experiment, we assess the quality and diver-
sity of data generated by our approach. Our goal
is to generate data that resemble the overall distri-
bution of real data, while ensuring the generated
examples remain distinct from the original samples.
To this end, we propose two evaluations:

• Diversity: for each generated example, we
identify the most similar example in the real
dataset. If the generated sample closely resem-
bles a real one, the distance between the gen-
erated and real examples will be substantially
smaller than between distinct real examples.

• Distinguishability: we train a classifier to dif-
ferentiate between generated and real datasets.
If the classifier’s accuracy approaches that of
a random guess, it suggests the empirical dis-
tributions of the generated and real data are
similar.

In both experiments, we report metrics based on
the entire dataset rather than computing averages
for each group and then aggregating averages.

5.1.1 Diversity
In this experiment, we use cosine similarity as a
measure of closeness.

We generate 1000 examples and randomly select
an equivalent number from the actual (real) dataset.
For each real example, we find its nearest counter-
part within the actual dataset to establish a baseline,
termed ’R-R’. Then, for every generated example,
we identify the closest match in the actual dataset,



Dataset G-R R-R G-G

CelebA 0.46 0.48 0.44
Numeracy 0.51 0.58 0.45
Anxiety 0.51 0.59 0.46
Twitter Hate Speech 0.47 0.53 0.45

Table 1: Analyzing the similarity of a generated sample
with existing sample. For clarity and ease of readability,
we have omitted the standard deviation in our reporting,
as it remained below ± 0.01 across all settings.

Dataset Accuracy

CelebA 0.52 ± 0.011
Numeracy 0.64 ± 0.012
Anxiety 0.64 ± 0.019
Twitter Hate Speech 0.57 ± 0.022

Table 2: Accuracy of a classifier to distinguish between
real and generated sample over various datasets. The
value of 0.5 represents a random classifier, while 1.0 is
a perfect classifier.

referred to as ’G-R’. To further assess diversity, we
also present results of the closest match of each
generated sample in the generated dataset, called
’G-G’. The results of this experiment are presented
in Table 1.

Across all datasets, we observe that the distance
between generated and real examples is similar to
the distance observed between two real examples.
In each dataset, the closeness between G-R pairs
is less than that observed in R-R pairs. Moreover,
the G-G pairs exhibit lower similarity scores com-
pared to R-R pairs, suggesting greater diversity in
the generated dataset. Based on these results, we
conclude that the generated examples are diverse
and not mere replicas of the real samples.

5.1.2 Distinguishability
We frame distinguishability as a binary classifica-
tion task where we train a two-layer MLP classifier
aimed at distinguishing between real and generated
samples. Again, we compile a dataset by selecting
1000 real instances and 1000 generated samples.
This dataset is subsequently partitioned into train-
ing and test sets with a ratio of 80% to 20%.

Results are presented in Table 2. The mean accu-
racy of the classifier is approximately 0.59, suggest-
ing that the generated samples have a distribution
similar, but not identical to, the real instances. In
our preliminary experiments we found that by mod-

ulating the generator complexity (i.e by employ-
ing more complex models with more parameters),
we could achieve near-random distinguishability.
However, such adjustments led to an unfavorable
fairness-accuracy trade-off. We conjecture this may
arise because near-random indistinguishability in
the generated samples causes them to inherit biases
from the real data.

5.2 Fairness-Accuracy Trade-offs
In this experiment, we explore the impact of gener-
ated data on the fairness-privacy trade-off and com-
pare our approach to existing fairness-promoting
methods. We pay particular attention to the lev-
eling down phenomenon: a method is considered
to exhibit leveling down if its performance for the
worst-off or best-off group is inferior to that of the
unconstrained model.

The outcomes of this experiment is presented
in Table 3. Detailed results for CelebA and Nu-
meracy, both of which display a similar trend, are
provided in Appendix D.4. In terms of accuracy,
Augmented exhibits a slight drop for the Anxiety
dataset. However, its accuracy is on par with the
Unconstrained model when evaluated on Twitter
Hate Speech. In terms of performance for both
best-off and worst-off groups, Augmented outper-
forms competing methods. Notably, Augmented
does not show any signs of leveling down across
all datasets. When assessing IFα with α = 0.5,
Augmented consistently achieves the best fairness
results among the datasets. We also plot the com-
plete trade-off between relative and absolute per-
formance of groups by varying α in Figure 4 in Ap-
pendix D.4. For the Anxiety dataset, Augmented
gives the best trade-off for every value of α. In the
case of Twitter Hate Speech, INLP achieves com-
parable results, although with a noticeable drop in
accuracy (14 points below Augmented). Overall,
the results show that our Augmented gives a supe-
rior accuracy-fairness trade-off and successfully
avoids leveling down.

5.3 Impact of Intersectionality
In this experiment, we examine the influence of
intersectionality on our approach and its effect on
worst-case performance. To this end, we iteratively
introduce more sensitive axes and plot the worst
case performance. For example, akin to the exper-
iment in (Maheshwari et al., 2023) using CelebA,
we initially consider gender as a single sensitive
axis. In the subsequent step, we incorporate age



Method BA ↑ Best Off ↓ Worst Off ↓ DF ↓ IF0.5 ↓

Unconstrained 0.63 + 0.01 0.25 + 0.02 0.51 + 0.03 0.43 +/- 0.09 0.52 +/- 0.03
Adversarial 0.63 + 0.01 0.27 + 0.06 0.55 + 0.12 0.48 +/- 0.05 0.55 +/- 0.04
FairGrad 0.63 + 0.01 0.29 + 0.05 0.56 + 0.12 0.48 +/- 0.07 0.57 +/- 0.04
INLP 0.63 + 0.01 0.22 + 0.02 0.49 + 0.03 0.42 +/- 0.07 0.48 +/- 0.03
Fair MixUp 0.61 + 0.01 0.28 + 0.02 0.55 + 0.06 0.47 +/- 0.09 0.55 +/- 0.02
DF-Classifier 0.63 + 0.01 0.29 + 0.08 0.56 + 0.09 0.48 +/- 0.17 0.56 +/- 0.08
Augmented 0.6 + 0.0 0.13 + 0.08 0.35 + 0.12 0.29 +/- 0.32 0.39 +/- 0.11

(a) Results on Anxiety

Method BA ↑ Best Off ↓ Worst Off ↓ DF ↓ IF0.5 ↓

Unconstrained 0.81 + 0.0 0.18 + 0.01 0.46 + 0.01 0.42 +/- 0.05 0.46 +/- 0.02
Adversarial 0.79 + 0.01 0.18 + 0.01 0.48 + 0.04 0.46 +/- 0.08 0.47 +/- 0.02
FairGrad 0.8 + 0.0 0.17 + 0.01 0.49 + 0.03 0.49 +/- 0.1 0.44 +/- 0.02
INLP 0.66 + 0.0 0.08 + 0.02 0.26 + 0.02 0.22 +/- 0.25 0.29 +/- 0.04
Fair MixUp 0.81 + 0.01 0.18 + 0.02 0.46 + 0.02 0.42 +/- 0.09 0.45 +/- 0.04
DF-Classifier 0.81 + 0.0 0.13 + 0.01 0.45 + 0.02 0.46 +/- 0.1 0.39 +/- 0.03
Augmented 0.81 + 0.0 0.06 + 0.01 0.36 + 0.03 0.38 +/- 0.13 0.27 +/- 0.02

(b) Results on Twitter Hate Speech

Table 3: Test results on (a) Anxiety, and (b) Twitter Hate Speech. We select hyperparameters based on IF0.5

value. The utility of various approaches is measured by balanced accuracy (BA), whereas fairness is measured
by differential fairness (DF) and intersectional fairness (IF0.5) on the False Positive Rate (FPR). For both fairness
definitions, lower is better, while for balanced accuracy, higher is better. Best Off and Worst Off represent the min
FPR and max FPR across groups (in both cases, lower is better). Results have been averaged over 5 different runs.
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Figure 2: FPR of worst-off group on CelebA (the lower,
the better) by varying the number of sensitive axes.

alongside gender. Similarly, we then add attractive-
ness, and finally skin color.

The results of this experiment can be found in
Figure 2. With fewer groups (2 sensitive axes),
the model’s performance on the generated dataset
closely matches that on the real dataset. However,
as the number of axes increases, the performance
difference becomes more pronounced. Further-
more, we find that the performance of the model

remains relatively stable despite the increase in sen-
sitive axes, further underscoring the effectiveness
of our proposed approach.

5.4 Alternative Structures

Our proposed approach generates additional data
for a target group with data from its corresponding
parent groups. In this experiment, we explore alter-
native structures. Taking the target group g com-
posed of {male, European American, under 45} as
an example, we examine two distinct structures:

• Alternate: Here, we use examples from
parent groups unrelated to the target group.
More specifically, we follow an adversarial ap-
proach where we choose parents such that they
share no examples with the target group. For
instance, for group g , we define the adversar-
ial group ¬g as {Female, African American,
above 45}. We then draw examples from par-
ents of group ¬g for training our generative
model for g. We provide the exact formalism
and setup in Appendix D.5.
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Figure 3: IF0.5 comparison between Augmented and
Alternate by varying the number of sensitive axes
on CelebA. With a smaller number of sensitive axes,
Unconstrained and Alternate exhibit comparable
performance. However, as the number of sensitive axes
increases, Augmented begins to outperform Alternate.

• Abstract: Here, we use examples from the
parents of parents of the target group. For
example, for g, the immediate parent groups
are: ({male, European American}, {male, un-
der 45}, {European American, under 45}).
Instead of drawing examples from these im-
mediate parent groups, we use examples from
the parents of these parent groups, namely
({male}, {European American}, {under 45}).

Method BA ↑ IF0.5 ↓

Unconstrained 0.63 0.52
Augmented 0.60 0.39
Alternate 0.61 0.40
Abstract 0.59 0.43

(a) Results on Anxiety

Method BA ↑ IF0.5 ↓

Unconstrained 0.81 0.46
Augmented 0.81 0.27
Alternate 0.81 0.29
Abstract 0.81 0.32

(b) Results on Twitter Hate Speech

Table 4: Test results on (a) Anxiety, and (b) Twitter Hate
Speech using False Positive Rate showcasing Balanced
Accuracy (BA) and IF0.5

The results of these experiments are provided
in Table 4. For both experiments, we find that
any form of data augmentation approach includ-

ing the Alternate improves fairness. For instance,
on Anxiety, Alternate significantly outperforms
Unconstrained and reaches the same level of fair-
ness as Augmented. Similarly, the Abstract ap-
proach outperforms Unconstrained on Anxiety.
These observations indicate that data augmentation
via combining from different groups is a viable
strategy in general. However, when comparing
Abstract performance with Augmented, we find
that Augmented generally outperforms Abstract.
We hypothesize that this occurs because consider-
ing more abstract groups approximates a scenario
where no groups are considered, which is similar
to an unconstrained.

Interestingly, we find that for Twitter Hate
Speech and Anxiety, Alternate performs simi-
larly to Augmented (with a small advantage to the
latter in terms of fairness). We hypothesize the hier-
archical structure leveraged in Augmented becomes
more relevant with the increase in the number of
sensitive axes as it provides better inductive bias.
To test this hypothesis, we conducted an experi-
ment akin to that in Section 5.3 where we gradually
increase the number of sensitive axes in CelebA.
The findings, illustrated in Figure 3, indicate that
with a limited number of sensitive axes, both ap-
proaches yield comparable results. However, as the
number of axes increases, Augmented generally
outperforms the Alternate. It is important to note
that these results might also be influenced by inher-
ent dataset characteristics, such as modality, size,
and diversity. A comprehensive exploration of how
these characteristics interact with the optimal struc-
ture for generating augmented data is an interesting
avenue for future research. In summary, our exper-
iments show that data augmentation across groups
is a viable strategy for enhancing the fairness of ma-
chine learning models in intersectional scenarios.

6 Conclusion

In this paper, we introduce a data augmentation
mechanism that leverages the hierarchical structure
inherent to intersectional fairness. Our extensive
experiments demonstrate that this method not only
generates diverse data but also enhances the clas-
sifier’s performance across both the best-off and
worst-off groups. In the future, we plan to extend
our approach to a broader range of performance
metrics, delve into zero-shot fairness, and explore
more sophisticated sampling mechanisms.



7 Limitations

While appealing, our proposed data generation
mechanism is not without limitations. Its primary
constraint is the assumption of accurate sensitive
annotations for each data point. Inaccurate or miss-
ing annotations could lead to scenarios where an
otherwise fair model inadvertently harms groups
with incorrect or missing annotations. Additionally,
this mechanism adopts a static view of fairness, fail-
ing to account for issues like data drift, which may
result in the model becoming unfair over time. Fur-
thermore, despite our experiments indicating supe-
rior performance, our evaluation is confined to the
specific datasets and settings we tested. We advise
practitioners employing this approach to conduct
thorough evaluations of the model, considering the
unique aspects of their intended application.
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A Additional Related Work

With ML rapidly automating several key aspects of
decsion making the potential for harm has sparked
calls for greater accountability and transparency by
researchers (Weidinger et al., 2021; Burrell, 2016;
Metcalf and Crawford, 2016), government agen-
cies (Commission, 2018; Barocas et al., 2017) and
NGOs (Buchanan, 2012). This has peaked interest
in fairness, with researchers responding in two pri-
mary ways: (i) Capturing and defining unfairness
by proposing new metrics and evaluation suites,
and (ii) developing mechanism to mitigate the un-
fairness.

The most prevalent approach to assessing inter-
sectional unfairness involves comparing subgroup
performances either with the overall population,
as in subgroup fairness (Kearns et al., 2018), or
with the best and worst performing subgroups, as
in Differential Fairness (Foulds et al., 2020). Re-
cent observations by (Maheshwari et al., 2023; Mit-
telstadt et al., 2023) suggest that solely focusing
on relative performance among subgroups, with-
out considering absolute performance, can lead to
a phenomenon known as "leveling down." To ad-
dress this, they recommend a hybrid metric, IFα,
which combines relative and absolute performance
measures. Further details about these metrics are
provided in the Appendix D.3.

Mitigation techniques can be typically catego-
rized into three groups: (i) pre-processing, involv-
ing modifications at the dataset level (Kamiran
and Calders, 2012; Feldman et al., 2015; Calmon
et al., 2017); (ii) post-processing, which adjusts
the outputs of pre-trained models that may exhibit
biases (Iosifidis et al., 2019; Chzhen et al., 2019);
and (iii) in-processing, entailing alterations to the
training process and the model itself to enhance
fairness (Cotter et al., 2019; Lohaus et al., 2020;
Calders and Verwer, 2010).

In terms of approaches that specifically optimize
intersectional fairness, Foulds et al. (2020) intro-
duced an in-processing technique that incorporates
a fairness regularizer into the loss function, bal-
ancing fairness and accuracy. Conversely, Morina
et al. (2019) suggests a post-processing mecha-
nism that adjusts the threshold of the classifier and
randomizes predictions for each subgroup inde-
pendently. InfoFair (Kang et al., 2022) adopts a
distinct approach by minimizing mutual informa-
tion between predictions and sensitive attributes.
Recently, research has begun to explore the phe-

nomenon of "leveling down" in fairness. Mahesh-
wari et al. (2023); Mittelstadt et al. (2023) argue
that the strictly egalitarian perspective of current
fairness measures contributes to this phenomenon.
Meanwhile, Zietlow et al. (2022) demonstrates lev-
eling down in computer vision contexts and intro-
duces an adaptive augmented sampling strategy
using generative adversarial networks (Goodfellow
et al., 2014) and SMOTE (Chawla et al., 2002).
Our work aligns with these developments; how-
ever, we propose a modality-independent technique
that effectively leverages the intrinsic structure of
intersectionality.

B Background on Maximum Mean
Discrepancy

Maximum Mean Discrepancy is an non-parametric
kernel-based divergence used to assess the similar-
ity between distributions. In a nutshell, it involves
identifying an embedding function that, given two
distributions P andQ, yields larger values for sam-
ples drawn from P and smaller values for those
from Q. The difference in the mean value of this
function for samples drawn from these two distri-
butions provides an estimate of their similarity.

In this work, following the footsteps of Gretton
et al. (2012), we use unit balls in characteristic
reproducing kernel Hilbert spaces as the function
class. Intuitively, the idea is to use the kernel trick
to compute the differences in all moments of two
distributions and then average the result. Formally,
the MMD between two distributions P and Q is:

MMD2(P,Q)
= sup∥Ψ∥H≤1|EZ∼P [Ψ(Z)]− EZ′∼Q[Ψ(Z ′)]|
= EZ∼P [k(Z,Z)]− 2EZ∼P,Z′∼Q[k(Z,Z

′)]

+ EZ′∼Q[k(Z
′, Z ′)]

Here, k is the kernel derived from ∥·∥H , the
norm associated with corresponding Reproducing
Kernel Hilbert Space H . In practice, we generally
do not have access to true distributions but only
samples, and thus the above equation is approxi-
mated as:

MMD2(Sz, Sz′) =
1

m(m−1)

[∑
i

∑
j ̸=i k(zi, zj)

+
∑

i

∑
j ̸=i k(z

′
i, z

′
j)
]
+ 1

m2

∑
i

∑
j k(zi, z

′
j)

where Sz (resp. Sz′) is a set of m samples
drawn from P (resp. Q). In this work, we use



Algorithm 1 Training the Generative Models
Input: Groups G, Dataset T , batch size b, number
of iterations l and batch size b
Output: K trained generative models {genθ,k}Kk=1

capable of generating data for each label k
1: for _ in l do
2: Randomly sample a group g from G
3: for k in K do
4: Sg,k ← Sample b examples from Tg|Y=k

5: Sg\i,k ← Sample b examples from
Tg\i|Y=k ∀i ∈ {1, . . . , p}

6: Sgen ← Sample b examples from
genθ,k(T ,g)

7: Compute the MMD loss using these ex-
amples as stated in Equation 6

8: Backpropagate this loss to update the pa-
rameters of the model genθ,k

9: end for
10: end for

the radial basis function kernel k : (z, z′) 7→
exp(∥z − z′∥2 /2σ2) where σ is the free param-
eter. In summary, MMD provides a simple way to
compute the similarity between two distributions
by using samples drawn from those distributions.

C Algorithm

The procedure to train our generative models is
summarized in Algorithm 1.

D Experiments

D.1 Datasets

We benchmark our proposed generative approach
over four datasets, and employ a similar setup as
proposed by (Maheshwari et al., 2023). Note that
all the datasets we experiment with are publicly
available and can be used for research purpose.

• CelebA (Liu et al., 2015): It is composed
of 202, 599 images of human faces. Addi-
tionally, each image is annotated with 40 bi-
nary attributes, such as ‘eye glasses’, ‘bangs’,
and ‘mustaches’. In our experiments, we set
‘sex’, ‘Young’, ‘Attractive’, and ‘Pale Skin’
attributes as the sensitive axis for the images
and ‘Smiling’ as the class label. We split the
dataset into 80% training of which 20% is
used as validation, and the remaining 20%
test split.

• Twitter Hate Speech (Huang et al., 2020):
The dataset consists of tweets annotated with
four race, age, gender, and country, We use
the same pre-processing steps as employed
by (Maheshwari et al., 2023), including bi-
narizing the sensitive attributes, and focus-
ing on English subset. After pre-processing,
our train, validation and test sets consists
of 22, 818, 4, 512, and 5, 032 tweets respec-
tively.

• Psychometric dataset (Abbasi et al., 2021):
The dataset consists of 8, 502 text responses
alongside numerical scores provided by the
physicians over several psychometric dimen-
sions. Each response is also associated with
four sensitive attributes, namely gender, race,
and age. We focus on:

– Numeracy which reflects the numerical
comprehension ability of the patient.

– Anxiety reflects the level of anxiety as
described by the adult.

We use same pre-processing as (Lalor et al.,
2022) including binarizing the score. We use
the same splitting procedure as described for
CelebA dataset.

D.2 Hyperparameters
In all our experiments, we utilized an Intel Xeon
CPU. Training a generative model on this plat-
form typically takes about 15 minutes, whereas our
fairness-accuracy experiments generally required
about 30 minutes. For ease of replication, we
will include the PyTorch model description in the
README file accompanying the source code. All
experiments were conducted using five different
seeds: 10, 20, 30, 40, and 50. For the Adversarial
approach, the λ parameter, which indicates the
weight assigned to the adversarial branch, was set
to the following values: 0.25, 0.5, 1.0, 5.0, 10.0,
50.0, 100.0. Similarly, for Fair MixUp, the mixup
regularizer was assigned values of 0.25, 0.5, 1.0,
5.0, 10.0, 50.0, 100.0. For all other approaches,
we used the default settings from the respective
authors’ codebases. The selection of optimal hyper-
parameters followed the procedure outlined in (Ma-
heshwari and Perrot, 2022). In every experiment,
we fixed the value of k at 0.03.

D.3 Fairness Definitions
In this work, we utilize two fairness definitions
specifically formulated to assess intersectional fair-



ness. Both definitions depend on group-wise per-
formance measures, denoted as m, which can take
various forms, including Accuracy, True Positive
Rate, and False Positive Rate. We focus on False
Positive Rate for which the corresponding m is:

m(hθ, Tg) = 1− P (hθ(x) = 0|(x, y) ∈ Tg, y = 1)

• Differential Fairness: A model, denoted by hθ,
is considered to be ϵ-differentially fair (DF)
wrt m, if

DF(hθ,m) ≡ max
g,g′∈G

log
m(hθ, Tg)
m(hθ, Tg′)

≤ ϵ.

• α-Intersectional Framework: A model hθ is
said to be (α, γ)-intersectionally fair (IFα)
with respect to m, if

IFα(hθ,m) ≡ max
g,g′∈G

Iα(g,g
′, hθ,m) ≤ γ.

where gw = argming∈G m(hθ, Tg) and
gb = argmaxg∈G m(hθ, Tg). Here
Iα(g,g

′, hθ,m) is defined as:

Iα(g,g
′, hθ,m) = α∆abs + (1− α)∆rel,

(7)
where α ∈ [0, 1] and

∆abs = max
(
1−m(hθ, Tg), 1−m(hθ, Tg′)

)
,

∆rel =
1−max

(
m(hθ, Tg),m(hθ, Tg′)

)
1−min

(
m(hθ, Tg),m(hθ, Tg′)

) .
D.4 Results
We detail the additional experiments over the
CelebA and Numeracy datasets. Table 5 shows
results for fixed value of α. While Figure 4 plot
the trade-off between relative and absolute perfor-
mance over groups by varying α for all the datasets.

D.5 Alternate Structure
Recall that in Alternate approach, our aim is
to draw examples from a different parent group
set. More specifically, we follow an adversarial
approach where we choose parents such that they
share no examples with the group.

Formally, for a group g represented as
(a1, . . . , ap) , we define adversarial group as ¬g
represented by (¬a1, . . . ,¬ap). Note that, in
this experiment we assume A1, . . . ,Ap to be bi-
nary discrete-valued. The generative function
genθ,k(T ,g), akin to Equation 4, is defined as:

Xgen =

p∑
i=1

λiX¬g\i (8)

And the corresponding loss function akin to
Equation 6 is:

Lg,k(θ) = MMD(Sgen, Sg,k)+
p∑

i=1

MMD(Sgen, S¬g\i,k),
(9)

D.6 Tools
In all our experiments, we utilized Python and its
associated machine learning libraries, including
Numpy (Harris et al., 2020), PyTorch (Paszke et al.,
2019), and scikit-learn (Pedregosa et al., 2011).
Additionally, we employed ChatGPT for grammar
correction.
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Figure 4: Value of IFα on the test set of various datasets by varying α ∈ [0, 1].

Method BA Best Off Worst Off DF IF0.5

Unconstrained 0.81 + 0.0 0.06 + 0.02 0.34 + 0.01 0.35 +/- 0.38 0.26 +/- 0.04
Adversarial 0.81 + 0.01 0.05 + 0.01 0.3 + 0.03 0.31 +/- 0.19 0.24 +/- 0.03
FairGrad 0.76 + 0.0 0.1 + 0.01 0.35 + 0.04 0.33 +/- 0.12 0.34 +/- 0.02
INLP 0.81 + 0.01 0.07 + 0.01 0.35 + 0.03 0.36 +/- 0.16 0.27 +/- 0.01
Fair MixUp 0.81 + 0.0 0.06 + 0.0 0.4 + 0.07 0.45 +/- 0.19 0.28 +/- 0.02
DF-Classifier 0.82 + 0.0 0.06 + 0.02 0.34 + 0.03 0.35 +/- 0.33 0.26 +/- 0.05
Augmented 0.76 + 0.01 0.02 + 0.0 0.21 + 0.03 0.22 +/- 0.21 0.16 +/- 0.01

(a) Results on CelebA

Method BA Best Off Worst Off DF IF0.5

Unconstrained 0.7 + 0.01 0.21 + 0.05 0.46 + 0.06 0.38 +/- 0.13 0.5 +/- 0.06
Adversarial 0.69 + 0.02 0.15 + 0.03 0.39 + 0.04 0.33 +/- 0.16 0.42 +/- 0.05
FairGrad 0.7 + 0.01 0.19 + 0.05 0.45 + 0.09 0.39 +/- 0.12 0.47 +/- 0.06
INLP 0.69 + 0.0 0.23 + 0.02 0.52 + 0.02 0.47 +/- 0.05 0.52 +/- 0.02
Fair MixUp 0.69 + 0.01 0.21 + 0.04 0.45 + 0.05 0.36 +/- 0.09 0.51 +/- 0.04
DF-Classifier 0.68 + 0.01 0.29 + 0.06 0.61 + 0.11 0.6 +/- 0.16 0.57 +/- 0.07
Augmented 0.69 + 0.02 0.14 + 0.05 0.39 + 0.11 0.34 +/- 0.24 0.44 +/- 0.07

(b) Results on Numeracy

Table 5: Test results on (a) CelebA, (b) Numeracy. We select hyperparameters based on IF0.5 value. The utility of
various approaches is measured by balanced accuracy (BA), whereas fairness is measured by differential fairness
(DF) and intersectional fairness (IF0.5) on the False Positive Rate (FPR). For both fairness definitions, lower is
better, while for balanced accuracy, higher is better. The Best Off and Worst Off, in both cases lower is better,
represents the min FPR and max FPR. Results have been averaged over 5 different runs.
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