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CNRS, Inria, I3S
Sophia Antipolis, France

serena.villata@cnrs.fr

Abstract—Justification production is a central task in auto-
mated fact-checking, and most studies cast this task as sum-
marization. However, the majority of previous studies presume
the availability of human-written fact-checking articles, which is
unrealistic in practice. In this work, we address this issue by
proposing a novel approach to generate argument-based justifi-
cations to improve fact-checking. Our contribution is threefold.
First, our extensive experimental setting shows that, despite lower
ROUGE scores, our argument-structured summarizer produces
summaries leading to better claim verification performance
than the state-of-the-art summarizer in fact-checking on three
different benchmarks for this task. Second, our jointly-trained
summarization and evidence retrieval system outperforms the
state-of-the-art method on ExClaim, the only dataset where
no human-written fact-checking articles are provided during
verification of news claims. Third, we show that integrating at-
tackability evaluation into the training process of the summarizer
significantly reduces hallucinated argument relations, leading to
more reliable and trustworthy justification generation.

I. INTRODUCTION

Justification production is an important task in journalistic
and automated fact-checking [1] for multiple reasons: readers
need to be convinced on the interpretation of the evidence [2],
justification allows a feedback loop which corrects judgment
errors [3] and finally, using black-box models without explana-
tions can induce a “backfire effect” which leads to an increased
conviction in the incorrect claim [4]. Providing justifications
for fact-checking verdicts helps increase the credibility of
the process [5] and well-crafted justifications can educate
readers about how to critically evaluate claims and identify
misinformation themselves [6]. However, manually crafting
justifications is a time-intensive process and even professional
fact-checkers need to spend several hours or even days to
verify the accuracy of a claim [7]. While there is an increasing
focus on justification production [6], most of these approaches
presume the availability of a pre-existing human-written fact-
checking article as the basis for justification generation,
thereby overlooking the critical step of evidence retrieval.
This is unrealistic in practice, as fact-checking articles are
rarely available for all new claims. Besides, the generated
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justifications are mostly evaluated using overlap-based metrics
such as ROUGE scores [8] without considering the essential
task of automated fact checking, i.e., claim verification.

In this work, we introduce a novel argument-structured
justification generation method based on a novel dataset that
we built from LIAR-PLUS [9], named LIARArg. Our main
findings are as follows:

• Trained with the newly created dataset LIARArg, our
argument-based summarizer produces summaries better
suited for claim verification, leading to significant im-
provements in F1 scores across three standard bench-
marks compared to the state-of-the-art summarizer in
fact-checking [10] as well as human-written summaries.
Besides, further analysis shows that ROUGE scores are
not correlated with F1 scores, highlighting the fact that
the quality of the generated summaries in the context of
automated fact-checking is not necessarily reflected by
ROUGE scores.

• Our jointly-trained summarization and evidence retrieval
system, ArgLM, outperforms the state-of-the-art method
JustiLM on ExClaim [11], the only dataset for this
task, where no human-written fact-checking articles are
provided during verification of news claims.

• Integrating attackability evaluation into the summarizer’s
training process significantly reduces hallucinated ar-
gument relations, leading to more reliable justification
generation.

II. RELATED WORK

Automated fact-checking involves four stages [6]: i) claim
detection, to identify or rank the claims to verify; ii) evidence
retrieval, to find sources supporting or refuting a claim; iii)
claim verification, to assign veracity labels to claims, and
iv) justification production, which explains the verdict. This
section discusses works related to the justification phase,
which is the focus of this paper.

Concerning justification production, one line of research
utilizes attention weights to highlight key parts of the retrieved
evidence as explanations [12], [13]. Another approach adopts
logic-based rules, such as knowledge graphs [14], [15], where
explanations are derived by tracing the rule paths of algorithms
like decision trees. Both approaches have some drawbacks:



Fig. 1. The fact-checking architecture we propose, where evidence retrieval and summarization are trained jointly.

rule-based explanations are not readily accessible to general
users, and the salience-based approach lacks structured infor-
mation and does not reveal the underlying reasoning process.

Recent studies cast justification production as summariza-
tion. Kotonya and Toni [16] propose two steps: SBERT to
extract sentences from fact-checking articles, and then BERT-
SUM model [17] to generate abstractive justifications based
on the extracted sentences. Russo et al. [10] examine vari-
ous existing methods for extractive [18] and abstractive [19]
summarization of fact-checking articles. The authors conclude
that combining abstractive summarization with a claim-driven
extractive step using SBERT yields the best results.

The current summarization methods have several limita-
tions: i) they are dependent on human-written fact-checking ar-
ticles as input, rarely available at deployment; ii) the evidence
search process is omitted; and, iii) generated justifications
are mostly evaluated using overlap-based metrics as ROUGE,
without considering the essential task of claim verification
in automated fact checking. However, summaries for fact-
checking should be similar to the input fact-checking article
but also relevant for claim verification. We address this twofold
issue by proposing a novel argument-based summarization
pipeline for fact-checking. Our pipeline only requires human-
written fact-checking articles during the training process whilst
it retrieves evidence within a large corpus during inference,
which is a more realistic scenario. Additionally, we evaluate
the generated justifications using both ROUGE scores and
the F1 scores of a claim verification system that takes the
generated explanations as input. This dual evaluation redefines
the generation task from a simple summarization task to
fact-checking-oriented justification production. On this line,
Khan et al. [20] propose a two-step pipeline to first retrieve
evidence using adapted dense passage retrieval [21], and then
a RoBERTa-based module to verify the claims based on the
concatenated retrieved evidence, thus evaluating the usefulness
of retrieved evidence (without summarization). Yao et al. [22]

propose a three-step setup on multimedia data with evidence
retrieval, claim verification and explanation generation inde-
pendently trained. Here, we propose to jointly train evidence
retrieval and justification production so that both tasks can
benefit signals from each other. Similarly, JustiLM [11] uses
a perplexity distillation loss [23] to leverage signals from the
generation process so that documents contributing to lower-
perplexity outputs are ranked higher.

III. OUR FACT-CHECKING PIPELINE

The main objective of our work is to produce summaries
tailored for automated fact-checking. To this end, we pro-
pose an argument-structured summarizer trained using human-
written summaries annotated with argument components and
relations. Subsequently, we aim to jointly train the evidence
retrieval and summarization modules so that human-written
fact-checking summary articles are no longer required. Our full
pipeline is visualized in Fig. 1. A news claim is provided as
input to the evidence retrieval module which identifies relevant
articles in a large corpus. These articles are then fed into the
summarizer module which generates an argument-structured
summary with identified attack and support relations. The
summarizer provides in turn supervisory signals to improve
the evidence retrieval module. Finally, the summary is fed into
the claim verification module to produce a veracity label.

IV. DATASETS

The central module of our pipeline is the argument-based
summarizer, which requires a fact-checking dataset annotated
with argument components and relations. Since such resource
does not exist, we built the LIARArg dataset by manually
annotating the LIAR-PLUS dataset [9] with argumentative
labels (i.e., components and relations). LIAR-PLUS [9] is
an extension of the LIAR dataset [24] consisting of 12,836
news claims taken from POLITIFACT1 and labeled with

1https://www.politifact.com/



veracity. This dataset is annotated with six veracity labels:
Pants-On-Fire, False, Mostly-False, Half-true, Mostly-True
and True. Each claim is accompanied by an automatically
scraped summary from the “our ruling” or “summing up”
section of a human-written fact-checking article. Fig. 2 shows
an instance of the LIAR-PLUS dataset. Note that verdict
phrases, such as “it is true” or “this is misleading”, have been
filtered to minimize label leakage. Originally, LIAR-PLUS
doesn’t contain the fact-checking article, we scraped all the
corresponding articles to make claim-article-summary triples.

Fig. 2. Excerpt from the LIAR-PLUS dataset.

Two kinds of argument components, claim and premise,
are annotated on the automatically scraped summaries. Claims
are defined as statements to denote standpoints, and premises
as statements that can be verified to some extent, including
typically some quotes from original documents or concrete
statistics. We annotated fine-grained argument relations, i.e.,
support, attack, partial attack and partial support. An argu-
ment component supports another one when it validates this
component, and it attacks another one when it contradicts
the proposition of the target component. Partial support is
used when an argument component validates certain aspects
of another component, but diverges in some other aspects.
Partial attack is used when the source argument component is
not in full contradiction, but it weakens the target component.
Example (1) shows an instance of attack and partial support
where Premise1 (in braces) attacks the Claim (in brackets),
and Premise2 partially supports the Claim.

(1) [Iran might not be a superpower, but the threat the
government of Iran poses is anything but “tiny” as
Obama says].
{But Obama never said the threat from Iran was “tiny”
or “insignificant,”}1, {only that the threat was tiny
in comparison to the threat once posed by the Soviet
Union}2.

The annotation guidelines have been defined by three ex-
perts in fact-checking and argumentation2. Two annotators

2https://anr-attention.github.io/gd.pdf

TABLE I
IAA SCORES IN FLEISS’ KAPPA [25] FOR THREE ROUNDS OF ARGUMENT

COMPONENT AND RELATION ANNOTATION.

Sample Arg. comp. Arg. rel.
150 texts 0.72 0.48
150 texts 0.71 0.59
90 texts 0.73 (substantial) 0.61 (moderate)

with a background in computational linguistics, with a focus
on argument mining, carried out the first annotation phase.
Three rounds of annotation have been performed to ensure the
robustness of the Inter-Annotator Agreement (IAA). After the
first annotation round, the annotators identified and discussed
disagreements to reconcile them. After this reconciliation
phase, a second annotation round has been addressed followed
by a second reconciliation phase. Finally, a third round was
performed to confirm that the reconciliation produced consis-
tent results. Table I shows that this annotation process led
to stable improvements in IAA scores. It is worth noting
that argument annotation is a notoriously challenging task. A
score of 0.73 for claim and premise annotation is generally
considered very high, while a score of 0.61 is also substantial
in argumentation [26], [27].

LIARArg enables the automatic construction of what we
call argument-structured summaries from the original sum-
maries3. The process is as follows: each summary begins
with ”X said...” followed by the concatenation of relations
with the claim, formatted as ”A attacks this claim,” ”B
supports this claim,”, following the appearance order: attack,
support, partial attack, and partial support. This form of
summary contains the essential information relevant for fact
checking, and our hypothesis is that this reformulation should
enhance the claim verification module. The final LIARArg
dataset comprises 2,832 automatically scraped summaries, the
converted argument-structured summaries, their corresponding
full-length fact-checking articles (40 sentences on average),
and their veracity labels over the 6 categories of LIAR-PLUS.

To assess the effectiveness of our summarizer on out-
of-domain data, we evaluate it on FNC-1 [28] and Check-
COVID [29] datasets. FNC-1 is a well-known benchmark
for fake news classification derived from the Emergent
Dataset [30], containing 75385 labeled headline and article
pairs across more than 20 topics. Check-COVID is a bench-
mark of 1504 claims about COVID-19 where each news claim
is paired with evidence (full length scientific journal articles).
FNC-1 is framed as a stance detection task with 4 labels: agree,
disagree, discuss and unrelated, while Check-Covid is framed
as a binary task with Refute and Support labels.

To assess our complete pipeline where no human-written
fact-checking articles are available, the only corpus available
to this date is ExClaim [11], which contains 6,951 real-world
claims and their corresponding labels and human-written sum-
maries, together with a large searchable corpus of 957,949

3The LIARArg dataset will be made fully available upon paper acceptance.



TABLE II
SUMMARY OF THE DATASETS USED IN THE PRESENT WORK.

Datasets Format Domain Objective

LIARArg

2832 claims
full-length human-written articles

automatically scraped human-written summaries
converted argument-structured summaries

6 labels

Political News Train and evaluate the summarizer

LIAR-PLUS

12836 claims
completed with full-length human-written articles
automatically scraped human-written summaries

converted argument-structured summaries
6 labels

Political News Evaluate the summarizer

FNC-1 75385 claims and article pairs
4 labels General News Evaluate the summarizer on out-of-domain data

Check-Covid 1504 claims and article pairs
2 labels Covid Evaluate the summarizer on out-of-domain data

ExClaim

6951 claims
human-written summaries

957,949 chunk-level documents containing evidence
3 labels

General News
Evaluate the full pipeline illustrated in Fig. 1

where no human-written fact-checking articles are provided

chunk-level documents for fine-grained evidence retrieval.
Labels are false, mixture and true. Table II summarizes the
main features of the employed datasets.

V. EXPERIMENTAL SETTING

Our experiments are divided into two parts:
1) We train the summarizer alone using LIARArg and com-

pare our summarizer with state-of-the-art summarizers in
fact-checking on LIAR-PLUS, FNC-1 and Check-Covid,
illustrating that argument-structured summaries improve
claim verification. During this process, only 1 human-
written fact-checking article is given as input.

2) We train the summarizer and the evidence retrieval
module together on ExClaim to evaluate our approach in
a real world setting. It is important to note that although
human-written summaries are used during the training
phase (as detailed in Section V-C), no pre-written fact-
checking article is needed during the inference phase
and several pieces of evidence are fed as input.

This setup enables us to evaluate our summarization ap-
proach independently of any artifacts from the evidence
retrieval process before assessing the feasibility of a fully
automated pipeline.

A. The argument-structured summarizer

We fine-tune Mixtral-8x22B [31] using QLoRA [32].
Mixtral-8x22B is the updated version of Mistral 7B leveraging
grouped-query attention [33] for faster inference and sliding
window attention [34] to handle longer sequences more effi-
ciently. We choose this model because it is open source and it
produces comparable results with GPT and other open sources
LLMs [31]. The official checkpoint on HuggingFace, Mixtral-
8x22B-Instruct-v0.14, is used with all the default parameters
unchanged. For QLoRA parameters, the learning rate is set to
2e-4 with a dropout of 0.1, rank 64, Alpha 16, over 4 epochs.

4https://huggingface.co/mistralai/Mixtral-8x22B-Instruct-v0.1

The loss function is Cross-Entropy (Lossce). We denote this
summarizer as SumArg.

B. Improving the argument-structured summarizer

Although the standard approach is to fine-tune summa-
rization with Cross-Entropy loss alone, we argue that this
process, in the context of argument-structured generation, can
be improved by drawing insights from the counter-argument
generation literature. More precisely, Jo et al. [35] detect
attackable sentences in a text since attacking weak premises
is a common counter strategy. We adjust this task to compute
not only attackability but also supportability of a claim-
premise pair. Based on the results of [35] and [36], we
learn to gain an attackability score (-1 for attackable, 0 for
neutral, and 1 for supportable). In particular, given a set of
sentences and a claim, we first represent each sentence by
concatenating its tokens with the claim’s tokens, separated by
the two special tokens [cls] and [sep]: [cls] claim tokens [sep]
premise tokens [sep]. Next, the resulting sequences are passed
through a BERT model to obtain a vector representation for
each claim-sentence pair. Each vector is then projected through
a dense layer to get a score ŷ that reflects the attackability
score of a sentence pair. Finally, a list-wise objective function
(using a Softmax loss) is optimized jointly on all sentence
pairs: l(y, ŷ) = −

∑n
i=1 yi · log

(
exp(ŷi)∑n

j=1 exp(ŷj)

)
where y is the

ground-truth score (1, -1 or 0). For the training corpus, we
use the ChangeMyView (CMV) dataset [35] which contains
199,711 claim-sentence pairs labeled as attacked (-1) or not
attacked (0), as well as LIARArg where partial attacks and
partial supports are generalized to attacks and supports, leading
to 18496 sentence pairs labeled as attacked (-1), supported (1),
and neutral (0).

Since our argument-structured summary always starts with
the claim, this attackability scoring method allows us to com-
pute attackability scores of the first sentence versus the rest,
obtaining a global score for the whole summary by summing
all the individual scores. We call this module AttScorer.
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and the language model. Lossce, based on the lexical distribution of the generated and human-written summaries, updates the language model. Additionally,
Lossmse, comparing the attackability scores of groundtruth summary and generated summary, updates the language model to achieve similar attackability
scores. QE: Query Encoder; DE: Document Encoder.

Based on the hypothesis that the attackability scores of the
generated summary and the ground truth should be similar,
we add the Mean Squared Error (MSE) loss function in the
fine-tuning process (Section V-A) to minimize the attackability
score difference: L(y, ŷ) = 1

n

∑n
i=1(yi − ŷi)

2. We denote
the loss Lossmse and the attackability-enhanced summarizer
SumArgAttack.

C. Jointly training the summarizer and evidence retrieval
modules

The whole architecture is illustrated in Fig. 3. To jointly
train the summarizer and evidence retrieval module, we add
two additional losses to the training process. We base our
approach on the retrieval-augmented generation (RAG) frame-
work [37], which includes a retriever for detailed evidence
retrieval and an LLM for generating textual justifications.
The retriever uses the claim text as input to retrieve the top-
N chunk-level documents from a textual knowledge corpus.
The LLM then uses these documents along with the claim
to generate justifications. The retriever and LLM can be
jointly trained within a single RAG framework, allowing us
to use fact-checking articles as auxiliary resources to provide
supervisory signals during training, thus enhancing the quality
of generated justifications. As in [11], we use Atlas [23] as
our backbone model because of its strong few-shot learning
capability and its flexibility in incorporating fact-checking
articles into the training process.

Given a claim x, the retriever should return the documents
that help the LM to generate better justifications. To enable
the training of the retriever, Atlas utilizes a dense retriever

named Contriever [38], which is pre-trained using the MoCo
contrastive loss [39]. Contriever is a dual-encoder architec-
ture that the pre-trained query encoder Ec and document
encoder Ed encode the claim x and each document dj ∈ D,
respectively. Documents are ranked by the similarity score
s(x, dj) = Ec(x)

⊤Ed(dj) that is calculated by taking the dot
product of the embeddings of the claim x and document dj .

In the best current method JustiLM [11], only the parame-
ters corresponding to the query encoder are updated while the
document encoder remains frozen. To improve this method,
we propose to unfreeze the document encoder. This approach
allows us to introduce two retriever losses instead of one, as
in [11].

The first loss is based on the similarity between the entire
fact-checking article z and the retrieved documents DN . We
use the trainable query encoder Ec to represent z by aggre-
gating the embeddings of all its chunks and obtain Ēc(z) =
1
M

∑M
i=1 Ec(zi). The training objective is to minimize the

MSE loss between the embeddings of z and di, we name it
Lossmse: L = 1

N |Ēc(z)|
∑N

j=1 ||Ēc(z)− Ed(dj)||22.
We use a second loss, Lossca, to train the document

encoder, based on the Cauchy loss [40] between two distribu-
tions: the attackability score distribution between the generated
summaries and the mean attackability of retrieved documents

DN for each summary: L =
∑n

i=1 log

(
1 +

(
yi−ŷi

σ

)2
)
. This

allows us to leverage the supervisory signals from the genera-
tion process. We use Cauchy loss as we observe a heavy-tailed
distribution for the attackability scores of retrieved documents
and Cauchy loss provides strong resistance to gross outliers



while being as efficient as least squares for Gaussian errors
[41]. Ten documents are retrieved for each claim.

For generation, Lossce has been used to compare the
predicted probability distribution of words in the generated
summaries with the actual target distribution, while Lossmse

is used to compare the attackability scores of the groundtruth
summary and the generated summary. We use SumArgAttack
as the language model backend.

D. The claim verification module

We use the state-of-the-art method in fake news identifi-
cation for the claim verification module as in [42]. First, we
concatenate each claim and justification by inserting [SEP]
between the two. A special token [CLS] is then added to the
beginning of each sentence pair, from which the final embed-
ding of the input is extracted. We construct the entity graph
of each concatenated text based on Wikidata and then extract
the graph embedding using graph attention networks [43]. A
softmax layer is applied to the concatenation of graph and
textual embeddings to get the logits for each label. We name
our full pipeline (summarizer, evidence retrieval module and
claim verification module) ArgLM.

E. Baselines

At the time of writing, two approaches produce the best
results using ROUGE scores as metrics: the claim driven
abstractive-extractive method (CDAE) of [10] with a human-
written fact-checking article given as input and no evidence
retrieval module, and JustiLM [11] where evidence is directly
retrieved from a corpus. Both methods are strong baselines
since they have been extensively evaluated against well-
performing models such as GPT-4 [44].

VI. EVALUATION

To evaluate our summarizers (SumArg with only Lossce
and SumArgAttack with supplementary Lossmse based on
attackability scores) against CDAE, we performed a 10-fold
cross-validation on the whole LIAR-PLUS dataset excluding
LIARArg, FNC-1, and Check-Covid. We used mean F1 scores
for the evaluation of the claim verification module. Mean
ROUGE scores (R1, R2 and RL) are adopted for LIAR-PLUS,
comparing generated summaries against human-written ones.

To evaluate our full pipeline against JustiLM [11], we
performed a 10-fold cross-validation on ExClaim. Mean F1
scores (macro F1 when there are multiple labels) of the claim
verification module and mean ROUGE scores are adopted.

A. Results

Table III reports the F1 scores of the claim verification
module on the three datasets depending on the summarizer.
The two-sided Wilcoxon signed rank test has been performed
across the 10 crossfolds, and statistically significant improve-
ments have been highlighted in bold. Note that ground-truth
summaries for LIAR-PLUS and original articles for FNC-1
and Check-Covid (Ground) have also been tested as input for
comparison.

TABLE III
F1 SCORES OF THE CLAIM VERIFICATION SYSTEM OF VARIOUS
SUMMARIZERS ON LIAR-PLUS, FNC-1 AND CHECK-COVID.

Method LIAR-PLUS FNC-1 Check-Covid
Ground 0.51 0.90 0.76
CDAE 0.41 0.76 0.62

SumArg 0.48 0.85 0.69
SumArgAttack 0.54 0.92 0.74

Our results first demonstrate that argument-structured sum-
maries significantly improve the performance of the claim
verification module compared to the state-of-the-art summa-
rization method for fact-checking (SumArg, SumArgAttack
vs. CDAE), both on in-domain and out-domain data. This
confirms our hypothesis that the current SOTA summarization
approach is not perfectly tailored for fact-checking.

The comparison between Ground and SumArgAttack
shows that by integrating attackability-based loss function,
our argument-structured summaries yield even better results
on LIAR-PLUS and FNC-1 than original human-written texts.
Since we use the latest claim verification algorithm, this indi-
cates that the performance of the best current claim verification
method can be further boosted by using argument-enhanced
summaries instead of human-written summaries. The first ex-
planation could be that the generated summaries contain more
comprehensive and structured evidence, while human-written
summaries have limited evidence coverage. Example (2) shows
the evidence (4 premises) provided by SumArgAttack versus
human-written summary (2 premises) for the claim ”Hillary
Clinton supported NAFTA and permanent China trade”.

(2) Evidence provided by SumArgAttack: 1) she said
NAFTA had some positive effects ”but unfortunately
it had a lot of downside.”; 2) Both promised to crack
down on China’s practice of manipulating its currency
to give its products an unfair advantage. 3) Both
said they opposed the Chinese government subsidizing
industry to the detriment of U.S. competitors. 4) At a
debate in December 2007, she announced her intention
to review and reform NAFTA if she were elected.
Evidence provided in the human-written summary
of LIAR-PLUS: 1) Clinton has in the past verbally
supported NAFTA and permanent trade with China;
2) she has spoken forcefully about the need to reform
NAFTA and to much more stringently enforce trade
agreements with China.

The second reason could be that SumArgAttack generates
summaries containing explicit fine-grained argument relations
(partial support and partial attack), especially useful in the
case of half-truths [45] such as half-true and mostly-false.
Indeed, the two datasets on which SumArgAttack outper-
forms human-written texts have both multiple labels (6 for
LIAR-PLUS and 4 for FNC-1). After further analysis of F1
scores, we observe that the most significant difference is on
half-true and mostly-true labels on LIAR-PLUS according to



the input of the claim verification module (0.41 and 0.32 for
SumArgAttack, 0.30 and 0.23 for CDAE, and finally, 0.36
and 0.28 for Ground). As for FNC-1, the F1 score for the
intermediate label discuss is 0.33 for SumArgAttack, 0.24
for CDAE and 0.29 for Ground.

Finally, it is important to note that integrating attackability-
based loss function enhances significantly the performance of
claim verification (SumArgAttack vs. SumArg). Our expla-
nation is that introducing this loss function reduces the halluci-
nation of attack-support relations in the generated summaries.
This is evidenced by the average number of relations dropping
from 7 to 3 in LIAR-PLUS. Given that the average number
of relations in LIARArg is 2.5, SumArgAttack produces
summaries with a more trustworthy argumentative structure.

Table IV reports ROUGE scores for the summaries pro-
duced by CDAE and our summarizers on LIAR-PLUS versus
human-written summaries. Along with the results reported
in Table III, it can be observed that ROUGE scores of our
argument-structured summaries are lower, as these summaries
are less similar to those manually written by humans. However,
higher ROUGE scores don’t lead to better performance of
the claim verification module. This highlights the fact that
argument-structured summaries, although dissimilar to human-
written summaries, are more suitable for the deep-learning al-
gorithms used for the fack-checking task. Summary generation
in the context of claim verification should therefore not be
evaluated solely by overlap statistics such as ROUGE scores.

TABLE IV
ROUGE SCORES FOR GENERATED SUMMARIES COMPARED WITH

HUMAN-WRITTEN SUMMARIES ON LIAR-PLUS.

Summarizer R1 R2 RL
CDAE 0.348 0.159 0.272

SumArg 0.273 0.130 0.158
SumArgAttack 0.268 0.128 0.143

Table V reports the F1 scores of the claim verification
module of JustiLM and ArgLM where the evidence retrieval
module is fully automated. ROUGE scores of summaries
produced by JustiLM and ArgLM are also reported. When
compared on ExClaim, our pipeline ArgLM achieves an F1
score of 0.73, significantly higher than 0.65 of JustiLM [11].
It is worth noting that with human-written explanations, the F1
score is 0.72, confirming that our method achieves comparable
precision to hand-written justifications even in a fully auto-
mated fact-checking pipeline. ROUGE scores further confirm
the insufficiency of overlap-based metrics for evaluating fact-
checking-oriented summarization.

TABLE V
F1 SCORES OF THE CLAIM VERIFICATION SYSTEM AND ROUGE SCORES

OF GENERATED SUMMARIES COMPARED WITH HUMAN-WRITTEN
SUMMARIES ON EXCLAIM.

Pipeline F1 R1 R2 RL
JustiLM 0.65 0.376 0.189 0.343
ArgLM 0.73 0.298 0.156 0.223

Finally, the average number of argument relations rises from
3 to 8 when all the attackability-based loss functions are
removed, confirming again the relevance of our approach.

B. Error analysis

We randomly selected a sample of 50 instances to analyze
cases where ArgLM fails to predict the label correctly. When
no correct evidence is retrieved, an error rate of 80% is
observed, compared to a 30% error rate when at least one
correct piece of evidence is retrieved. This result is expected,
as accurate evidence is crucial for meaningful summarization.

When at least one correct piece of evidence is retrieved (38
instances), we check the relations and find that when all the
argument relations are wrong, the error rate is 65% vs. 25%
when at least one argument relation is correct. This confirms
that the claim verification module does exploit the argument
structure of generated summaries.

Example (3) shows an example where a wrong relation
is generated in the summary for the claim ”Donald Trump
has changed his mind on abortion”, leading to a wrong label
prediction. This is a typical example highlighting the necessity
to consider temporal factors in argument relations. The claim
”changed his mind” can only be attacked or supported by con-
sidering a sequence of events over time. It is thus impossible
to determine the exact relation in this case.

(3) Summary: ””I am very pro-choice,” Trump said. ”I
hate the concept of abortion.” attacks the claim, ”So
I’m pro-life, but with the caveats.” partially supports
the claim...
Label: True
Predicted Label: mixture

VII. CONCLUSIONS

The main contributions of this work are: 1) we introduce
a novel argument-structured dataset and summarization tech-
nique for justification generation yielding higher precision
than SOTA methods and human-written summaries when
used in automatic claim verification; 2) we demonstrate that
incorporating attackability scores in summarization signifi-
cantly enhances performance and reduces hallucinated argu-
ment relations; 3) we highlight that overlap-based metrics like
ROUGE scores, are insufficient for evaluating summarization
in the context of automated fact-checking; 4) our pipeline
combining evidence retrieval and argument-structured summa-
rization achieves superior results compared to SOTA approach.
Our work demonstrates the effectiveness of argument-based
justifications for claim verification. For future work, we plan
to integrate partial relations into the attackability score and
enhance explainability about attacks from evidence to claims,
with a focus on relations involving temporal factors. Finally,
additional language models will be tested to further show the
generalizability of our method.
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