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Abstract

Standard Large Language Models (LLMs) evaluation contains
many different queries from similar minimal contexts (e.g.
multiple choice questions). Conclusions from such evalua-
tions are little informative about models’ behavior in different
new contexts (e.g. in deployment). We argue that context-
dependence should be studied as a property of LLMs. We
study the stability of value expression over different contexts
(conversation topics): Rank-order stability on the population
(interpersonal) level, and Ipsative stability on the individual
(intrapersonal). We observe consistent trends - Mixtral, Mis-
tral, Qwen, and GPT-3.5 model families being more stable than
LLaMa-2 and Phi - over those two types of stability, two dif-
ferent simulated populations, and even on a downstream be-
havioral task. Overall, LLMs exhibit low Rank-Order stabil-
ity, highlighting the need for future research on role-playing
LLMs, as well as on context-dependence in general. This pa-
per provides a foundational step in that direction, and is the
first study of value stability in LLMs.
Keywords: Large Language Models; Personal Values; Stabil-
ity; Context-dependence; PVQ

Introduction
There has been an emergence of research using psychologi-
cal tools to study Large Language Models (LLMs). In those
studies, LLMs have often been used to simulate populations
by instructing them to simulate different personas (Argyle et
al., 2023). LLMs have also been used without providing such
instructions, i.e. treated as a participant in a human study
(Binz & Schulz, 2023). Questions in such studies concerned
how Language Models express values (Masoud, Liu, Ferianc,
Treleaven, & Rodrigues, 2023), personality traits (Safdari et
al., 2023; G. Jiang et al., 2022), cognitive abilities (Kosoy,
Reagan, Lai, Gopnik, & Cobb, 2023), and how they replicate
human data (Aher, Arriaga, & Kalai, 2022).

The use of psychological tools with LLMs opens up many
scientific questions, for example regarding the nature of how
the text generated by LLMs depends on context, i.e. informa-
tion present in prompts or prior interaction with the model.
Prompts or prior interaction, which we denote here as ’con-
text’, can include any textual information such as instructions
(e.g. personas to simulate), the dialogue history, stories writ-
ten in specific styles, etc. Such contexts guide the genera-
tion of text by LLMs: different contexts may result in the ex-
pression of different behavior and values. This is sometimes
beneficial and expected, e.g. an instruction to simulate some
persona should influence the behavior and expressed values
to be more aligned with that persona. However, this can also

Figure 1: How do LLM’s expressed values change as a
function of context? An LLM is first prompted to play a spe-
cific role (e.g. Gandalf). Then, a conversation on a topic (e.g.
joke) with an interlocutor model (same LLM prompted to
simulate a human user) is generated. Then, the LLM simulat-
ing the persona is given a psychology questionnaire aimed to
assess its expressed values. We study the stability of these ex-
pressed values across diverse conversation topics and lengths.
We consider various personas to be simulated, as well as the
case when the LLM is not prompted to play any particular
persona. Messages and instructions in gray are manually set,
messages in white are generated.

be problematic, e.g. a specific conversation topic may dras-
tically influence the expressed behavior and values in unex-
pected ways, as we will highlight in experiments below. It
should be noted that, depending on the application, different
types of context-dependence can be beneficial or not.

The issue of unexpected context dependence in LLM is of
crucial importance. Standard evaluation benchmarks, includ-
ing those using psychological questionnaires to assess proper-
ties of LLMs, consist of sets of queries, often presented with
a similar minimal context (e.g. knowledge or value-related
questions presented as multiple choice questions with limited
context). When deployed, LLMs are exposed to many new
unforeseen contexts. This means that the standard bench-
marks, by themselves, cannot estimate a model’s behavior in
deployment (due to the LLMs’ highly context dependent na-
ture). This can have ethical and societal consequences as a
model, which might appear beneficial in texting, can, when
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deployed, express in unexpected behavior and values. Fur-
thermore, superficial testing might misleadingly demonstrate
diverse cultural expression, but, after prolonged conversa-
tions in deployment, it could converge to a single overrepre-
sented culture or values. It is therefore crucial to evaluate the
robustness of different models to unexpected context-based
changes in behavior. The approach in this paper is to concep-
tualize context-dependence (specifically, value stability) as a
property of LLMs, which can then be used as a dimension of
LLM comparison alongside others such as cognitive abilities,
knowledge, or model size.

This challenge is particularly acute with the use of psy-
chological questionnaires aimed at measuring psychological
dimensions like values. Those tools were initially designed to
probe humans, and thus make various assumptions about hu-
mans: for example, it is expected that the answers of most hu-
mans to questionnaires about value preferences should not be
significantly influenced by the content of a randomly picked
Wikipedia article shown to them beforehand. As we will
show below, such an assumption does not hold for many
LLMs, and thus strongly limits general interpretability of us-
ing these questionnaires in a context-independent manner. It
is thus key to understand better how LLMs’ behavior (e.g.
expression of values) may maintain coherence or change as
a function of various kinds of contexts (ranging from explicit
instruction to play a particular persona to discussions about
topics that seem unrelated to the expressed psychological di-
mensions one studies).

Previous research included experiments on unwanted
context-based change (usually regarding syntactic changes in
the prompt). These experiments led to conflicting results,
sometimes showing robustness (Abdulhai, Levine, & Jaques,
2022; Santurkar et al., 2023; Safdari et al., 2023; Li et al.,
2022), and sometimes sensitivity (Binz & Schulz, 2023; Li et
al., 2022). These inconclusive results motivate research into
the nature and the extent of context-dependence in LLMs.

In this paper, we present a case-study focusing on studying
the stability of value expressed in 21 LLMs from 6 families.
First, we study to what extent can LLMs simulate various per-
sonas in coherent ways, i.e. expressed values should change
according to the instructed persona, but not based on the
topic of a conversation not related to values. In other words,
we study to what extent do LLMs’ value profiles change in
wanted ways (i.e. based on an instruction), while remaining
robust to unwanted context-based change (i.e. based on dif-
ferent conversation topics). We instruct LLMs to simulate
two populations: fictional characters and well-known real-
world personas. In addition, we also study the coherence and
robustness of LLMs’ value expression when they are not in-
structed to simulate any specific persona, corresponding to
frequent real-world use cases. To our knowledge, this is the
first study on value stability in LLMs.

We use the Schwartz’s theory of Basic Personal Values
(S. Schwartz, 1992) and the corresponding Portrait Values
Questionnaire (PVQ-40) (S. H. Schwartz et al., 2001), which

have been studied and validated in the field of psychology.
The theory outlines ten basic values (Universalism, Benevo-
lence, Conformity, Tradition, Security, Power, Achievement,
Hedonism, Stimulation, and Self-Direction) organized in four
categories (Openness to change, Self-enhancement, Conser-
vation, Self-transcendence). Following that research, we out-
line two types of value stability studies in the psychology lit-
erature: Rank-Order (on a population/interpersonal level) and
Ipsative (on an individual/intrapersonal level) (see details be-
low and figures 2 and 3).

The main contributions of this paper are: 1) Introduction
and adaptation of the methodology for evaluating Rank-Order
and Ipsative stability in LLMs 2) First analysis of value sta-
bility across contexts (including various conversation lengths)
3) Systematic comparison of Rank-Order and Ipsative stabil-
ity of 21 LLMs with and without instructing them to simu-
late specific personas 4) Analysis of stability on a behavioral
downstream task.

Figure 2: Rank-Order stability An example of estimating
Rank-Order stability for benevolence. In each context, char-
acters are ordered according to their benevolence scores in
that context. In this example, the orders are almost the same
in contexts 1 and 2 (high Rank-Order stability), and very dif-
ferent in contexts 2 and 3 (low Rank-Order stability).

Methods
This section discusses how we administer the PVQ question-
naire over different contexts to evaluate value stability. We
conduct experiments in two ways: with and without instruct-
ing the models to simulate specific personas. Different con-
texts are induced by simulating conversations on different
topics with a separate instance of the same model (the inter-
locutor). To set a conversation topic (e.g. joke) we manually
set the first interlocutor’s message (e.g. ”Tell me a joke.”). We
let the models exchange n messages, manually set the last in-
terlocutor’s message as the query (e.g. PVQ item), and record
the model’s response. After the questionnaire was given in
each context, we estimate the Ipsative and Rank-Order stabil-
ity. This process is shown in figure 1.

Administering the questionnaire
Administering the questionnaire consists of the following
steps depicted in figure 1:
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Figure 3: Ipsative stability An example of estimating Ip-
sative stability for a character (Gandalf). Values are ordered
according to the character’s scores in each context. In this
example, the orders are the same in contexts 1 and 2 (high
Ipsative stability), and different in contexts 2 and 3 (low Ip-
sative stability).

1. A model is instructed to simulate a persona (op-
tional). We study personas from two populations: 1) 60 fic-
tional characters from J.R.R. Tolkien’s universe were initially
selected based on the length of their Wikipedia page (List of
Middle-earth characters, n.d.), some characters were then re-
placed to balance the set by including more female characters
and villains. 2) 50 real world personas were taken from an
online list (List of Top 100 Famous People, n.d.). The in-
struction (e.g. “You are Gandalf.”) is given through the Sys-
tem message or, if a model has no such input, through the
User message with a manually inserted model’s acknowledg-
ment (the first two messages are set as: “USER: You are per-
sona name. ASSISTANT: OK”).

2. A separate interlocutor model instance is created.
The interlocutor model is an instance of the same model as
the one being tested. The interlocutor is given the follow-
ing instruction: “You are simulating a human using a chatbot.
Your every reply must be in one sentence only.” If a persona
was provided in step 1, the following sentence is added as
the second sentence: “The chatbot is pretending to be char-
acter name.”

3. A conversation topic is induced. The first interlocu-
tor’s message is manually set to induce one of the following
topics: grammar, joke, poem, history, chess. For example, to
induce the topic of “joke” it is set to “Tell me a joke.”.

4. A conversation is simulated. The two models are let to
exchange n messages. In our experiments, n is set to 3 (except
when studying the effect of n on stability).

5. A questionnaire is given. A questionnaire item is man-
ually set as the interlocutor’s last message, with a random
order of suggested answers. This is repeated for each ques-
tion in parallel (with the same simulated conversation). That
way, the model’s response is not influenced by responses to
other questions. The questionnaire item text is identical as it

would be if given to a human, with the addition of “Answer:
”. The model generates a distribution for the next token, and
we take the capital letter (A-F) with the maximum likelihood
as the model’s answer.

6. A questionnaire is scored. The responses are scored to
obtain the scores for the ten values.

7. Stability is estimated. If a persona was provided in
step 1, steps 1 to 6 are repeated for every persona in the sim-
ulated population. Then, the whole process is repeated with
five random seeds. Stability is estimated for each seed and
then averaged, i.e. value stability for one model is estimated
from 50/60k queries, depending on the population (5 seeds x
5 topics x 50/60 personas x 40 PVQ items). For reference,
MMLU (Hendrycks et al., 2020) (a commonly used general
knowledge benchmark) contains 14k test questions.

If no persona was provided in step 1, steps 2 to 6 are re-
peated 50 times with different seeds. As no persona was
provided, this process repeats the same experiment with 50
different permutations in the order of suggested answers, and
therefore no additional seeds are needed. Ipsative stability is
computed for each of the 50 permutations and then averaged,
i.e. value stability for one model is estimated from 10-12k
queries (5 topics x 50/60 permutations x 40 PVQ items).

Estimating the stability

We estimate two types of value stability: Rank-Order and Ip-
sative. Rank-Order estimates the stability of some value at
the population (interpersonal) level, as the stability of the or-
der of participants in expressing that value. Intuitively, this
can be seen as addressing the following question: ”Does Jack
always value Tradition more than Jane does?”. Ipsative sta-
bility estimates the stability at the individual (intrapersonal)
level as the stability of individuals value hierarchies. Intu-
itively, this can be seen as addressing the following question:
”Does Jack always value Tradition more than Benevolence?”.

Rank-Order stability Rank-Order stability is used to esti-
mate the stability of some value inside a population. In psy-
chology, Rank-Order stability for some value can be com-
puted as the correlation in the order of individuals’ scores at
two points in time (Spearman correlation between the par-
ticipants’ ranks). Here, instead of comparing the participant
ranks at two points in time, we compare it in different con-
texts (see Fig. 2). We evaluate a model in five different con-
texts and compute the stability for each pair of contexts, and
estimate the final stability as the average of those pairs.

Ipsative (within-person) stability Ipsative stability is used
to estimate the stability of an individual’s value profile. In
psychology, Ipsative stability can be computed as the corre-
lation between the ranks of values for the same individual at
two points in time (Spearman correlation between the values’
scores). Here, instead of evaluating the value profile at two
points in time, we evaluate it in different contexts (see Fig 3).

We evaluate models in five different contexts and compute
the stability between each pair of contexts. We estimate the
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final stability by averaging over those pairs.

Experiments
This section provides an analysis of Ipsative and Rank-Order
stability. LLMs will be evaluated in two ways: with and with-
out instructing the models to simulate particular personas. We
aim to address the following questions:
• How do different models and model families compare in

terms of expressed value stability?
• How does the stability of values expressed by LLMs com-

pare to stability observed in human development?
• Can LLMs keep coherent value profiles over longer con-

versations?
• To what extent do conclusions made with PVQ transfer to

a downstream behavioral task?

Models
The LLaMa-2 (Touvron et al., 2023) family contains models
with 7, 13 and 70 billion parameters. It also includes “chat”
versions, which were fine-tuned on instructions with RLHF
(Christiano et al., 2017). The Mistral (A. Q. Jiang et al., 2023)
family contains base and instruction fine-tuned models with
7 billion parameters. Zephyr (Tunstall et al., 2023) also be-
longs in this family as a DPO (Rafailov et al., 2023) tuned
version of the base Mistral model. The Mixtral (A. Q. Jiang
et al., 2024) family contains base and “instruct” models with
46.7 billion parameters. The “instruct” version was trained by
supervised fine-tuning and DPO (Rafailov et al., 2023). We
consider these two models and their 4-bit quantized versions.
The Phi (Gunasekar et al., 2023) family contains smaller base
models, of which we consider two models with 1.3 and 2.7
billion parameters. From the Qwen (Bai et al., 2023) model
family we consider base models with 7, 14, and 74 billion
parameters. From the GPT-3.5 family, we consider the latest
two versions: from January 2024 (“gpt-3.5-turbo-0125”) and
from October 2023 (“gpt-3.5-turbo-1106”).

How do different models and model families
compare in terms of expressed value stability?
We evaluate the Rank-Order stability of LLMs instructed to
simulate various personas. Figure 4 compares models’ value
stability of two simulated populations: fictional characters
(Fig. 4a) and real-world personas (Fig. 4b). On fictional char-
acters the most stable model is Mixtral-Instruct-v1 (r = 0.43),
which is followed by its 4-bit quantized version (r = 0.3),
Mistral-Instruct-v2 (r = 0.28), Qwen-72B (r = 0.24), GPT-
3.5-1106 (r = 0.2, and GPT-3.5-0125 (r = 0.15). A similar
trend is observed on real-world personas, however, Qwen-
72B (r = 0.46) approaches the stability of Mixtral-Instruct-
v1 (r = 0.5). More generally, we observe consistent trends in
terms of model families in both simulated populations: Mix-
tral, Mistral, Qwen, and GPT-3.5 families show more stability
than LLaMa-2 and Phi.

Figure 5 compares the Ipsative stability of LLMs without
instructing them to simulate any particular persona. While

similar trends of models are observed to those in the Rank-
Order experiments, the models are less polarized. While
Mixtral-Instruct-v0.1 (r = 0.84), its 4-bit quantized version
(r = 0.82), and Qwen-72B (r = 0.73) are again the most sta-
ble models, zephyr-7b-beta (r = 0.62) is more stable than
Mistral-Instruct-v2 (r = 0.48). Furthermore, compared to the
previous experiment, stability is also observed in LLaMa-2-
70b-chat (r = 0.47) and to a lesser extent in Phi-2 (r = 0.29),
LLaMa-2-70b (r = 0.17), and Qwen-7B (r = 0.18). The most
stable model families are again Mixtral, Mistral, Qwen, and
GPT-3.5.

Instruction or chat fine-tuning seems to be beneficial for
Ipsative stability, as every tuned model in Fig. 5 is more sta-
ble than its base version. This effect is not as conclusive for
Rank-order stability. As fine-tuning adapts the model towards
instruction following, dialogues (chat textual format), and an-
swering questions, it is expected to increase stability. How-
ever, it also often includes “aligning” the model by making
it less prone to exhibit unwanted behavior, which can have a
detrimental effect on simulating some personas such as vil-
lains. We hypothesize that this is the reason why we observe
a consistent effect only on Ipsative stability.

How does the stability of values expressed by LLMs
compare to stability observed in human
development?

To get a more intuitive impression of the observed stabil-
ity levels, we extract data from two longitudinal studies on
humans. Vecchione et al. (2016) followed 20-year-olds for
eight years and Vecchione et al. (2020) followed 10-year-old
for 2 years (these changes are denoted by horizontal lines in
figures 4 and 5). It is important to note that this compari-
son is skewed in the LLMs favor. It is easier for LLMs to
show stability in the following ways: 1) human value changes
were caused by much more drastic circumstances (years of
development compared to topic change in LLMs) 2) the hu-
man population was more unstable (10-year-old and 20-year-
olds compared to well-established fictional characters or real-
world personas). Therefore, an argument can only be made
in one direction: if some models show lower stability than
that observed in humans, those models can be said to exhibit
subhuman value stability.

Figures 4a and 4b show that all models, when instructed
to simulate various personas, exhibit much lower Rank-order
stability than that observed in human populations (r = 0.57
for ages 10 to 12, and r = 0.66 for ages 20 to 28). The fact
that LLMs show lower stability despite the comparison being
skewed in their favor shows that LLMs exhibit sub-human
value stability and are significantly more susceptible to unex-
pected context changes. These results motivate research on
LLMs focused on simulating populations.

Figure 5 shows the Ipsative stability of models that were
not instructed to simulate a persona. Both Mixtral-Instruct
models (r = 0.84 and r = 0.82), Qwen-72B (r = 0.73), and
zephyr-7b-beta (r = 0.62) do not exhibit lower stability than
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(b) Rank-order value stability for LLMs sim-
ulating real-world personas.
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(c) Rank-order donation stability on a down-
stream behavioral task for LLMs simulating
fictional characters.

Figure 4: Rank-order stability (Mean±SI(α = 0.05)) of personal values and donations exhibited by LLMs following conversa-
tions on different topics. Consistent trends are visible: Mixtral, Qwen, GPT-3.5, and Mistral model families are the most stable,
compared to LLaMa-2 and Phi families. All models exhibit lower than human stability, despite the comparison being skewed
in their favor.
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Figure 5: Ipsative value stability (Mean ± SI(α = 0.05))
of LLMs without the persona setting instructions. Mistral-
Instruct-v0.1 and Qwen-72B models show the highest stabil-
ity. Mixtral, Mistral, Qwen and GPT-3.5 families are more
stable. Human change is shown for reference, but no strong
conclusions can be made because the comparison is skewed
in the LLMs’ favor.

that observed in humans (r = 0.66 for ages 10 to 12, and
r = 0.59 for ages 20 to 28)). Crucially, as discussed above,
this does not imply that those models show human-level value
stability, rather, the only insight is that other models show
very low Ipsative stability.

Can LLMs keep coherent value profiles over longer
conversations?

In the previous experiment, models were let to exchange
n = 3 messages (not including the manually set first and last
interlocutor’s messages). Here, we evaluate the effect of sim-
ulated conversation length (n) on value stability.

Figure 6 shows the effect of simulated conversation length
on Rank-order stability expressed by the Mixtral-Instruct

Figure 6: Rank-order value stability (Mean± SI(α = 0.05))
of the Mixtral-Instruct model simulating fictional characters.
Stability decreases with longer simulated conversations.

model simulating fictional characters. Due to computational
constraints (evaluating a model on one population requires
300k queries), we conduct this experiment only with this
model (the most stable model from Fig. 4a), and only on
one population. We can see that, even for this model, sta-
bility diminishes with longer conversations. This experiment
highlights the limitations of LLMs in maintaining coherent
interpersonal value profiles over longer conversations.

Figure 7 shows the effect of conversation length on Ip-
sative stability. We compare the most stable models from
Fig. 5 without persona instructions, and Mixtral-Instruct with
instructions to simulate fictional characters. Ipsative stabil-
ity remains stable regardless of the simulated conversation
length for all models. Mixtral-Instruct with persona instruc-
tion (”Mixtral-Instruct (fict. char.)”), while highly stable,
is less stable than uninstructed Mixtral-Instruct (”Mixtral-
Intruct”). This implies that Mixtral-Instruct is slightly better
adapted for use without persona instructions.

Mixtral-Instruct with persona instructions exhibits a com-
bination of low Rank-Order stability (Fig. 6) and high Ip-
sative stability (Fig. 7). This implies that the model is able
to maintain characters consistently, however those characters
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Figure 7: Ipsative value stability (Mean± SI(α = 0.05)) of
LLMs with (Mixtral-Instruct) and without persona setting in-
structions. All models retain the same stability level in longer
conversations.

might not be adequately impersonated (e.g. simulating dif-
ferent characters with similar value profiles). These results
suggest that current LLMs are not well suited for use with
persona setting instructions, and motivate future research on
LLMs focused on simulating specific personas.

To what extent do conclusions made with PVQ
transfer to a downstream behavioral task?

In this experiment, we study if the conclusions made with
the PVQ questionnaire in previous experiments transfer to a
downstream behavioral task. We construct a task where an
LLMs can choose an amount of coins (0 to 10) to give a
beggar. The full test set consists of 100 queries with beg-
gars of different names, genders, and fictional races (elves,
dwarves, orcs, humans, hobbits). The average amount of do-
nated coins is computed for each race. The stability of do-
nated coins is then estimated in the same way as value stabil-
ity, i.e. amounts donated to different races are treated in the
same way as scores for different values.

Figure 4c compares models according to their Rank-order
stability on the donation task. The Mixtral-Instruct model
shows the highest stability (r = 0.31), and is closely fol-
lowed by Mixtral-Base (r = 0.28). Those models are then fol-
lowed by GPT-3.5-1106 (r = 0.25), GPT-3.5-0125 (r = 0.21),
Qwen-72B (r = 0.23), the 4-bit quantized Mixtral-Base (r =
0.18) and Instruct (r = 0.17) models, and by Mistral-Instruct-
v0.2 (r = 0.18).

Compared to the results on PVQ (Fig. 4a), the overall trend
of models is consistent with some differences. Qwen-72B,
Mixtral-Instruct, and Mistral-Instruct-v0.2 are again among
the most stable models. However, the Mixtral base models
not only show stability, but even outperform their Mixtral-
Instruct counterparts. Furthermore, zephyr-7b-beta shows
lower, and the LLaMa-2-70b base model shows higher sta-
bility. The trends of model families are consistent: Mixtral,
Mistral, Qwen, and GPT-3.5 are again the most stable, while
Phi and LLaMa-2 show low stability. This experiment shows
that, while the overall general trends are consistent between
PVQ and the donation task, there are some differences (most
notably the high stability of the base Mixtral model).

Conclusion
This paper presents the first study into the stability of values
expressed by Large Language Models. We consider (interper-
sonal) Rank-Order stability and (intrapersonal) Ipsative sta-
bility. We evaluate value stability over different contexts in-
duced by simulating conversations about different topics. We
conduct experiments with and without instructing the mod-
els to simulate particular personas. Over our experiments, we
observed consistent trends of value stability: Mixtral, Mistral,
Qwen, and GPT-3.5 model families were more stable (these
trends are also confirmed on a downstream behavioral task).
LLMs instructed to simulate personas exhibit much lower
than human stability (despite the comparison being skewed
in their favor), which further diminishes over longer conver-
sations. This insight motivates future research on models spe-
cialized in simulating coherent populations of individuals.

This paper highlights how seemingly unrelated context
changes can result in unpredictable and unwanted changes in
behavior. We argue that context-dependence, and more pre-
cisely, value stability, should be seen as another dimension of
LLMs comparison alongside knowledge, model size, speed,
and similar. Instead of evaluating LLMs with many differ-
ent questions from a single minimal context, they should also
be evaluated in terms of their context-dependence and value
stability with the same questions asked in many different con-
texts. This study presents a first step in that direction.

Limitations Due to computational requirements, the eval-
uation of stability considers only five different conversation
topics and simulated rather short conversations. Increasing
the number of topics and conversation length could provide
better insights into the models’ stabilities.

Future work This paper opens many research avenues
regarding context-dependence and value stability of LLMs.
Similar questions to those explored here could be explored
for personality traits, cultural values, cognitive abilities and
knowledge. An interesting direction is to explore if the same
model can exhibit high stability both with and without the
persona instruction, or if specialized models are required.
This paper opens a new research area of creating, evaluating
and analyzing models specialized in coherently simulating di-
verse populations. Such models are needed for applications
such as replicating human studies (Aher et al., 2022), simu-
lating social interactions (Park et al., 2023), training teachers
(Markel, Opferman, Landay, & Piech, 2023), and many more.
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