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Abstract

The standard way to study Large Language Models (LLMs) through benchmarks or psychol-

ogy questionnaires is to provide many different queries from similar minimal contexts (e.g.

multiple choice questions). However, due to LLM’s highly context-dependent nature, conclu-

sions from such minimal-context evaluations may be little informative about the model’s

behavior in deployment (where it will be exposed to many new contexts). We argue that con-

text-dependence should be studied as another dimension of LLM comparison alongside oth-

ers such as cognitive abilities, knowledge, or model size. In this paper, we present a case-

study about the stability of value expression over different contexts (simulated conversa-

tions on different topics), and as measured using a standard psychology questionnaire

(PVQ) and behavioral downstream tasks. We consider 21 LLMs from six families. Reusing

methods from psychology, we study Rank-order stability on the population (interpersonal)

level, and Ipsative stability on the individual (intrapersonal) level. We explore two settings:

with and without instructing LLMs to simulate particular personalities. We observe similar

trends in the stability of models and model families—Mixtral, Mistral, GPT-3.5 and Qwen

families being more stable than LLaMa-2 and Phi—over those two settings, two different

simulated populations, and even on three downstream behavioral tasks. When instructed to

simulate particular personas, LLMs exhibit low Rank-Order stability, and this stability further

diminishes with conversation length. This highlights the need for future research directions

on LLMs that can coherently simulate a diversity of personas, as well as how context-depen-

dence can be studied in more thorough and efficient ways. This paper provides a founda-

tional step in that direction, and, to our knowledge, it is the first study of value stability in

LLMs. The project website with code is available at https://sites.google.com/view/

llmvaluestability.

Introduction

In recent years, there has been an emergence of research using psychological tools to study

Large Language Models (LLMs). In those studies, LLMs have often been used to simulate
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populations by instructing them to simulate different personas [1]. LLMs have also been used

without providing such instructions, i.e. treated as a participant in a human study [2]. Ques-

tions in such studies have revolved around how Language Models express values [3], personal-

ity traits [4, 5], cognitive abilities [6], and how they could replicate human data [7].

The use of psychological tools with LLMs opens up many scientific questions, for example

regarding the nature of how the text generated by LLMs depends on context, i.e. information

present in prompts or prior interaction with the model. Prompts or prior interaction, which

we denote here as ‘context’, can include any textual information such as instructions (e.g. per-

sonas to simulate), the dialogue history, stories written in specific styles, etc. Such contexts

guide the generation of text by LLMs: different contexts may result in the expression of differ-

ent behavior and values. This is sometimes beneficial and expected, e.g. an instruction to simu-

late some persona should influence the behavior and expressed values to be more aligned with

that persona. However, this can also be problematic, e.g. a specific conversation topic may

drastically influence the expressed behavior and values in unexpected ways as we will highlight

in experiments below. It should be noted that, depending on the application, different types of

context-dependence can be beneficial or not.

The issue of unexpected context dependence in LLM is of crucial importance. Standard

evaluation benchmarks, including those using psychological questionnaires to assess proper-

ties of LLMs, consist of sets of queries, often presented with a similar minimal context (e.g.

knowledge or value-related questions presented as multiple choice questions with limited con-

text). When deployed, LLMs are exposed to many new unforeseen contexts. This means that

the standard benchmarks, by themselves, cannot estimate a model’s behavior in deployment

(due to the LLMs’ highly context dependent nature). It is therefore crucial to evaluate the

robustness of different models to unexpected context-based changes in behavior.

This challenge is particularly acute with the use of psychological questionnaires aimed at

measuring psychological dimensions like values. Those tools were initially designed to probe

humans, and thus make various assumptions about humans: for example, it is expected that

the answers of most humans to questionnaires about value preferences should not be signifi-

cantly influenced by the content of a randomly picked Wikipedia article shown to them

beforehand. As we will show below, such an assumption does not hold for many LLMs, and

thus strongly limits general interpretability of using these questionnaires in a context-indepen-

dent manner. It is thus key to understand better how LLMs’ behavior (e.g. expression of val-

ues) may maintain coherence or change as a function of various kinds of contexts (ranging

from explicit instruction to play a particular persona to discussions about topics that seem

unrelated to the expressed psychological dimensions one studies).

Previous research included certain experiments regarding unwanted context-based change

(usually regarding syntactic changes in the prompt). These experiments led to conflicting

results, sometimes showing robustness [4, 8–10], and sometimes sensitivity [2, 10]. These

inconclusive results motivate research into the nature and the extent of context-dependence of

various LLMs.

In this paper, we present a case-study focusing on studying the stability of value expressed

in 21 LLMs from 6 families. First, we study to what extent can LLMs simulate various personas

in coherent ways, i.e. expressed values should change according to the instructed persona, but

not based on the topic of a conversation not related to values. In other words, we study to what

extent do LLMs’ value profiles change in wanted ways (i.e. based on an instruction), while

remaining robust to unwanted context-based change (i.e. based on different conversation top-

ics). We instruct LLMs to simulate two populations: fictional characters and well-known real-

world personas (from different countries and cultural backgrounds). In addition, we also

study the coherence and robustness of LLMs’ value expression when they are not instructed to
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simulate any specific persona, corresponding to frequent real-world use cases. To our knowl-

edge, this is the first study on value stability in LLMs. This process is depicted in Fig 1.

We use the Schwartz’s theory of Basic Personal Values [11] and the corresponding Portrait

Values Questionnaire (PVQ-40) [12]. This theory and questionnaire has been thoroughly

studied and validated in the field of psychology, and it outlines ten universal basic personal val-

ues (Universalism, Benevolence, Conformity, Tradition, Security, Power, Achievement, Hedo-

nism, Stimulation, and Self-Direction).

The PVQ-40 questionnaire has been used to study values in a large diversity of countries

and cultures [13].

Following that research, we outline two types of value stability studies in the psychology lit-

erature: Rank-Order (on a population/interpersonal level) and Ipsative (on an individual/

intrapersonal level), see details below and on Figs 2 and 3.

The main contributions of this paper are:

• Introduction and adaptation of the methodology for evaluating Rank-Order and Ipsative sta-

bility in LLMs

• First analysis of value stability across contexts (including various conversation lengths)

• Systematic comparison of Rank-Order and Ipsative basic value stability of 21 LLMs with and

without instructing the models to simulate specific personas

• Analysis of stability in three downstream behavioral tasks

Fig 1. How do LLM’s expressed values change as a function of context?. An LLM is first prompted to play a specific role

(e.g. Gandalf). Then, a conversation on a topic (e.g. joke) with an interlocutor model (same LLM prompted to simulate a

human user) is generated. Then, the LLM simulating the persona is given a psychology questionnaire aimed to assess its

expressed values. We study the stability of these expressed values across diverse conversation topics and lengths. We

consider various personas to be simulated, as well as the case when the LLM is not prompted to play any particular

persona. The messages and instructions in gray are set manually, and the messages in white are generated.

https://doi.org/10.1371/journal.pone.0309114.g001
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Related work

There has been a growing number of works using psychological questionnaires to study LLMs.

[2] evaluated GPT-3 on a battery of vignette-based cognitive tests, and [6] evaluated a LaMDa

model on a battery of classical developmental tasks and compared its performance to that of

human children. Some works have evaluated LLMs using personality questionnaires [5, 14]

and tests for creativity [15] Although not directly using psychological questionnaires, there are

works heavily inspired by psychology which estimate LLMs’ Theory of Mind through textual

representations of standard False-belief tasks [16, 17].

A body of work has studies LLMs as simulating a diversity of individuals and cultures. [18]

introduced the metaphor of role-playing, where an LLM always chooses a character to role-

play based on context. Cultural expression has been studied by inducing personalities from dif-

ferent countries through prompting [19] and through presenting the queries in different lan-

guages [20]. Those two methods were also used [21] to compare LLM responses to human

data from the World Values Survey [22] and the Pew Global Attitudes Survey [23]. [9] induced

personas of various demographic groups and observed a left-leaning bias. [24] induce perspec-

tives of different experts to improve performance, and [25] induce perspectives of famous peo-

ple to show that toxicity can increase as a consequence. [7] replicate psychological studies with

humans by varying the participants’ names to simulate a culturally diverse population. Simi-

larly, [1] replicate data from human studies by prompting the model with backstories of real

human participants in those original studies. LLMs have also been used to simulate students in

order to train teachers [26].

Previous work has also highlighted the problem of inconsistency in personas simulated by

language models [27]. [28] show that exposing an LLM to some statement increases its per-

ceived truthfulness at a later time, and [29] demonstrate the tendency of models to repeat back

the user’s answer. The most similar work to ours is a concurrent paper studying the coherence

of simulated personas in general (as opposed to our specific focus on personal value stability in

simulated individuals and populations). That work proposes to increase the similarity of

LLaMa-70b-chat model’s answers before and after simulated conversations by reweighting the

instruction’s attention weights [30].

Fig 2. Rank-Order stability. An example of estimating Rank-Order stability of benevolence. In each context, characters are ordered according to their

benevolence scores in that context. In this example, the orders are almost the same in contexts 1 and 2 (high Rank-Order stability), and very different in

contexts 2 and 3 (low Rank-Order stability).

https://doi.org/10.1371/journal.pone.0309114.g002
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Methods

This section discusses how we administer the PVQ questionnaire over different contexts to

evaluate value stability. We conduct experiments in two ways: with and without instructing

the models to simulate specific personas. Different contexts are induced by simulating conver-

sations on different topics with a separate instance of the same model (the interlocutor). To set

a conversation topic (e.g. joke) we manually set the first interlocutor’s message (e.g. “Tell me a

joke.”). We let the models exchange n messages, manually set the last interlocutor’s message as

the query (e.g. PVQ item), and record the model’s response. After the questionnaire was given

in each context, we estimate the Ipsative and Rank-Order stability. This process is shown on

Fig 1.

Administering the questionnaire

Administering the questionnaire consists of the following steps depicted in Fig 1:

1. A model is instructed to simulate a persona (optional). We study personas from two pop-

ulations: 1) 60 fictional characters from J.R.R. Tolkien’s universe, and 2) 50 real world per-

sonas (see S1 Appendix for details). A persona setting instruction (e.g. “You are Gandalf

from J. R. R. Tolkien’s Middle-earth legendarium.”) is given to the model (see S1 Appendix

for details).

Fig 3. Ipsative stability. An example of estimating Ipsative stability for a character (Gandalf). Values are ordered according to the character’s scores in

each context. In this example, the orders are the same in contexts 1 and 2 (high Ipsative stability), and different in contexts 2 and 3 (low Ipsative

stability).

https://doi.org/10.1371/journal.pone.0309114.g003
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2. A separate interlocutor model instance is created. The interlocutor model is an instance

of the same model as the one being tested. The interlocutor is given the following instruc-

tion: “You are simulating a human using a chatbot. Your every reply must be in one sen-

tence only.” If a persona was provided in step 1, the following sentence is added as the

second sentence: “The chatbot is pretending to be character_name.”

3. A conversation topic is induced. The first interlocutor’s message is manually set to induce

one of the following topics: grammar, joke, poem, history, chess. For example, to induce the

topic of “joke” it is set to “Tell me a joke.”. See S1 Appendix for details.

4. A conversation is simulated. The two models are let to exchange n messages. In our experi-

ments, n is set to 3 (except when studying the effect of n on stability).

5. A questionnaire is given. A questionnaire item is manually set as the interlocutor’s last mes-

sage with a random order of suggested answers, and the model’s response is recorded. This

is repeated for each question in parallel (with the same simulated conversation). That way,

the model’s response is not influenced by responses to other questions.

6. A questionnaire is scored. The responses are scored to obtain the scores for the ten values.

See S1 Appendix for details.

7. Stability is estimated. If a persona was provided in step 1, steps 1 to 6 are repeated for every

persona in the simulated population. Then, the whole process is repeated with five random

seeds. Stability is estimated for each seed and then averaged, i.e. value stability for one

model is estimated from 50/60k queries, depending on the population (5 seeds x 5 topics x

50/60 personas x 40 PVQ items). For reference, MMLU [31] (a commonly used general

knowledge benchmark) contains 14k test questions.

If no persona was provided in step 1, steps 2 to 6 are repeated 50 times with different seeds.

As no persona was provided, this process repeats the same experiment with 50 different per-

mutations in the order of suggested answers, and therefore no additional seeds are needed.

Ipsative stability is computed for each of the 50 permutations and then averaged, i.e. value sta-

bility for one model is estimated from 10–12k queries (5 topics x 50/60 permutations x 40

PVQ items).

Estimating the stability

We estimate two types of value stability: Rank-Order and Ipsative. Rank-Order estimates the

stability of some value at the population (interpersonal) level, as the stability of the order of

participants in expressing that value. Intuitively, this can be seen as addressing the following

question: “Does Jack always value Tradition more than Jane does?”. Ipsative stability estimates

the stability at the individual (intrapersonal) level as the stability of individuals value hierar-

chies. Intuitively, this can be seen as addressing the following question: “Does Jack always

value Tradition more than Benevolence?”.

Rank-Order stability. Rank-Order stability is used to estimate the stability of some value

inside a population. In psychology, Rank-Order stability for some value can be computed as

the correlation in the order of individuals’ scores at two points in time (Spearman correlation

between the participants’ ranks). Here, instead of comparing the participant ranks at two

points in time, we compare it in different contexts (see Fig 2). We evaluate a model in five dif-

ferent contexts and compute the stability for each pair of contexts, and estimate the final stabil-

ity as the average of those pairs.
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Ipsative (within-person) stability. Ipsative stability is used to estimate the stability of an

individual’s value profile. In psychology, Ipsative stability can be computed as the correlation

between the ranks of values for the same individual at two points in time (Spearman correla-

tion between the values’ scores). Here, instead of evaluating the value profile at two points in

time, we evaluate it in different contexts (see Fig 3).

We evaluate models in five different contexts and compute the stability between each pair

of contexts. We estimate the final stability by averaging over those pairs.

Experiments

This section provides an analysis of Ipsative and Rank-Order stability in LLMs. LLMs will be

evaluated in two ways: with and without instructing the models to simulate particular perso-

nas. We aim to address the following questions:

• How do different models and model families compare in terms of expressed value stability?

• How does the stability of values expressed by LLMs compare to stability observed in human

development?

• Can LLMs keep coherent personas over longer conversations?

• To what extent do conclusions made with PVQ transfer to downstream behavioral tasks?

• Is value expression on PVQ correlated with behavior on a downstream task?

• How additional contexts affect stability estimates?

Models

The LLaMa-2 [32] family contains models with 7, 13 and 70 billion parameters (“llama_2_[7|

13|70]b”) trained with 2T tokens. It also includes “chat” versions (“llama_2_[7|13|70]b_chat”),

which were fine-tuned on instructions and with RLHF [33]. The Mistral [34] family contains

base (“Mistral-7B-v0.1”) and instruction fine-tuned models (“Mistral-7B-Instruct-v0.[1|2]”)

with 7 billion parameters. Zephyr [35] (“zephyr-7b-beta”) also belongs in this family as a DPO

[36] tuned version of the base Mistral model. The Mixtral [37] family contains base (“Mixtral-

8x7B-v0.1”) and “instruct” (“Mixtral-8x7B-Instruct-v0.1”) models with 46.7 billion parame-

ters. Those are Mixture-of-Experts models, which means that only 12.9 billion parameters are

used per token. The “instruct” version was trained by supervised fine-tuning and DPO [36].

We consider these two models and their 4-bit quantized versions. The Phi [38] family contains

smaller base models, of which we consider two models with 1.3 and 2.7 billion parameters

(“phi-[1|2]”). From the Qwen [39] model family we consider base models with 7, 14, and 74

billion parameters (“Qwen-[7|14|74]B”), which were trained on 2.2T 2.4T 3T tokens, respec-

tively. From the GPT-3.5 family, we consider the latest two versions: from January 2024 (“gpt-

3.5-turbo-0125”) and from October 2023 (“gpt-3.5-turbo-1106”).

Statistical analysis

In our experiments, we compare the stability of different models. We conduct the student’s t-

test [40] on each pair of models with p = 0.05. Given that we evaluate a total of 21 models, this

amounts to a total of 21

2

� �
¼ 210 comparisons. We use the False Discovery Rate [41] to adjust

the p-values to control for the number of comparisons.
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How do different models and model families compare in terms of

expressed value stability?

We evaluate the Rank-Order stability of LLMs instructed to simulate various personas. Fig 4

compares models’ value stability of two simulated populations: fictional characters (Fig 4A)

and real-world personas (Fig 4B). Statistical analysis for Fig 4A and 4B is shown in S1 and S2

Figs, respectively. On fictional characters (Fig 4B) the most stable model is Mixtral-8x7B-In-

struct-v0.1 (r = 0.43), which is followed by its 4-bit quantized version (r = 0.3), Mistral-

7B-Instruct-v0.2 (r = 0.28), Qwen-72B (r = 0.24), gpt-3.5-turbo-1106 (r = 0.20), and gpt-

3.5-turbo-0125 (r = 0.15). A similar trend is observed on real-world personas (Fig 4B), how-

ever, Qwen-72B (r = 0.46) approaches the stability of Mixtral-8x7B-Instruct-v0.1 (r = 0.5).

More generally, we observe consistent trends in terms of model families in both simulated

populations: Mixtral, Mistral, GPT-3.5 and Qwen families show more stability than LLaMa-2

and Phi.

Fig 5 compares the Ipsative stability of LLMs without instructing them to simulate any par-

ticular persona. The statistical analysis is shown in S3 Fig. While similar trends of models are

observed to those in the Rank-Order experiments, the models are less polarized. While Mix-

tral-8x7B-Instruct-v0.1 (r = 0.84), its 4-bit quantized version (r = 0.82), and Qwen-72B

(r = 0.73) are again the most stable models, zephyr-7b-beta (r = 0.62) is more stable than Mis-

tral-7B-Instruct-v0.2 (r = 0.48). Furthermore, compared to the previous experiment, stability

is also observed in LLaMa-2–70b-chat (r = 0.47) and to a lesser extent in Phi-2 (r = 0.3),

LLaMa-2–70b (r = 0.17), and Qwen-7B (r = 0.18). The most stable model families are again

Mixtral, Mistral, GPT-3.5 and Qwen.

Instruction or chat fine-tuning seems to be beneficial for Ipsative stability, as every tuned

model in Fig 5 is more stable than its base version. This effect is not as conclusive for Rank-

order stability. As fine-tuning adapts the model towards instruction following, dialogues (chat

textual format), and answering questions, it is expected to increase stability. However, it also

often includes “aligning” the model by making it less prone to exhibit unwanted behavior,

Fig 4. Rank-Order stability with PVQ. Rank-order stability (Mean±SE) of personal values (PVQ) exhibited by

simulated participants (fictional characters or real-world personas) following conversations on different topics

(correlation of simulated participants’ value expression in different contexts). Consistent trends are visible: Mixtral,

Qwen, GPT-3.5, and Mistral model families are the most stable, compared to LLaMa-2 and Phi families. All models

exhibit lower than human stability, despite the comparison being skewed in their favor. LLMs are simulating two

populations: (A) fictional characters, and (B) real-world personas. For statistical tests, refer to S1 and S2 Figs,

respectively.

https://doi.org/10.1371/journal.pone.0309114.g004
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which can have a detrimental effect on simulating some personas such as villains. We hypothe-

size that this is the reason why we observe a consistent effect only on Ipsative stability.

How does the stability of values expressed by LLMs compare to stability

observed in human development?

To get a more intuitive impression of the observed stability levels, we extract data from two

longitudinal studies on humans. Vecchione et al. [42] followed 20-year-olds for eight years

and Vecchione et al. [43] followed 10-year-old for 2 years (these changes are denoted by hori-

zontal lines in Figs 4 and 5). It is important to note that this comparison is skewed in the LLMs

favor. It is easier for LLMs to show stability in the following ways: 1) human value changes

were caused by much more drastic circumstances (years of development compared to topic

change in LLMs) 2) the human population was more unstable (10-year-old and 20-year-olds

compared to well-established fictional characters or real-world personas). Therefore, an argu-

ment can only be made in one direction: if some models show lower stability than that

observed in humans, those models can be said to exhibit subhuman value stability.

Fig 4 shows that all models, when instructed to simulate various personas, exhibit much

lower Rank-order stability than that observed in human populations (r = 0.57 for ages 10 to

12, and r = 0.66 for ages 20 to 28). The fact that LLMs show lower stability despite the compari-

son being skewed in their favor shows that LLMs exhibit sub-human value stability and are sig-

nificantly more susceptible to unexpected context changes. These results motivate research on

LLMs focused on simulating populations.

Fig 5 shows the Ipsative stability of models that were not instructed to simulate a persona.

Both Mixtral-8x7B-Instruct-v0.1 models (r = 0.84 and r = 0.82), Qwen-72B (r = 0.73), and

zephyr-7b-beta (r = 0.62) do not exhibit lower stability than that observed in humans (r = 0.66

for ages 10 to 12, and r = 0.59 for ages 20 to 28)). Crucially, as discussed above, this does not

imply that those models show human-level value stability, rather, the only insight is that other

models show very low Ipsative stability.

Fig 5. Ipsative stability with PVQ. Ipsative stability (Mean±SE) of personal values (PVQ) exhibited by LLMs without

the persona setting instructions (correlation of value hierarchies in different contexts). Mistral-7B-Instruct-v0.1 and

Qwen-72B models show the highest stability. Mixtral, Mistral, GPT-3.5 and Qwen families are more stable. Human

change is shown for reference, but no strong conclusions can be made because the comparison is skewed in the LLMs’

favor. (Refer to Supporting Information S3 Fig for statistical tests).

https://doi.org/10.1371/journal.pone.0309114.g005
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Can LLMs keep coherent value profiles over longer conversations?

In the previous experiment, models were let to exchange n = 3 messages (not counting the

manually set first and last interlocutor’s messages). Here, we evaluate the effect of simulated

conversation length (n) on value stability.

Fig 6 shows the effect of simulated conversation length on Rank-order stability expressed

by the Mixtral-8x7B-Instruct-v0.1 model instructed to simulate fictional characters. Due to

computational constraints (evaluating a model on one population requires 300k queries), we

conduct this experiment only with Mixtral-8x7B-Instruct-v0.1 (the most stable model from

Fig 4), only on one population (fictional characters) and only with one seed. This enables us to

consider significantly longer conversations up with up to 43 simulated messages. We can see

that, even for this most stable model, stability diminishes as conversations get longer. It gradu-

ally diminishes from r = 0.42(n = 3) to r = 0.15(n = 43). We can also see that the stability seems

to converge after 35 messages with only a slight drop from 35 to 43 simulated messages

(r = 0.166 to r = 0.162). This experiment highlights the limitations of LLMs in maintaining

coherent interpersonal value profiles over longer conversations.

Fig 7 shows the effect of conversation length on Ipsative stability. We compare the most sta-

ble models from Fig 5 without persona instructions, and Mixtral-8x7B-Instruct-v0.1 with

instructions to simulate fictional characters. Ipsative stability remains stable regardless of the

simulated conversation length for all models. Mixtral-8x7B-Instruct-v0.1 with persona instruc-

tions (“Mixtral-8x7B-Instruct-v0.1 (fict. char.)”), while highly stable, is less stable than the

uninstructed model (“Mixtral-8x7B-Instruct-v0.1”). This implies that Mixtral-8x7B-Instruct-

v0.1 is slightly better adapted for use without the persona instructions.

Mixtral-8x7B-Instruct-v0.1 with persona instructions exhibits a combination of decreasing

low Rank-Order stability (Fig 6) and high Ipsative stability (Fig 7). Ipsative stability even

increases following a very long conversation with 43 simulated messages. This implies that, as

conversations get longer, the exhibited value profile drifts away from the simulated persona

towards a more neutral value profile. This hypothesis is confirmed in S2 Appendix. These

results suggest that current LLMs are not well suited for use with persona setting instructions,

and motivate future research on LLMs focused on simulating specific personas. We

Fig 6. Rank-Order stability with longer conversations. Rank-order value stability (Mean±SE) following

conversations of different length for the Mixtral-8x7B-Instruct-v0.1 model simulating fictional characters (correlation

of simulated participants’ value expression in different contexts). Stability decreases with longer simulated

conversations. For statistical tests, refer to S4 Fig.

https://doi.org/10.1371/journal.pone.0309114.g006
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hypothesize this to be a consequence of instruction fine-tuning, which is currently biased

towards assistant-like chatbots.

To what extent do conclusions made with PVQ transfer to downstream

behavioral tasks?

In this experiment, we study if the conclusions made with the PVQ questionnaire transfer to a

downstream behavioral task, i.e. if models that exhibited more stable value profiles also exhibit

more stable behavior on a downstream task. We construct three downstream tasks: Donation,

Religion, and Stealing. Here we briefly describe them and give more details in S2 Appendix.

In the Donation task, an LLMs (simulating fictional characters) can choose an amount of

coins (0 to 10) to give a beggar. The full test set consists of 100 queries with beggars of different

names, genders, and fictional races (elves, dwarves, orcs, humans, and hobbits). The average

amount of donated coins is computed for each race. The stability of donated coins is then esti-

mated in the same way as value stability, i.e. amounts donated to different races are treated in

the same way as scores for different values. In the Stealing task, an LLM (simulating fictional

characters) finds a bag with the name of the owner and decides whether to steal it, give it to the

bartender, or take it to the person themselves. The test has a total of 100 queries corresponding

to different owners (beggars from the Donation task). Similarly to the donations, the stability

of the tendency to return the bag is treated separately for each race. In the Religion task, an

LLM (simulating real-world personas) is creating a schedule, and decides how much time to

devote to religious practices. The test set contains six queries in total. The stability of average

devoted time is then calculated.

Fig 8 compares models’ stability on the three downstream tasks. In comparing the overall

stability levels, the Stealing task appears to be the hardest (Fig 8B), followed by the Donation
(Fig 8A) task and the Religion task (Fig 8C). The statistical analysis is shown in S4–S6 Figs. On

the Stealing task, all models exhibit very low stability, with the highest being r = 0.16 by gpt-

3.5-turbo-1106. This task appears to be too challenging for current LLMs. On the Donation
task, some models (mostly from the Mixtral family) obtain somewhat higher stability. The

highest stability is r = 0.31 by Mixtral-8x7B-Instruct-v0.1, and closely followed by its 4bit ver-

sion (r = 0.28) and gpt-3.5-turbo-1106 (r = 0.25). The Religion task appears to be the simplest

of the three tasks, as many models exhibit high stability. The most stable models are Mistral-

Fig 7. Ipsative stability with longer conversations. Ipsative value stability (Mean±SE) of LLMs with (Mixtral-8x7B-Instruct-v0.1) and without persona

setting instructions (correlation of value hierarchies in different contexts). All models retain the same stability level in longer conversations.

https://doi.org/10.1371/journal.pone.0309114.g007
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7B-Instruct-v0.2 with r = 0.66, Mixtral-8x7B-Instruct-v0.1 r = 0.67 and Qwen-72B with

r = 0.68.

The model trends are somewhat consistent with the results on PVQ (Fig 4). Like in the

PVQ experiments, Qwen-72B, Mixtral-8x7B-Instruct-v0.1, and Mistral-7B-Instruct-v0.2 are

the most stable models on the Religion and the Donation task. However, on the Donation task,

their performance is matched by the Mixtral-8x7B-v0.1 model. On the Stealing task, there are

no big differences between the models due to the difficulty of the task, but we can see that Mis-

tral-7B-Instruct-v0.2 and Mixtral-8x7B-Instruct-v0.1 are among the most stable ones.

The trends of model families are consistent with the results on PVQ (Fig 4). the trends of

model families are consistent: Mixtral, Mistral, GPT-3.5 and Qwen are again the most stable,

while Phi and LLaMa-2 show low stability. This is especially visible on the Donation and Reli-
gion tasks. On the Stealing task, this trend remains present, but is much less visible due to the

difficulty of the task.

Overall, this experiment shows that the trends of models and model families observed on

PVQ are also present on the downstream tasks. As expected, these trends become less present

with harder tasks (especially on the Stealing task, which seems to be out of scope for current

LLMs). Trends are clearly visible on the, easiest, Religion task. However, the high stability of

the base Mixtral-8x7B-v0.1 model on the Donation task and the overall small differences

between models on the hardest Stealing task diverge from those trends.

Is value expression correlated with behavior on a downstream task?

In the previous section, we studied if models that exhibit more stable value profiles also exhibit

more stable behavior on a downstream task. Here, we study if value expression correlates with

that behavior. We hypothesize that, for more stable models, simulated personas that exhibited

higher universalism and benevolence will also donate more coins. Similarly, simulated perso-

nas that exhibited higher power and achievement should donate less.

We compute the correlations between the order of simulated participants in terms of

expression of some value (e.g. Universalism) and the donation to each of the four fictional

races (a total of 4 correlations), and compute the mean of those correlations. In doing so, the

contexts are paired (e.g. the expression of Benevolence following a conversation about gram-

mar is correlated with the amount donated to elves following a conversation about grammar).

Fig 8. Rank-Order stability on downstream tasks. Rank-order stability (Mean±SE) on downstream tasks of various LLMs (correlation of simulated

participants’ behavior in different contexts). Three downstream tasks are shown: (A) Donation, (B) Stealing, and (C) Religion. For statistical test, refer

to S4–S6 Figs, respectively. Consistent trends with the PVQ experiments (Fig 4) are visible. Mixtral, Qwen, GPT-3.5, and Mistral model families are the

most stable, compared to LLaMa-2 and Phi families. Mixtral-8x7B-Instruct-v0.1, Mistral-7B-Instruct-v0.2, gpt-3.5-turbo-1106 and Qwen-72B are the

most stable models. Trends are the most present on the, easiest, Religion task (c) and almost disappear on the, hardest, Stealing task (b).

https://doi.org/10.1371/journal.pone.0309114.g008
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Fig 9 shows the correlation between rank-order of value expression on PVQ and the dona-

tion amount on a downstream task. As hypothesized, we can see that for most stable models:

Mistral-7B-Instruct-v0.1, Mixtral-8x7B-Instruct-v0.1 (both versions), and Qwen-72B dona-

tions are correlated with Universalism and Benevolence, and negatively correlated with Power

and Achievement. We again observe a trend in model families, with Mixtral, Mistral, GPT-3.5,

and Qwen being more stable than LLaMa-2 and Phi. This suggests that models that are more

stable in terms of value expression over contexts, are also more stable in terms of value expres-

sion by downstream behavior. Having said that, neither model exhibited high correlation

(<0.3 for Mixtral-8x7B-Instruct-v0.1 in benevolence). This experiment implies that, while

expected positive and negative correlations between value expression and donation are

observed, there is much room for improvement.

How additional contexts affect the stability estimates?

In previous experiments, we evaluated the stability over five contexts with five seeds. In this

section, we consider a larger set of contexts. We consider one seed, which enables us to add

nine additional contexts (14 contexts in total). We consider two models, Mistral-7B-Instruct-

Fig 9. Relation of value expression on PVQ and donating behavior. Rank-order stability (Mean±SE) between value

expression (on the PVQ questionnaire) and the donation amount (correlation between simulated participants’ value

expression and donation behavior). For more stable modes, donations are correlated with Universalism (a) and

Benevolence (b) and negatively correlated with Power (c) and Achievement (d).

https://doi.org/10.1371/journal.pone.0309114.g009
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v0.2 and Mixtral-8x7B-Instruct-v0.1, as those were among the most stable models in all previ-

ous experiments.

Fig 10 shows stability between each pair of contexts for Mistral-7B-Instruct-v0.2 and Mix-

tral-8x7B-Instruct-v0.1. The average stability for those models is 0.215 and 0.334 respectively.

Mistral-7B-Instruct-v0.2 exhibited lower stability in a majority of comparisons (except the

topic of code). These results are consistent with those in previous experiments with five con-

texts (Fig 4). Furthermore, the contexts in Fig 10 are ordered based on the length of the initial

message. We can see that longer contexts (bottom right) are characterized by lower stability

(darker shades of purple). This suggests that context length plays a significant role on the sta-

bility of expressed values.

What influences the model’s stability?

In this section, we will analyze the effect of various factors in the model’s stability. We con-

sider: model size, the training mechanism, quantization, and the dataset size and content.

First, we compare models within the same family to control for other, more complex factors

which greatly vary between different families (e.g. data curation policy or instructions given to

annotators). And then, we more generally analyze factors across different families. The follow-

ing analysis will be made with respect to Rank-Order stability on PVQ (Fig 4, on downstream

tasks (Fig 8), and with respect to Ipsative stability of PVQ (Fig 5).

Model size. In all our experiments, we observe a consistent trend of increasing stability

with model size in the Qwen family. However, this is confounded by the increase in the train-

ing dataset size in those models. Furthermore, despite large differences in size, all LLaMa-2

models consistently exhibit low stability, with the exception of the Ipsative stability of LLaMa-

2–70B-chat (Fig 5) and a modest Rank-Order stability on the Religion downstream task of

both LLaMa-2–70B models (Fig 8C). Different Mistral models greatly vary in their stability

Fig 10. Rank-Order stability on additional contexts. Pair-wise Rank-Order stability of personal values (PVQ) exhibited by simulated fictional

characters. The Mixtral-Instruct-8x7B-v0.1 model overall exhibited higher stability than Mistral-7B-Instruct-v0.2. For both models, lower stability is

observed in longer contexts (bottom right corner).

https://doi.org/10.1371/journal.pone.0309114.g010
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despite their same size. Overall, despite higher stability being associated with larger models, no

strong conclusions can be made with respect to model size.

Training mechanism. All models are first trained by supervised fine-tuning (SFT) to

model a large corpus of text, i.e. base models. Those base model are often fine-tuned to follow

instructions or for conversations, i.e. instruct or chat models. This can be done in by further

fine-tuning: by SFT on an instruction on chat dataset, by DPO, or by RLHF. In the most com-

plex setting, models also can be finetuned first with SFT and then with DPO or RLHF.

In our experiments, an effect of DPO fine-tuning was observed for the Mixtral-8x7B-v0.1

model in all experiments except the Stealing downstream task. The newer Mistral SFT instruc-

tion tuned model (Mistral-7B-Instruct-v0.2) is the most stable in the family and a large gap is

observed with the repsect to the previous version (Mistral-7B-Instruc-v0.1) and with the base

model (Mistral-7B-v0.1), with the DPO model (zephyr-7b-beta) in between. This suggests that

simple SFT instruction tuning can be very powerfull when used with adequate training data.

In the LLaMa-2 models, no effect was observed as a consequence of RLHF, except for the Ipsa-

tive stability and Rank-Order stability on the religion downstream task. Overall, the fine-tun-

ing by DPO and SFT appear to be beneficial (provided adequate traning data), and no clear

conclusions can be made for the benefit of using RLHF.

Quantization. Both models from the Mixtral family were evaluated with 16bit and 4bit

precision. Across all experiments (Figs 4, 5, 8 and 9), we observe a slight but consistent drop in

stability as a consequence of this quantization.

Dataset size and content. To analyze the effect of dataset size, we can consider the

LLaMa-2 and Qwen model families. LLaMa-2 models were all trained with the same 2T token

dataset, and, as discussed above, do not overall exhibit large changes in stability. The Qwen

family exhibits a consistent trend of increasing stability with dataset size. This can also be due

to the increase in model size, but given the unclear impact of model size in other families (as

discussed above), we hypothesize that the dataset size is more important than model size for

stability.

In addition to the dataset size, its content and quality are another important aspect. The

dataset content reflects the provider’s policy used for collecting and filtering the dataset, as

well as for instructing the annotators. The biggest impact of data content is observed in the

Mistral family, where Mistral-7B-v0.1, Mistral-7B-Instruct-v0.1, and Mistral-7B-Instruct-v0.2

models of the same size were trained by SFT on different datasets. These three models greatly

differ in terms of stability, either due to the different dataset quality or due to dataset size

(which is not disclosed). Similarly, we can compare models from the GPT-3.5 family, for

which no details were released. The two models were released in January 2024 (gpt-3.5-turbo-

0125) and in November 2023 (gpt-3.5-turbo-1106). The newer version was likely made to be

more aligned with the OpenAI’s policy, partially through fine-tuning on new data. In all our

experiments, we observe a slight, but very consistent drop in stability from the older to the

newer model. We hypothesize that this is due to alignment fine-tuning, which could prevent

the model from accurately simulating controversial historical figures or evil fictional charac-

ters, and also make the model align itself more to the current interlocutor and situation (e.g.

by agreeing with the user [29]). Overall, the dataset has a large effect on the model stability,

which can be increased with a bigger, higher quality dataset. However, depending on the

design choices made by the model provider, higher quality dataset can also decrease stabilty if

the goal is to make a model more “aligned” with a single value profile.

In comparing models across different families, the minimal model size to exhibit some sta-

bility (r> 0.3) is 7B parameters (Mistral-7B-Instruct-v0.2), and the minimal dataset size 3T

tokens (Qwen-72B). Datasets used by the Mistral company seem to be beneficial for stability,

as evidenced by the higher stability exhibited by smaller models (7B and 46.7B) compared to
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other families. We hypothesize, that the LLaMa-2 models’ lower stability is due to the smaller

dataset size (2T tokens), and the lower stability of GPT-3.5 model due to the “alignment” fine-

tuning.

Conclusion

This paper presents the first study into the stability of values expressed by Large Language

Models. We consider (interpersonal) Rank-Order stability and (intrapersonal) Ipsative stabil-

ity. We evaluate value stability over different contexts induced by simulating conversations

about different topics. We conduct experiments with and without instructing the models to

simulate particular personas. Over our experiments, we observed consistent trends of value

stability: Mixtral, Mistral, GPT-3.5 and Qwen model families were more stable. These trends

are also confirmed on downstream behavioral tasks. LLMs instructed to simulate personas

exhibit much lower than human stability (despite the comparison being skewed in their favor),

which further diminishes over longer conversations. This insight highlights the limitation of

the studied LLMs and motivates future research on models specialized in simulating coherent

populations of individuals.

This paper highlights how seemingly unrelated context changes can result in unpredictable

and unwanted changes in behavior. We argue that context-dependence, and more precisely,

value stability, should be seen as another dimension of LLM comparison alongside knowledge,

model size, speed, and similar. Instead of evaluating LLMs with many different questions from

a single minimal context, they should also be evaluated (in terms of their context-dependence

and value stability) with the same questions asked in many different contexts. This study pres-

ents a first step in that direction.

Limitations

Due to computational requirements for evaluating LLMs, most of our experiments consider

only five different conversation topics and rather short conversations. Greatly increasing the

number of topics and conversation length could provide more precise insights into the stability

of various models. For one model, Rank-Order value stability is estimated from 50/60k queries

and Ipsative stability from 10/12k queries (depending on the simulated population). For refer-

ence, MMLU [31] (a commonly used general knowledge benchmark) contains 14k test

questions.

Given that most LLMs have primarily been trained on English text, we present contexts and

the questionnaire in English as well. Repeating the study in different languages would contrib-

ute to understanding the cultural biases in LLMs.

This paper studied one of the issues with a common practice of directly applying psycholog-

ical questionnaires to LLMs: the extreme context dependence, which is higher than what one

might expect in humans. However, the question under which conditions can different ques-

tionnaires be applied to LLM still remains largely open. It is possible that other aspects, in

addition to context-dependence, need to be addresed to make stronger claims about the value

expression in LLMs.

Future work

We believe that this paper opens many research avenues regarding context-dependence and

value stability of LLMs. Similar questions to those explored in this paper could be explored for

personality traits, cultural values, cognitive abilities and knowledge. An interesting direction is

to explore if the same model can exhibit high stability in both settings with and without the

persona instruction, or if specialized models are required. Increasing the LLMs’ interpretability
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could help understand how to increase their stability. This paper opens a new area of research

in creating, evaluating and analyzing models specialized in simulating coherent and diverse

populations. Such models are needed for many applications such as replicating human studies

[7], simulating social interactions [44], training teachers [26], and many more.
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Writing – review & editing: Grgur Kovač, Rémy Portelas, Masataka Sawayama, Peter Ford

Dominey, Pierre-Yves Oudeyer.

References
1. Argyle LP, Busby EC, Fulda N, Gubler JR, Rytting C, Wingate D. Out of one, many: Using language

models to simulate human samples. Political Analysis. 2023; 31(3):337–351. https://doi.org/10.1017/

pan.2023.2

2. Binz M, Schulz E. Using cognitive psychology to understand GPT-3. Proceedings of the National Acad-

emy of Sciences. 2023; 120(6):e2218523120. https://doi.org/10.1073/pnas.2218523120 PMID:

36730192

3. Masoud RI, Liu Z, Ferianc M, Treleaven P, Rodrigues M. Cultural Alignment in Large Language Models:

An Explanatory Analysis Based on Hofstede’s Cultural Dimensions. arXiv preprint arXiv:230912342.

2023;.

4. Safdari M, Serapio-Garcı́a G, Crepy C, Fitz S, Romero P, Sun L, et al. Personality traits in large lan-

guage models. arXiv preprint arXiv:230700184. 2023;.

5. Jiang G, Xu M, Zhu SC, Han W, Zhang C, Zhu Y. Mpi: Evaluating and inducing personality in pre-trained

language models. arXiv preprint arXiv:220607550. 2022;.

6. Kosoy E, Reagan ER, Lai L, Gopnik A, Cobb DK. Comparing Machines and Children: Using Develop-

mental Psychology Experiments to Assess the Strengths and Weaknesses of LaMDA Responses.

arXiv preprint arXiv:230511243. 2023;.

7. Aher G, Arriaga RI, Kalai AT. Using large language models to simulate multiple humans. arXiv preprint

arXiv:220810264. 2022;.

8. Abdulhai M, Levine S, Jaques N. Moral Foundations of Large Language Models. Preprint. 2022;.

9. Santurkar S, Durmus E, Ladhak F, Lee C, Liang P, Hashimoto T. Whose opinions do language models

reflect? arXiv preprint arXiv:230317548. 2023;.

10. Li X, Li Y, Liu L, Bing L, Joty S. Is gpt-3 a psychopath? evaluating large language models from a psycho-

logical perspective. arXiv preprint arXiv:221210529. 2022;.

11. Schwartz S. In: Universals in the Content and Structure of Values: Theoretical Advances and Empirical

Tests in 20 Countries. vol. 25; 1992. p. 1–65.

12. Schwartz SH, Melech G, Lehmann A, Burgess S, Harris M, Owens V. Extending the Cross-Cultural

Validity of the Theory of Basic Human Values with a Different Method of Measurement. Journal of

Cross-Cultural Psychology. 2001; 32(5):519–542. https://doi.org/10.1177/0022022101032005001

13. Goodwin JL, Williams AL, Snell Herzog P. Cross-Cultural Values: A Meta-Analysis of Major Quantitative

Studies in the Last Decade (2010–2020). Religions. 2020; 11(8). https://doi.org/10.3390/rel11080396

14. Miotto M, Rossberg N, Kleinberg B. Who is GPT-3? An exploration of personality, values and demo-

graphics. In: Bamman D, Hovy D, Jurgens D, Keith K, O’Connor B, Volkova S, editors. Proceedings of

the Fifth Workshop on Natural Language Processing and Computational Social Science (NLP+CSS).

Abu Dhabi, UAE: Association for Computational Linguistics; 2022. p. 218–227. Available from: https://

aclanthology.org/2022.nlpcss-1.24.

15. Stevenson C, Smal I, Baas M, Grasman R, van der Maas H. Putting GPT-3’s Creativity to the (Alterna-

tive Uses) Test. arXiv preprint arXiv:220608932. 2022;.

16. Kosinski M. Theory of mind may have spontaneously emerged in large language models. arXiv preprint

arXiv:230202083. 2023;.

17. Sap M, Le Bras R, Fried D, Choi Y. Neural Theory-of-Mind? On the Limits of Social Intelligence in Large

LMs. In: Goldberg Y, Kozareva Z, Zhang Y, editors. Proceedings of the 2022 Conference on Empirical

Methods in Natural Language Processing. Abu Dhabi, United Arab Emirates: Association for Computa-

tional Linguistics; 2022. p. 3762–3780. Available from: https://aclanthology.org/2022.emnlp-main.248.

PLOS ONE Stick to your role! Stability of personal values expressed in large language models

PLOS ONE | https://doi.org/10.1371/journal.pone.0309114 August 26, 2024 18 / 20

https://doi.org/10.1017/pan.2023.2
https://doi.org/10.1017/pan.2023.2
https://doi.org/10.1073/pnas.2218523120
http://www.ncbi.nlm.nih.gov/pubmed/36730192
https://doi.org/10.1177/0022022101032005001
https://doi.org/10.3390/rel11080396
https://aclanthology.org/2022.nlpcss-1.24
https://aclanthology.org/2022.nlpcss-1.24
https://aclanthology.org/2022.emnlp-main.248
https://doi.org/10.1371/journal.pone.0309114


18. Shanahan M, McDonell K, Reynolds L. Role-Play with Large Language Models. arXiv preprint

arXiv:230516367. 2023;.

19. Cao Y, Zhou L, Lee S, Cabello L, Chen M, Hershcovich D. Assessing Cross-Cultural Alignment

between ChatGPT and Human Societies: An Empirical Study. In: Dev S, Prabhakaran V, Adelani D,

Hovy D, Benotti L, editors. Proceedings of the First Workshop on Cross-Cultural Considerations in NLP

(C3NLP). Dubrovnik, Croatia: Association for Computational Linguistics; 2023. p. 53–67. Available

from: https://aclanthology.org/2023.c3nlp-1.7.

20. Arora A, Kaffee La, Augenstein I. Probing Pre-Trained Language Models for Cross-Cultural Differences

in Values. In: Dev S, Prabhakaran V, Adelani D, Hovy D, Benotti L, editors. Proceedings of the First

Workshop on Cross-Cultural Considerations in NLP (C3NLP). Dubrovnik, Croatia: Association for

Computational Linguistics; 2023. p. 114–130. Available from: https://aclanthology.org/2023.c3nlp-1.12.

21. Durmus E, Nyugen K, Liao TI, Schiefer N, Askell A, Bakhtin A, et al. Towards measuring the representa-

tion of subjective global opinions in language models. arXiv preprint arXiv:230616388. 2023;.

22. Haerpfer C, Inglehart R, Moreno A, Welzel C, Kizilova K, Diez-Medrano J, et al. World Values Survey:

Round Seven—Country-Pooled Datafile; 2020. https://doi.org/10.14281/18241.1.

23. Pew Research Center. Comparing Views of the U.S. and China in 24 Countries; 2023. https://www.

pewresearch.org/global/2023/11/06/comparing-views-of-the-us-and-china-in-24-countries/.

24. Salewski L, Alaniz S, Rio-Torto I, Schulz E, Akata Z. In-Context Impersonation Reveals Large Lan-

guage Models’ Strengths and Biases. arXiv preprint arXiv:230514930. 2023;.

25. Deshpande A, Murahari V, Rajpurohit T, Kalyan A, Narasimhan K. Toxicity in chatgpt: Analyzing per-

sona-assigned language models. arXiv preprint arXiv:230405335. 2023;.

26. Markel JM, Opferman SG, Landay JA, Piech C. GPTeach: Interactive TA Training with GPT-Based Stu-

dents. In: Proceedings of the Tenth ACM Conference on Learning @ Scale. L@S’23. New York, NY,

USA: Association for Computing Machinery; 2023. p. 226–236. Available from: https://doi.org/10.1145/

3573051.3593393.

27. Li J, Galley M, Brockett C, Gao J, Dolan B. A Persona-Based Neural Conversation Model. CoRR. 2016;

abs/1603.06155.

28. Griffin LD, Kleinberg B, Mozes M, Mai KT, Vau M, Caldwell M, et al. Susceptibility to Influence of Large

Language Models. arXiv preprint arXiv:230306074. 2023;.

29. Perez E, Ringer S, Lukosiute K, Nguyen K, Chen E, Heiner S, et al. Discovering Language Model

Behaviors with Model-Written Evaluations. In: Rogers A, Boyd-Graber J, Okazaki N, editors. Findings

of the Association for Computational Linguistics: ACL 2023. Toronto, Canada: Association for Computa-

tional Linguistics; 2023. p. 13387–13434. Available from: https://aclanthology.org/2023.findings-acl.

847.

30. Li K, Liu T, Bashkansky N, Bau D, Viégas F, Pfister H, et al. Measuring and Controlling Persona Drift in

Language Model Dialogs. arXiv preprint arXiv:240210962. 2024;.

31. Hendrycks D, Burns C, Basart S, Zou A, Mazeika M, Song D, et al. Measuring massive multitask lan-

guage understanding. arXiv preprint arXiv:200903300. 2020;.

32. Touvron H, Martin L, Stone K, Albert P, Almahairi A, Babaei Y, et al. Llama 2: Open foundation and fine-

tuned chat models. arXiv preprint arXiv:230709288. 2023;.

33. Christiano PF, Leike J, Brown T, Martic M, Legg S, Amodei D. Deep reinforcement learning from human

preferences. Advances in neural information processing systems. 2017; 30.

34. Jiang AQ, Sablayrolles A, Mensch A, Bamford C, Chaplot DS, Casas Ddl, et al. Mistral 7B. arXiv pre-

print arXiv:231006825. 2023;.

35. Tunstall L, Beeching E, Lambert N, Rajani N, Rasul K, Belkada Y, et al. Zephyr: Direct Distillation of LM

Alignment; 2023.

36. Rafailov R, Sharma A, Mitchell E, Ermon S, Manning CD, Finn C. Direct preference optimization: Your

language model is secretly a reward model. arXiv preprint arXiv:230518290. 2023;.

37. Jiang AQ, Sablayrolles A, Roux A, Mensch A, Savary B, Bamford C, et al. Mixtral of experts. arXiv pre-

print arXiv:240104088. 2024;.

38. Gunasekar S, Zhang Y, Aneja J, Mendes CCT, Del Giorno A, Gopi S, et al. Textbooks Are All You

Need. arXiv preprint arXiv:230611644. 2023;.

39. Bai J, Bai S, Chu Y, Cui Z, Dang K, Deng X, et al. Qwen Technical Report. arXiv preprint

arXiv:230916609. 2023;.

40. Student. The probable error of a mean. Biometrika. 1908; p. 1–25.

41. Benjamini Y, Hochberg Y. Controlling the False Discovery Rate: A Practical and Powerful Approach to

Multiple Testing. Journal of the Royal Statistical Society: Series B (Methodological). 1995; 57(1):289–

300. https://doi.org/10.1111/j.2517-6161.1995.tb02031.x

PLOS ONE Stick to your role! Stability of personal values expressed in large language models

PLOS ONE | https://doi.org/10.1371/journal.pone.0309114 August 26, 2024 19 / 20

https://aclanthology.org/2023.c3nlp-1.7
https://aclanthology.org/2023.c3nlp-1.12
https://doi.org/10.14281/18241.1
https://www.pewresearch.org/global/2023/11/06/comparing-views-of-the-us-and-china-in-24-countries/
https://www.pewresearch.org/global/2023/11/06/comparing-views-of-the-us-and-china-in-24-countries/
https://doi.org/10.1145/3573051.3593393
https://doi.org/10.1145/3573051.3593393
https://aclanthology.org/2023.findings-acl.847
https://aclanthology.org/2023.findings-acl.847
https://doi.org/10.1111/j.2517-6161.1995.tb02031.x
https://doi.org/10.1371/journal.pone.0309114
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