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SCHRÖDINGER OPERATORS WITH NON-INTEGER POWER-LAW
POTENTIALS AND LIE-RINEHART ALGEBRAS

IVAN BESCHASTNYI, CATARINA CARVALHO, VICTOR NISTOR, AND YU QIAO

ABSTRACT. We study Schrödinger operators H := −∆+V with potentials V that have
power-law growth (not necessarily polynomial) at 0 and at ∞ using methods of Lie the-
ory (Lie-Rinehart algebras) and microlocal analysis. More precisely, we show that H is
“generated” in a certain sense by an explicit Lie-Rinehart algebra. This allows then to con-
struct a suitable (microlocal) calculus of pseudodifferential operators that provides further
properties of H . Classically, this microlocal analysis method was used to study H when
the power-laws describing the potential V have integer exponents. Thus, the main point
of this paper is that this integrality condition on the exponents is not really necessary for
the microlocal analysis method to work. While we consider potentials following (possibly
non-integer) power-laws both at the origin and at infinity, our results extend right away
to potentials having power-law singularities at several points. The extension of the clas-
sical microlocal analysis results to potentials with non-integer power-laws is achieved by
considering the setting of Lie-Rinehart algebras and of the continuous family groupoids
integrating them. (The classical case relies instead on Lie algebroids and Lie groupoids.)
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1. INTRODUCTION

We study the Schrödinger operator with power-law potential:

(1)


H := −∆+ V ,

V (x) ∼ |x|−a , as x→ 0 , and
V (x) ∼ |x|a′ , as x→ ∞ , a, a′ ∈ R ,

using Lie-Rinehart algebras and microlocal analysis. (See Section 4 for precise defini-
tions). This type of potentials arises often in Physics, where a is referred to as the “hard-
ness” of an effective potential. In classical physics, this type of potentials models non-hard
collisions of particles in real systems, such as colloids [52]. There exist many classical
mathematical works dealing with Schrödinger operators with power-law potentials if a and
a′ are integers. The main goal of this paper is to show how the framework of Lie-Rinehart
algebras and of continuous family groupoids can be used to extend some of these classical
methods (i.e. for a and a′ integers) to the general case a, a′ ∈ R not necessarily integers.

Here is a concrete description of our results for the Schrödinger operatorH := −∆+V
defined in Equation (1). Let M = Sn−1 × [0,∞] (where Sk ⊂ Rk+1 is the unit sphere)
and let ϕ : M → [0,∞] be a smooth function such that: ϕ(x) = |x|a if |x| is small,
ϕ(x) = |x|−a′ if |x| is large, and ϕ > 0 on the rest of M .

(i) A first result is to construct an algebra AS of functions

(2) C∞
c (M) ⊂ AS ⊂ C(M)

and a Lie algebra of vector fields LS ⊂ C∞(M ;TM) acting by derivations on AS
and such that

(3) ϕ(−∆+ V ) ∈ Diff(AS ,LS)

(that is, ϕ(−∆+ V ) belongs to the algebra of differential operators on M generated
by AS and LS ) see Proposition 4.1. This type of results are known to be relevant for
the study of the essential spectrums of ϕ(−∆+ V ) and −∆+ V via general results
for operators in Diff(AS ,LS).

(ii) A second result is to construct a suitable pseudodifferential calculus Ψ(S) that “quan-
tizes” the algebra Diff(AS ,LS) and which contains its parametrices. Some canoni-
cal completions of Ψ(S) will also contain the resolvents of the differential operators
in Diff(AS ,LS). While −∆ + V is not in Ψ(S) (it is ϕ(−∆ + V ) who belongs to
Ψ(S)), with some additional work, we can describe also the parametrices and resol-
vents of −∆+ V (Theorem 4.2).

(iii) Classically, the construction of pseudodifferential calculi is often achieved by “inte-
grating” (AS ,LS) to a Lie groupoid. This is not possible in our case because the
functions in AS and the vector fields in LS are not smooth enough to come from a
Lie algebroid (Lie algebroids are the infinitesimal forms of Lie groupoids). Never-
theless, we prove that the pair (AS ,LS) is a Lie-Rinehart algebra (Theorem 3.3), (a
Lie-Rinehar algebra is an algebraic generalization of a Lie algebroid).

(iv) The natural object integrating a Lie-Rinehart algebra (when this is possible) is a CF-
groupoid (the short hand for “continuous family groupoid” [39, 40]). The general
problem of integrating a Lie-Rinehart algebra (formulated here) has not yet been
solved. It will be studied in more detail in our forthcoming paper [6]. In this pa-
per, we content to integrate the Lie-Rinehart algebra (AS ,LS) to a CF-groupoid
S = Sγ̃,γ̃−1,γ̃′+2,γ̃′+1 for some explicit parameters γ̃ and γ̃′ given in terms of a
and a′ (and hence, in terms of the potentials). Our pseudodifferential calculus is the
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pseudodifferential calculus associated to the CF-groupoid S [11, 27, 39]. As men-
tioned above, it can be shown to contain the parametrices of differential operators in
Diff(AS ,LS).

Technically, we first deal with the points (iii) and (iv) above and then we use them to
fully establish (i) and (ii). Of course, we establish many other intermediate results, some
of which are of independent interest. For instance, a lot of the technical work goes into
the construction of the CF-groupoid S = Sγ̃,γ̃−1,γ̃′+2,γ̃′+1 integrating our Lie-Rinehart
algebra (AS ,LS). The extensive background material that we include is needed for this
construction. Nevertheless, we try to go as quickly as possible to the applications related
to Schrödinger operators, choosing to include further theoretical developments in the next
paper in this series [6].

In addition to allowing us to treat non-integer power-law singularities, our approach
(based on Lie-Rinehart algebras and CF-groupoids), allows us to treat differential operators
whose coefficients have lower regularity near the boundary. This is critical in dealing with
the Schrödinger operator (1).

Another example similar to the power-law Schrödinger operators of Equation (1) in-
volves Riemannian manifolds with boundary and metrics that, in a tubular neighborhood
of the boundary, are of the form

f =
dx2 + gx

xa
,

where x is a boundary-defining function on our manifold with boundary (i.e. x ≥ 0, the
boundary is given by x = 0, and dx does not vanish on the boundary) and gx is a family
of Riemannian metrics on the level sets of the defining function x. As it is known, the case
a = 2 corresponds to asymptotically hyperbolic spaces. However, the Laplace-Beltrami
operator on the same spaces with fractional values of the parameter a has been proposed
recently for studying acoustic modes of gas giants [15]. After a change of variables, these
metrics can be put in the form

f = dx2 + x−βgx.

Manifolds with metrics of this type are called Grushin manifolds. They have been studied
in the cases of non-integer real parameter β in a number of works [5, 8, 9, 18, 42].

Contents of the paper. In Section 2, we review the notions of Lie-Rinehart algebras and
CF-groupoids. We also briefly discuss locally compact and Lie groupoids. In particular,
we introduce the Lie-Rinehart algebra, the differential operators, and the pseudodifferential
calculus associated to a CF-groupoid [27, 39, 40]. We also recall the concept of the univer-
sal enveloping algebra of a Lie-Rinehart algebra and discuss its relation to the algebra of
differential operators associated to a CF-groupoid. At the end of this section, we examine
one-dimensional examples in detail. In Section 3 we construct the CF-groupoids used to
study Schrödinger operators. Our construction relies on the one dimensional examples of
the previous section. It is an instance of “integrating” a suitable Lie-Rinehart algebra. In
the last section, we apply the results of the previous sections to study Schrödinger operators
with (possibly non-integer) power-law singularities at 0 and at ∞.

Acknowledgements. We thank Camille Laurent-Gengoux and Robert Yuncken for useful
discussions. Some results of this paper were announced in [7].
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2. CONTINUOUS FAMILY GROUPOIDS AND THE ASSOCIATED LIE-RINEHART
ALGEBRAS

In this section we review continuous family groupoids and their associated Lie-Rinehart
algebras [27, 39, 40]. We also briefly discuss locally compact and Lie groupoids.

2.1. Locally compact groupoids. Let us begin by recalling the definition of groupoids
in general [11, 14, 27, 35, 39, 43]. A groupoid is a small category with all morphisms
invertible. More precisely, we have the following concrete description of groupoids.

Remark 2.1. A groupoid is determined by the following data:
(1) a set G of morphisms;
(2) a set of composable pairs of morphisms, denoted by G(2) ⊂ G × G, together with

a multiplication map µ : G(2) → G, also written µ(g, h) = gh; and
(3) an inverse map ι : G → G, also written ι(g) = g−1.

This data is required to satisfy the following conditions:
(1) if (g1, g2) ∈ G(2) and (g2, g2) ∈ G(2), then

(g1g2)g3 = g1(g2g3),

(in particular, (g1g2, g3), (g1, g2g3) ∈ G(2), i.e. these pairs are composable);
(2) for all g ∈ G, we have (g, g−1) ∈ G(2) and if (g, h) ∈ G(2), then

g−1(gh) = h and (gh)h−1 = g .

We then define the domain and range maps d : G → G(0), r : G → G(0) by

d(g) := g−1g and r(g) := gg−1,

where the unit space G(0) is defined to be d(G) = r(G).

Usually, we will write (G, d, r, i, µ) or, simply, G, to denote a groupoid.
A locally compact groupoid is a groupoid (G, d, r, i, µ) that is second countable, lo-

cally compact space1 with the space of units G(0) a closed, Hausdorff subset such that all
structural maps are continuous. In the sequel, for subsets A,B ⊂ G(0), we denote by
GA := d−1(A), GB := r−1(B), and GBA := d−1(A) ∩ r−1(B). In particular, if x ∈ G(0),
then Gx and Gx are the d-fiber and r-fiber at x, respectively. The set GAA is also a groupoid,
called the reduction of G to A. Moreover, if GAA = GA = GA, then A is called invariant. In
this case, GA is also a groupoid. For any x ∈ G(0), Gxx is a group, called the isotropy group
at x.

2.2. Continuous family groupoids. Our motivation for studying groupoids is that Lie
groupoids have been used to study certain partial differential equations with singularities,
see [1, 2, 3, 4, 5, 7, 11, 14, 25, 32, 45, 48] and the references therein. As explained
in the introduction, certain differential operators (such as our Schrödinger operators with
non-integer power-law singularities) cannot be studied using Lie groupoids. We prove,
however, that they can be studied using continuous family groupoids. We will do that for
Schrödinger operators in the last subsection of this paper.

Continuous family groupoids (CF-groupoids, for short) were introduced by Paterson
[39], who has studied index problems in this setting [40]. Broadly speaking, a continuous
family groupoid is such that all d-fibers Gx := d−1(x) and all r-fibers Gx := r−1(x)

1Our locally compact spaces are not required to be Hausdorff; some authors use the terminology “locally
quasi-compact” spaces for these spaces.
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are smooth manifolds for x ∈ G(0), and these fibers vary continuously on x, forming a
continuous family of manifolds over the units.

We next briefly review the necessary material on continuous families of manifolds and
on continuous family groupoids from [39].

2.2.1. Fiber spaces. Let X and Y be topological spaces and p : X → Y be a continuous,
open surjection. The pair (X, p) is then called a fiber space over Y with fibers Xy :=
p−1(y) for y ∈ Y . Let (X1, p1) and (X2, p2) be fiber spaces over Y1 and Y2, respectively,
and let q : Y1 → Y2 be a continuous map. A continuous map f : X1 → X2 will be called
fiber-preserving with respect to q if p2 ◦ f = q ◦ p1. In case Y1 ⊂ Y2 and q : Y1 → Y2 is
the inclusion, a fiber-preserving map f : X1 → X2 with respect to the inclusion q will be
called simply fiber-preserving.

Let (X, p) be a fiber space over Y (so p : X → Y ). Let Z be a topological space and
ρ : Z → Y be a continuous map. The pull-back (ρ−1(X), π2) of (Y, p) over Z (along the
map ρ) is defined to be

(4) ρ−1(X) := {(x, z) ∈ X × Z | ρ(z) = p(x) ∈ Y } ⊂ X × Z ,

with fibration map π2(x, z) := z and the topology induced from the product X × Z. It
is a fiber space over Z. Let (W, q) be a fiber space over Z. Then a fiber-preserving map
f : W → X over ρ is the same thing as a fiber preserving map fρ : W → ρ−1(X) (as
Z-fiber spaces), where fρ(w) = (f(w), q(w)). Indeed, f is fiber-preserving over ρ if, and
only if, ρ(q(w)) = p(f(w)), which in turn is equivalent to fρ(w) ∈ ρ−1(X). Moreover,
f is continuous if, and only if, fρ is continuous. This allows to reduce the study of “fiber-
preserving maps over a map ρ” to simply “fiber-preserving maps” (i.e. “fiber-preserving
maps over the identity”).

2.2.2. Continuous families of manifolds and C∞,0 maps. The main difference between
Lie groupoids and CF-groupoids is that, in the later, smooth manifolds are replaced by
“continuous families of manifolds,” a concept that we introduce in this section. To this
end, we now look at a particular case of fiber-preserving maps.

Remark 2.2. Let Y be a topological space, A and B be open subsets of Rk × Y for some
k ⩾ 1, and π2 be the canonical projection from Rk × Y to Y . Then (A, π2) and (B, π2)
are fiber spaces over subsets of Y and a continuous map f : A → B is fiber-preserving
if, and only if, for every y ∈ A, we have π2(f(y)) = π2(y). The definition implies that
π2(A) ⊂ π2(B). Let us consider a fiber-preserving function f : A → B and let Ui ⊂ Rk
and Vi ⊂ Y , i = 1, 2, be open subsets such that

U1 × V1 ⊂ A , U2 × V2 ⊂ B , and f(U1 × V1) ⊂ U2 × V2 .

Then, for each y ∈ V1, there exists a unique function fy : U1 → U2 such that

(5) f(x, y) = (fy(x), y) ∈ U2 × V2 , where x ∈ U1 and y ∈ V1 .

We let C∞(U1, U2) denote the set of smooth functions U1 → U2 endowed with the topol-
ogy of uniform convergence on compacts for all partial derivatives.

We shall often use the notation and concepts introduced in the above remark, without
further discussion.

Definition 2.3 (Connes [13], Paterson [39]). Let A,B ⊂ Rk × Y with the induced fiber
spaces structures over (subsets of) Y , as in Remark 2.2, whose notation we continue to
use. A fiber-preserving function f : A → B is called a C∞,0-function (or longitudinally
smooth) if, whenever Ui ⊂ Rk and Vi ⊂ Y , i = 1, 2, are open subsets such that U1×V1 ⊂
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A, U2×V2 ⊂ B, and f(U1×V1) ⊂ U2×V2, the induced map y → fy is continuous from
V1 to C∞(U1, U2) (see Equation 5 for the definition of fy). We let C∞,0(A,B) denote the
set of C∞,0-functions from A to B. A C∞,0 fiber-preserving homeomorphism f : A → B
such that f−1 exists and f−1 ∈ C∞,0(B,A) will be called a C∞,0-homeomorphism.

This definition allows us now to introduce continuous families of manifolds, as in [39].

Definition 2.4. A fiber space (X, p) over Y is called a continuous family of smooth mani-
folds over Y if it is paracompact and there exists a set of coordinate charts {(Uτ , φτ )}τ∈I ,
where every Uτ is an open subset of X and ∪τ∈IUτ = X , such that

(1) for every index τ , the map φτ is a fiber-preserving homeomorphism from Uτ to
an open subset of Rk × Y (recall that fiber preserving means π2 ◦ φτ = p|Uτ );

(2) for every pair of indices τ and β, the composition map

φβ ◦ φ−1
τ : φτ (Uτ ∩ Uβ) → φβ(Uτ ∩ Uβ)

is a C∞,0-homeomorphism (see Definition 2.3).
(3) The fiber p−1(y) ⊂ X of p is Hausdorff for every y ∈ Y .

It follows right away from this definition that, if (X, p) is a continuous family of smooth
manifolds over Y , then, for every y ∈ Y , the space p−1(y) has a natural smooth manifold
structure in the usual sense. More generally, if q : Z → Y is a continuous map and (X, p)
is a continuous family of smooth manifolds over Y , then the pull-back (q−1(X), π2) is a
continuous family of smooth manifolds over Z [39] (see Equation (4) for the definition of
(q−1(X), π2)).

Recall also that our smooth manifolds do not have boundaries or corners. Thus a “man-
ifold with corners” is not a “smooth manifold” in our sense. We shall need the following
lemma.

Lemma 2.5. Let (X, p) be a continuous family of smooth manifolds over Y and let f :
X → C be a continuous function such that f(x1) = f(x2) for all x1, x2 ∈ X with
p(x1) = p(x2). Then there exists a continuous function f0 : Y → C such that f = f0 ◦ p.
The converse is also true (and trivial). Similarly, let E → Y be a (locally trivial) vector
bundle and ξ be a continuous section of p∗(E). There exists a continuous section ξ0 :
Y → E such that ξ = ξ0 ◦ p if, and only if, ξ(x1) = ξ(x2) for all x1, x2 ∈ X with
p(x1) = p(x2).

Proof. The existence of a function f0 with these properties is immediate. We only need to
prove that it is continuous. Indeed, by the definition of a continuous family of manifolds, it
follows that f0 is locally continuous. But a locally continuous function is continuous. The
converse is trivial since p is continuous and hence f := f0 ◦ p is also continuous and has
the desired properties. To prove the extension of the statement to vector bundles, we first
notice that it is a direct consequence of the first part ifE = Y ×Rk (a trivial vector bundle).
By localizing, we can then reduce the general case to that of a trivial vector bundle. □

We now extend the definition of C∞,0-maps between subsets of Rk × Y , Definition 2.3
to arbitrary fiber spaces.

Definition 2.6. To define a C∞,0-function between two continuous families of manifolds
(X1, p1) and (X2, p2), it is convenient to distinguish two cases.

(1) If two continuous families (X1, p1) and (X2, p2) of manifolds are over the same
base Y , a C∞,0-function from (X1, p1) to (X2, p2) (covering the identity of Y ) is
simply a function f : X1 → X2 such that, whenever (U,φ) and (U ′, φ′) are local
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charts for X1 and X2 respectively with p1(U) ⊂ p2(U
′) and f(U) ⊂ U ′ (see

Definition 2.4), then φ′ ◦ f ◦ φ−1 ∈ C∞,0(φ(U), φ′(U ′)). If this is the case, we
write f ∈ C∞,0(X1, X2).

(2) Let (X1, p1) and (X2, p2) be two continuous families of manifolds over Y1 and
Y2 respectively. Let q : Y1 → Y2 be a continuous map and f : X1 → X2 be a
continuous fiber-preserving map with respect to q, that is, p2◦f = q◦p1. Recall the
pull-back q−1(X2), Equation (4). Then f defines a continuous, fiber preserving
map fq : X1 → q−1(X2) ⊂ X2 × Y1 by the formula fq(x) = (f(x), p1(x)).
Notice that both X1 and q−1(X2) are families of smooth manifolds over the same
base Y1. We say that f is a C∞,0-function (covering q : Y1 → Y2) if fq is a
C∞,0-function (covering the identity map of Y1).

It is not hard to show that the composite of two C∞,0-maps of continuous families of
manifolds is still a C∞,0-map. A C∞,0-map is, in particular, fiber preserving and smooth
on each fiber.

Remark 2.7. As in the case of usual (single) smooth manifolds, to a continuous family
of manifolds (X, p) over Y , we can associate in a functorial way its (vertical) tangent and
cotangent bundles TverX and T ∗

verX , see [39].

2.2.3. Fibered products and continuous family groupoids. Suppose that (X1, p1) and (X2, p2)
are two continuous families of manifolds over Y . The fibered product of (X1, p1) and
(X2, p2) is defined to be

(6) (X1, p1) ∗ (X2, p2) := {(x1, x2) ∈ X1 ×X2 | p1(x1) = p2(x2)} ⊂ X1 ×X2 ,

with fiber map p : (X1, p1) ∗ (X2, p2) → Y given by p(x1, x2) = p1(x1) = p2(x2).
We shall usually write X1 ∗ X2 instead of (X1, p1) ∗ (X2, p2) when the maps p1 and p2
are obvious. The fiber space (X1 ∗ X2, p) is a continuous family of smooth manifolds
over Y with respect to the subspace topology. Moreover, the fibered product X1 ∗X2 can
naturally be regarded as a continuous family of manifolds over X1 and X2 respectively.
For instance, the pullback of (X2, p2) along the map p1 : X1 → Y gives the continuous
family (p−1

1 (X2), π1) = (X1 ∗ X2, π1) of manifolds over X1, which is illustrated in the
following commutative diagram:

X1 ∗X2 = p−1
1 (X2) X2

X1 Y

π2 //

π1

��
p2

��p1 //

Here we switch the first and second components in the definition of the pullback (see
Equation (4)) to match Equation (6). Likewise, we are able to obtain a continuous family
(X1 ∗ X2, π2) of manifolds over X2. We are now in position to recall the definition of
continuous family groupoids from [39].

Definition 2.8. A groupoid (G, d, r, i, µ) is called a continuous family groupoid (CF-
groupoid for short) if the following conditions hold:

(1) The set G(0) is locally compact Hausdorff and both (G, d) and (G, r) are continu-
ous families of manifolds over G(0);

(2) the inverse map ι : (G, d) → (G, r), where i(g) = g−1, is a C∞,0-homeomorphism
of continuous families of manifolds;
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(3) the multiplication map µ :
(
(G, d) ∗ (G, r), π1

)
→ (G, r) is a C∞,0-map of contin-

uous families of manifolds with respect to the range map r:

G ∗ G G

G G(0)

µ //

π1

��
r
��

r //

If G and G′ are two CF-groupoids, a CF-groupoids isomorhism Φ : G → G′ is an isomor-
phism of groupoids that is also a C∞,0-diffeomorphism.

Roughly speaking, a continuous family groupoid (G, d, r, i, µ) is such that all d-fibers
Gx := d−1(x) (respectively r-fibers Gx := r−1(x)) are smooth manifolds for x ∈ G(0),
and these fibers are required to vary continuously on x. Thus Gx does not have boundary
or corners. The structural maps are required to be smooth along the fibers and continuous
along the units. An equivalent definition of continuous family groupoids using coordinate
charts is given in [27].

Examples 2.9. The following examples will play an important role.
(1) Let M1 be a smooth manifold and P := M1 ×M1 with d the second projection

and r the first projection. Then P is a Lie groupoid, and hence a CF-groupoid as
well, called the pair groupoid. However, if M1 is a manifold with a non-empty
boundary, then the pair groupoid M2

1 is not a CF-groupoid.
(2) If, moreover, Y is a topological space, then Y × P will be a CF-groupoid. It

will be a Lie groupoid precisely if Y is a manifold (possibly with boundary) with
d(y,m1,m2) := (y,m2) and r(y,m1,m2) := (y,m1).

(3) If G is a groupoid and G and G(0) are manifolds (possibly with corners), all the
structural maps d, r, µ, ι, u are smooth, and d is a submersion, then G is a Lie
groupoid. (Recall that the condition that d be a submersion implies that the fibers
Gx := d−1(x) are smooth, boundaryless manifolds.) All Lie groupoids are, in
particular, CF-groupoids.

(4) LetG be a Lie group acting on a CF-groupoid H continuously via C∞,0-isomorphisms.
Then we form the action (or semi-direct product) groupoid H ⋊G with the same
units as H and with structural maps d(h, g) = d(h), r(h, g) = g(r(h)), and
product (h, g)(h′, g′) = (g−1(h′)h, gg′). Then H ⋊ G is a CF-groupoid, [39,
Proposition 5]

(5) Let G be a continuous family groupoid with units G(0) and (X, p) be a fiber space
over G(0). We consider the fiber space (G, d) and the fiber product G ∗ X , see
Equation (6). A continuous action of G on X is a continuous map ρ : G ∗X → X
(ρ(g, x) = gx, for short) that satisfies the following conditions:
(a) (g1g2)y = g1(g2y), if (g1, g2) ∈ G(2) (the set of composable arrows),
(b) p(gy) = r(g), and
(c) g−1(gy) = y,

whenever they make sense. Given this data, we can form the semi-direct product
X ⋊ G := (G, d) ∗ (X, p). Then the semi-direct product X ⋊ G := G ∗ X is
a CF-groupoid with units X [39, Proposition 5]. If G is a Lie groupoid, X is a
smooth manifold, and the action is smooth, then the semi-direct product groupoid
X ⋊ G := G ∗X is still a Lie groupoid [35, Page 125].

We shall not use Lie groupoids in this paper for purposes other than to provide examples,
but the reader can find more information on Lie groupoids in [7, 14, 31, 31].
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2.3. The Lie-Rinehart algebra associated to a CF-groupoid. Lie-Rinehart algebras con-
stitute an algebraic generalisation of Lie algebroids. Recall that a Lie algebroid is given
by a smooth vector bundle A → M with a Lie algebra structure on its space of smooth
sections and a vector bundle map ρ : A → TM that satisfies a Leibniz rule. Before dis-
cussing Lie-Rinehart algebras associated to continuous family groupoids, let us recall the
definition of Lie-Rinehart algebras [44] and give some examples.

Definition 2.10 ([44]). A (unital) Lie-Rinehart algebra is a pair (A,L) that consists of a
unital commutative algebra A and a Lie algebra L with the following additional structures:

(1) L is a left A-module;
(2) L acts by derivations on A through an A-module Lie algebra homomorphism

ρ : L → Der(A)
(3) The homomorphism ρ satisfies the Leibnitz rule:

[X, aY ] = ρ(X)(a)Y + a[X,Y ]

for all X,Y ∈ L, a, b ∈ A.
The map ρ is called the anchor morphism. If (A,L) and (B,M) are two Lie-Rinehart
algebras, a Lie-Rinehart isomorhism Φ := (ΦA,ΦL) : (A,L) → (B,M) is a pair of an
algebra and a Lie-algebra isomorphisms compatible with the respective actions.

Lie-Rinehart algebras were considered also in [20, 21, 22, 23, 26, 36, 38, 44]. From
now on everywhere in the text we assume that A is an algebra over K, where K is either
C or R. The same is true for all function spaces, which we assume to be either real or
complex valued. Generally, our vector bundles will be over R, whereas all algebras (Lie or
otherwise) will be over C.

Let (G, d, r, i, µ) be a CF-groupoid. We now introduce its associated Lie-Rinehart alge-
bra by analogy with the corresponding construction of the Lie algebroid of a Lie groupoid.
Let Gx := d−1(x), x a unit of G (that is, x ∈ G(0)). Then Gx is endowed with the struc-
ture of a Hausdorff, smooth manifold, by the definition of a CF-groupoid (recall that our
smooth manifolds do not have boundaries or corners). Let g ∈ G, then, again by definition,
the right multiplication by g induces a diffeomorphism

(7) Gr(g) ∋ h→ hg ∈ Gd(g) ,
such that Rg varies continuously with g [39, 40]. The same holds for left translations.
Recall [39] that the tangent spaces to the fibers d−1(x) of d fit into a (continuous) vector
bundle TverG determined by

(8) TGx = TverG|Gx .
The vector bundle TverG is called the d-vertical tangent bundle to G.

Definition 2.11. Let G be a CF-groupoid. We let A(G) consist of all the continuous func-
tions f : G → C with the following properties:

(1) f is C∞,0 (recall that this means that it is continuous and its restriction to each
Gx := d−1(x) is smooth).

(2) f is right G-invariant (that is, for all g, h ∈ G, d(h) = r(g), we have f(hg) =
f(h)).

Similarly, we let L(G) consist of all the continuous sections X of TverG with the following
properties:

(1) X is C∞,0 (or longitudinally smooth) in the following sense: it is a continuous
section of TverG and its restriction to each Gx := d−1(x) is a smooth vector field.
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(2) X is right G-invariant (that is, for all g, h ∈ G, d(h) = r(g), we have X(hg) =
g∗X(h)).

Then the pair (A(G),L(G)) is called the Lie-Rinehart algebra associated to G.

This definition is justified by the following lemma.

Lemma 2.12. The pair (A(G),L(G)) in Definition 2.11 is a Lie-Rinehart algebra.

Proof. Both the longitudinal smoothness and the right invariance properties are stable un-
der multiplication or under the Lie bracket, and hence A(G) is a commutative algebra for
the pointwise multiplication and L(G) is a Lie algebra for the Lie bracket of vector fields.
Let f ∈ A(G) and X ∈ L(G). Then fX ∈ L(G) and X(f) ∈ A(G) by the definitions of
A(G), of L(G), and of a continuous family of smooth manifolds (in this case, applied to
d : G → G(0)). Therefore L(G) is also a A(G)-module and acts on A(G), by derivations.
The Leibnitz rule is satisfied since the Lie bracket of vector fields satisfies it. □

Definition 2.13. Let G be a CF-groupoid and TverG be the vertical tangent bundle to G
(tangent to the fibers of d : G → G(0)). Then

A(G) := TverG|G(0)

is called the algebroid associated to G. We shall also say that G integrates any Lie-Rinehart
algebra isomorphic to (A(G),L(G)).

Clearly, the algebroids of two isomorphic CF-groupoids are also isomorphic. The same
is true for their associated Lie-Rinehart algebras.

Remark 2.14. Let us assume that G is a Lie groupoid with units G(0). Recall that any Lie
groupoid has an associated Lie algebroid A(G). In turn, to A(G), one can associate the
Lie-Rinehart algebra (C∞(G(0)), C∞(G(0),A(G))). This is not, however, the Lie-Rinehart
algebra associated to G when regarded as a CF-groupoid (although the algebroid A(G)
will be the same). The reason is that, while C∞(G(0)) is always contained in A(G), the two
algebras are usually different. The same comment applies to C∞(G(0),A(G)) and L(G):
the second space always contains the first one, but is usually larger. See Remark 2.15.
below.

Recall that C(K) denotes the space of continuous functions on some locally compact
space K and that C(K;E) denotes the space of continuous sections of some vector bundle
E → K.

Remark 2.15. We use the notation of Definition 2.13, then A(G) is a continuous vector
bundle on G(0) with global (continuous) sections denoted C(G(0);A(G)). The restriction
maps

A(G) ∋ f → f |G(0) ∈ C(G(0)) and

L(G) ∋ X → X|G(0) ∈ C(G(0);A(G))
are injective and we have a canonical isomorphism TverG ≃ r∗A(G).

The algebroid A(G) associated to the CF-groupoid G was introduced by Paterson [39].
The algebroid A(G) was used in [39] to construct a continuous Haar system on G using
the 1-density bundle of A(G). Let us record the following simple lemma for further use.

Lemma 2.16. Let f : G → C be a continuous, G-right invariant function (that is, f(hg) =
f(h), whenever g, h ∈ G are such that d(h) = r(g)). Then there exists a continuous
function f0 : G(0) → C such that, for all g ∈ G, f(g) = f0(r(g)). The converse is trivially
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true: any function of the form f0 ◦ r is G-right invariant. A similar statement holds for
sections of TverG: if X is a right invariant vertical vector field on G, then there exists a
section Y of A(G) such that r∗(X) = Y .

Proof. This is a consequence of the fact that r : G → G(0) is a continuous family of
smooth manifolds, of Lemma 2.5, and (for the last part) of the definition relation TverG ≃
r∗(A(G)). □

Remark 2.17. We let the spaces of restriction to G(0) be given by

A(G)0 := {f0 ∈ C(G(0)) | f0 ◦ r ∈ A(G)} and

L(G)0 := {X ∈ C(G(0);A(G)) | X ◦ r ∈ L(G)}.

The restriction maps define isomorphisms A(G) ≃ A(G)0 ⊂ C(G(0)) and L(G) ≃ L(G)0 ⊂
C(G(0),A(G)). In particular, (A(G)0,L(G)0) is a Lie-Rinehart algebra.

2.4. Universal enveloping algebras, differential, and pseudodifferential operators. From
now on, (A,L) will denote a unital Lie-Rinehart algebra (Definition 2.10) over K = R or
K = C. We shall need the concept of the universal enveloping algebra U(A,L) of (A,L)
[26, 36, 44], which we recall now. First, we endow the K-vector space A⊕L with the Lie
algebra structure with bracket

[(a,X), (b, Y )] := (X(b)− Y (a), [X,Y ]) .

Denote by U(A⊕L) the universal enveloping algebra of the Lie algebra A⊕L, which is
isomorphic to the quotient of the tensor algebra

T (A⊕ L) := K⊕
[
⊕n≥1(A⊕ L)⊗n

]
⊃ (A⊕ L)⊗1 := A⊕ L

by the ideal generated by the elements of the form u ⊗ v − v ⊗ u − [u, v] ∈ T (A ⊕ L),
u, v ∈ A ⊕ L. Let i : A ⊕ L → U(A ⊕ L) be the canonical inclusion map above, and
Ũ(A⊕ L) be the subalgebra of U(A⊕ L) generated by the image of i. Then

(9) U(A⊕ L) = K⊕ Ũ(A⊕ L) .

Definition 2.18. Let Ũ(A ⊕ L) be as in Equation (9). The enveloping algebra of the
Lie-Rinehart algebra (A,L) is, by definition, the quotient

U(A,L) := Ũ(A⊕ L)/I ,

where I is the ideal generated by elements of the form i(b, 0)i(a,X)− i(ba, bX).

The enveloping algebra U(A,L) can be characterized by the following universal prop-
erty: if we are given an algebra B, an algebra homomorphism ϕA : A → B, and a Lie
algebra homomorphism ϕL : L → B (regarding B as a Lie algebra for the commutator)
such that ϕA(a)ϕL(X) = ϕL(aX) and [ϕL(X), ϕA(a)] = ϕA(X(a)), then there exists a
unique homomorphism Φ : U(A,L) → B such that Φ ◦ iA = ϕA and Φ ◦ iL = ϕL. This
allows us to introduce the following important representation of U(A,L).

Definition 2.19 ([36]). Using the universal property of U(A,L), we let

ρA,L : U(A,L) → End(A)

be the unique morphism such that ρA,L(iA(a)) acts by left multiplication by a ∈ A and
ρA,L(iL(G)) acts by derivations on A. We also let Diff(A,L) := ρA,L(U(A,L)) be the
algebra of differential operators associated to (A,L).
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In case (A,L) = (A(G),L(G)) is associated to the CF-groupoid G, then we shall write
Diff(A,L) = Diff(G).

In the examples considered in this article, ρA,L is injective and hence

Diff(A,L) := ρA,L(U(A,L)) ≃ U(A,L) .

General injectivity results of this kind for ρA,L will be included in [6]. If ρA,L is injective,
we may regard Diff(A,L) as the subalgebra of End(A) generated by A, acting as multi-
plication operators, and by L, acting as derivations. If, moreover, (A,L) is associated to
the CF-groupoid G, then from Remark 2.15, we have A = A(G)0 acting injectively on A
as multiplication operators, and L = L(G)0 ⊂ C(G(0);A(G)) also acting injectively as
derivations, so Diff(G) is isomorphic to the subalgebra of End(A) generated by functions
in A(G)0 and vector fields in L(G)0, which can then be regarded as differential operators
of order 1.

To obtain our final results on the Schrödinger operator, we will need pseudodifferential
operators. One important feature is that Diff(G) maps injectively to (it is even included
in) the much larger class Ψ(G) of pseudodifferential operators on G. Recall the following
definition [27, 39].

Definition 2.20. The set Ψm(G) consists of right invariant, continuous families of pseudo-
differential operators of order m on Gx := d−1(x) with compactly supported convolution
kernels kP (which are distributions on G).

Similarly to the representation ρA,L, an operator P ∈ Ψm(G) acts on A(G) via a map
π0(P ), and we have Diff(G) := Diff(A(G),L(G)) ⊂ π0(Ψ

∞(G)). The morphism π0 is
not injective in general, but it will be in the examples considered in this paper. Note that
we will not need this class of operators up to section 4.

2.5. CF-groupoids and associated Lie-Rinehart algebras over intervals. We now look
at some of the simplest examples of Lie-Rinehart algebras. The Lie-Rinehart algebras
present some analytic subtleties, as it will be apparent even from the one dimensional
examples studied in this section. These examples will also be an important building block
in the constructions of the next section. We agree that N = {1, 2, . . .} and Z+ = N ∪ {0}.
Let C(K) denote the space of continuous functions on some compact space K, as before.

Let us introduce now some basic spaces. To this end, let N ∈ Z+ ∪ {∞} and α, β ∈
[−∞,∞] =: R, α < β. We consider

(10)

X(t) := ϕ(t)∂t , ϕ : (α, β) → (0,∞) continuous,

C(N)
ϕ := {u : [α, β] → R | Xku ∈ C([α, β]) for all 0 ≤ k ≤ N} , and

V(N)
ϕ := {uX | u ∈ C(N)

ϕ } .

We shall write C(N)
ϕ = C(N)

ϕ ([α, β]) and V(N)
ϕ = V(N)

ϕ ([α, β]) when we want to be more
precise. The relation “Xku ∈ C([α, β])” is defined by induction to mean that “Xk−1u
is differentiable on (α, β) and Xku := ϕ(Xk−1u)′ extends to a continuous function on
[α, β]”. Note that C(∞)

ϕ = ∩n∈Z+
C(n)
ϕ and C(0)

ϕ = C([α, β]).
We fix a function ϕ and a vector field X as in Equation (10) for the rest of this section.

The main examples that will concern us will be ϕ(t) = (t − α)a(β − t)b, with a, b > 0
(even ≥ 1 for the most part). Most of our example will be such that ϕ is differentiable
on the open interval (α, β), but this is by no means necessary for the development of the
theory, so it will not be assumed. We have the following simple remark.
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Remark 2.21. Let us assume that ϕ is smooth on (α, β). The assumption that ϕ(t) > 0

gives then that every u ∈ C(∞)
ϕ is smooth on (α, β). In fact, we even have

C∞
c ((α, β)) ⊂ C(∞)

ϕ ⊂ C([α, β]) ∩ C∞((α, β)) .

If ϕ is smooth on a bounded interval [α, β], then C∞([α, β]) ⊂ C(∞)
ϕ , but, in general,

C∞([α, β]) ̸= C(∞)
ϕ , and this is one of the point of considering Lie-Rinehart algebras: it

allows for more general functions than the usual smooth functions.

We have the following simple, technical result.

Proposition 2.22. We shall use the notation of Equation (10). Let n ∈ Z+ ∪ {∞}. Then:

(1) C(n)
ϕ is an algebra.

(2) V(n)
ϕ C(n+1)

ϕ ⊂ C(n)
ϕ .

(3) [V(n+1)
ϕ ,V(n+1)

ϕ ] ⊂ V(n)
ϕ .

In particular, (C(∞)
ϕ ,V(∞)

ϕ ) is a Lie-Rinehart algebra.

Proof. We proceed in order. It suffices to assume n ∈ Z+, as the results for n = ∞ will
then follow. (1) Let us show that C(n)

ϕ is an algebra. This is clear if n = 0, so let us assume
that n > 0. We have X(fg) = X(f)g + fX(g), as X := ϕ∂t is a derivation. We obtain,
for k ∈ Z+, k ≤ n,

(11) Xk(uv) =

n∑
j=0

CjkX
j(u)Xk−j(v) ,

where Cjk = k!
j!(k−j)! , 0 ≤ j ≤ n are the usual binomial coefficients. It follows that, if

Xj(u) and Xk−j(v) are continuous on [α, β] for all j = 0, . . . , k, then Xk(uv) will also
be continuous on [α, β]. In particular, if u, v ∈ C(n)

ϕ then uv ∈ C(n)
ϕ , so C(n)

ϕ is an algebra.

(2) follows immediately from (1). Indeed, we have XC(n+1)
ϕ ⊂ C(n)

ϕ by definition

(Equation 10). Let u ∈ C(n)
ϕ and v ∈ C(n+1)

ϕ . Then

(uX)(v) := u(X(v)) ∈ C(n)
ϕ

since u,X(v) ∈ C(n)
ϕ , which was proved to be an algebra.

(3) also follows immediately from (1) and (2) in view of the Leibnitz rule, which yields
the identity [uX, vX] = [uX(v)− vX(u)]X .

In particular, C(∞)
ϕ is a commutative algebra, V(∞)

ϕ is a Lie algebra, by (3), which is

also a left A-module, and acts by derivations on C(∞)
ϕ , as X does. Moreover, if a ∈ C(∞)

ϕ

and uX, vX ∈ V(∞)
ϕ , then

[uX, avX] =
(
uX(av)− avX(u)

)
X = (uX)(a)vX + a[uX, vX].

Hence, the Leibnitz rule is satisfied and (C(∞)
ϕ ,V(∞)

ϕ ) is a Lie-Rinehart algebra. □

2.6. Properties of the algebras (C(∞)
ϕ ,V(∞)

ϕ ). We continue to fix α, β ∈ R and a con-
tinuous function ϕ : (α, β) → (0,∞), as in the definition of the Lie-Rinehart algebra
(C(∞)
ϕ ,V(∞)

ϕ ) of Equation (10).
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Lemma 2.23. Let ψ : (α, β) → (0,∞) be a continuous function and C(∞)
ψ be defined as

in (10).

(1) If ϕ/ψ ∈ C(∞)
ψ , then C(∞)

ψ ⊂ C(∞)
ϕ .

(2) Consequently, if ϕ/ψ ∈ C(∞)
ψ and ψ/ϕ ∈ C(∞)

ϕ , then C(∞)
ϕ = C(∞)

ψ .

Proof. Let Y := ψ∂t. Then C(∞)
ψ := {u : [α, β] → C | Y ku ∈ C(∞)

ψ , k ∈ Z+}, by

definition, Equation (10). Let X := ϕ∂t =
ϕ
ψY. The assumption that ϕψ ∈ C(∞)

ψ gives that

X ∈ V(∞)
ψ . Since V(∞)

ψ acts by derivations on V(∞)
ψ , we have that Xku ∈ V(∞)

ψ ⊂ C, for

all k ∈ Z+, and hence u ∈ V(∞)
ϕ , by definition. The second statement follows from the

first one, by symmetry. □

We shall need the following lemma.

Lemma 2.24. Let X := ϕ∂t, as before, and n, j ∈ Z+.

(1) Let us assume ϕ′ ∈ C(n+j−2)
ϕ if n ≥ 2 (we impose no condition if n = 0 or n = 1).

Then there exist ak ∈ C(j)
ϕ , k = 0, . . . , n− 1, such that

Xnu =

n−1∑
k=0

akϕ
k∂kt u+ ϕn∂nt u .

(2) Let us assume ϕ′ ∈ C(n−2)
ϕ if n ≥ 2. We have u ∈ C(n)

ϕ if, and only if ϕk∂kt u ∈
C([α, β]), for all k = 0, 1, . . . , n.

Proof. (1) Let Sn := {aj ̸= 0} be the set of non-zero coefficients ofXn =
∑n
k=0 akϕ

k∂kt .
We shall prove the statement (i.e. Sn ⊂ C(j)

ϕ if ϕ′ ∈ C(n+j−2)
ϕ ) by induction on n (and for

all j). We have S0 = S1 = {1} by definition and S2 = {1, ϕ′}. Hence the statement is
true for n ≤ 2 (for n = 2 this is because we have assumed that ϕ′ ∈ C(j)

ϕ ).

Let us prove the induction step. Let us assume ϕ′ ∈ C(n+1+j−2)
ϕ for some n ≥ 2. Then

Sn ⊂ C(j+1)
ϕ , by the induction hypothesis. Next,

Xn+1u = X
( n∑
k=0

akϕ
k∂kt u

)
=

n∑
k=0

[
X(ak) + kakϕ

′ + ak−1

]
ϕk∂kt u+ anϕ

n+1∂n+1
t u ,

(where we have set a−1 := 0). Hence Sn+1 ⊂ C(j)
ϕ .

(2) Follows by induction from definitions using (1) for j = 0. □

We obtain the following consequence.

Corollary 2.25. Let n ∈ Z+ ∪ {∞}. We have ϕ′ ∈ C(n)
ϕ if, and only if, ϕk∂k+1

t ϕ ∈
C([α, β]) for all 0 ≤ k ≤ n.

Proof. The proof is again by induction on n. For n = 0 and n = 1 this is checked
directly. Let us assume the statement to be true for some n ≥ 1 and prove it for n + 1.
Assume ϕ′ ∈ C(n+1)

ϕ . Then Lemma 2.24 (2) for u = ϕ′ gives ϕk∂kt ϕ
′ ∈ C([α, β]) for

all 0 ≤ k ≤ n + 1. Conversely, if ϕk∂kt ϕ
′ ∈ C([α, β]) for all 0 ≤ k ≤ n + 1, then the
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induction hypothesis gives ϕ′ ∈ C(n)
ϕ Hence we can use Lemma 2.24 (2) again for u = ϕ′

to conclude that, in fact, ϕ′ ∈ C(n+1)
ϕ . □

Similarly, we obtain the following consequence.

Corollary 2.26. Let us assume that ϕk∂k+1
t ϕ ∈ C([α, β]) for all k ∈ Z+ and let η ∈

C([α, β]) be such that ϕk∂kt η ∈ C([α, β]) for all k ∈ Z+. Then η ∈ C(∞)
ϕ .

Let ψ : [α, β] → [0,∞), ψ(t) > 0 for t ∈ (α, β) be continuous. Also, let

(12) Cψ,ϕ :=
ϕψ′

ψ
= X(ψ)/ψ,

which is defined initially for t ∈ (α, β), but which we extend to α and β by continuity,
when possible. We shall need yet the following corollary.

Corollary 2.27. Let us assume that ϕ(t) = (t − α)a and ψ(t) = (t − α)b for t close to
α and that ϕ(t) = (β − t)a

′
and ψ(t) = (β − t)b

′
for t close to β. Assume a, a′ ≥ 1 and

b, b′ ≥ 0. Then ψ ∈ C(∞)
ϕ and also

ϕ′ , Cψ,ϕ := ϕψ′/ψ ∈ C(∞)
ϕ .

Proof. The fact that ψ ∈ C(∞)
ϕ follows directly from the definition since, for instance, near

α, Xkψ = b(b + a − 1) . . . (b + (k − 1)(a − 1))(x − α)b+k(a−1), which is continuous.
Recall that Cψ,ϕ := ϕψ′

ψ = X(ψ)/ψ. Let us check the conditions of Corollaries 2.25 and
2.26 near α if b > 0. Indeed, for t ∈ [α, β] close to α, Cψ,ϕ(t) = b(t− α)a−1 and

a−1ϕkϕ(k+1)(t) = b−1ϕk∂kt Cψ,ϕ(t) = (a− 1) . . . (a− k)(t− α)(k+1)(a−1) ,

are both continuous near α (including α). If b = 0, everything is the same, except the last
formula, in which we have Cψ,ϕ = 0, and hence the same conclusion. The calculations
near β are similar. □

We remark that, if ϕ and ψ are as in the last corollary, then{
Cψ,ϕ(α) = b if a = 1

Cψ,ϕ(α) = 0 if a > 1 .

A similar relation holds true at β:{
Cψ,ϕ(β) = b′ if a′ = 1

Cψ,ϕ(β) = 0 if a′ > 1 .

As we have seen (C(∞)
ϕ ,V(∞)

ϕ ) is a Lie-Rinehart algebra, it is natural to ask when it
comes from a CF-groupoid? We shall see that this is the case if ϕ (or X := ϕ∂t) is
complete in the sense that

(13)
∫ γ

α

1

ϕ(t)
dt =

∫ β

γ

1

ϕ(t)
dt = ∞

for one (equivalently, for any) γ ∈ (α, β). We fix from now on γ ∈ (α, β).
Let, for further reference,

(14) F (x) :=

∫ x

γ

dt

ϕ(t)
.

This notation will be fixed throughout the rest of the paper.
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Proposition 2.28. Let us assume that our continuous function ϕ : (α, β) → (0,∞) sat-
isfies the completeness conditions of Equation (13). Then X := ϕ∂t generates a one
parameter group of homeomorphisms σs, s ∈ R, of [α, β] that are C1 on (α, β).

What this proposition says is that under the completeness condition we have a well
defined flow

(15) σs : [α, β] → [α, β] , σs ◦ σt = σs+t , s, t ∈ R ,

which as usually means

(16)
d

ds
σs(x) = ϕ(σs(x)) , for x ∈ (α, β) ,

and which is equivalent to the usual relation

(17)
d

ds
f(σs(x)) = [Xf ](σs(x)) .

Proof. Let F be as in Equation (14). Then, our assumptions on ϕ give that F : (α, β) →
(−∞,∞) is C1-homeomorphism. Then the desired flow σs is given by

(18) σs(x) = F−1(F (x) + s) .

Note that even though ϕ is not Lipschitz, the flow σs is well defined. Indeed, Any two
solutions t(s) and t̃(s) of the differential equation

y′(t) = ϕ(y(t)),

with y(0) = ỹ(0) = γ must satisfy F (y(s)) = F (ỹ(s)), for all s ∈ R. By assumption
we have ϕ(x) > 0, for x ∈ (α, β). For this reason, F is a strictly monotone increasing
function and therefore one-to-one. Hence the two solutions y and ỹ must agree and we get
uniqueness of the Cauchy problem and a well-defined flow on the open interval (α, β).

Since limx→α F (x) = −∞ and limy→−∞ F−1(y) = α, we obtain that limx→α σs(x) =
α. Similarly, limx→β σs(x) = β. We shall then set

(19) σs(α) := α and σs(β) := β .

In this way, the resulting maps σs define a one-parameter group of homeomorphisms of
[α, β] that are C1-homeomorphisms in the interior (α, β). □

Let us give some concrete examples, i.e., start with the simplest example, namely, the
one that underpins the so called “b-calculus” of Melrose [33] and Schulze [47]. See also
[19, 29, 30, 46].

Example 2.29. Let (α, β) = (0,∞) and ϕ(t) = t. Then the function F of Equation (14)
is given by F (x) = lnx, which is a diffeomorphism F : (0,∞) → R with F−1(y) =
exp(y) = ey . Hence the flow σs, s ∈ R, of Proposition 2.28 will be given by

σs(x) = F−1(F (x) + s) = exp(lnx+ s) = esx .

We note that, in this example, σs is smooth also at 0.

This example can be generalized as follows.

Example 2.30. Let α = 0, β > γ = 1, and a > 1 (the case a = 1 was treated in the
previous example and here a is not assumed to be an integer!). Let ϕ(t) = ta for t ≤ 1 and



SCHRÖDINGER OPERATORS 17

arbitrary for t > 1, as long as it satisfies the needed conditions, namely ϕ is continuous
and > 0 on (α, β) (Equation 10) and Equation (13). Then{

F (x) = 1−x1−a

a−1 for x ≤ 1 and
F−1(y) = [1− (a− 1)y]

1
1−a for y ≤ 0 .

Therefore, if x ≤ 1 and F (x) + s ≤ 0, we obtain

σs(x) = F−1(F (x) + s)

= [1− (a− 1)sxa−1]
1

1−ax .

In particular, σs : [0, β] → [0, β] is C∞ at 0 if, and only if, a is an integer.

Yet another generalization of Example 2.29 is to a bounded interval.

Example 2.31. Let [α, β] = [−1, 1] and ϕ(t) = (1 + t)(1− t). Then F (x) = 1
2 ln

∣∣∣ 1+x1−x

∣∣∣
is a diffeomorphism F : (−1, 1) → R with F−1(y) = tanh(y). Therefore σs(x) =
tanh(F (x) + s) and, in this case, σs extends to a C∞ diffeomorphism [−1, 1] → [−1, 1],
for all s.

The point is that if ϕ satisfies the completeness condition of Equation (13), we can use
the flow σs to construct a CF-groupoid whose Lie-Rinehart algebra is exactly (C(∞)

ϕ ,V(∞)
ϕ ).

More precisely, consider the group-action groupoid:

(20) Gϕ := [α, β]⋊σ R ,
with the usual structural maps (see [13, 14, 43, 53])

(21)


d(x, t) := x

r(x, t) := σt(x)

(y, s)(x, t) = (x, s+ t) if σt(x) = y ,

where σs is the flow given by Proposition 2.28. The particular case ϕ ≡ 1 and [α, β] =
[−∞,+∞] = R will play a special role; the associated groupoid (namely Gϕ) will also
be denoted Gϕ = G1, for simplicity. So G1 := R ⋊ R, with the action of R on R by
translations.

Theorem 2.32. Let us assume that ϕ : (α, β) → (0,∞) is continuous and that it satisfies
the completeness condition of Equation (13), as before. Then the group-action groupoid
Gϕ of Equations (20) and (21) is a CF-groupoid such that F : [α, β] → R induces an
isomorphism

Gϕ ≃ G1 .

We hence have A(Gϕ)0 = C(∞)
ϕ and L(Gϕ)0 = V(∞)

ϕ (see Equation (10) and Remark
(2.17) for notation). Let us assume that the interval [α, β] is bounded and it is endowed
with the usual smooth structure, then Gϕ is a Lie groupoid if, and only if, the function ϕ is
smooth on [α, β].

Proof. That Gϕ is a CF-groupoid follows directly from [39, Proposition 5] (see the Exam-
ple 2.9(4) for the needed statement). The relations A(Gϕ)0 = C(∞)

ϕ and L(Gϕ)0 = V(∞)
ϕ

can be checked directly if [α, β] = R and ϕ ≡ 1. They are hence true in general since the
diffeomorphism F : (α, β) → R of Equation (14) maps X := ϕ∂t to ∂t, by construction,
hence C(∞)

ϕ = C(∞)
1 , V(∞)

ϕ = V(∞)
1 . Moreover, Gϕ ≃ G1 , so the associated Lie-Rinehart

algebras are also isomorphic.
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If the groupoid Gϕ is a Lie groupoid, then r must be smooth, and hence the action σt
(with σt the flow of Proposition 2.28) will be smooth on [α, β]. Consequently, ϕ will also
be smooth on [α, β]. Conversely, if ϕ is smooth on [α, β], then the standard results on the
differentiability of solutions of ODEs gives that σt is smooth on [α, β]. □

Corollary 2.33. For example, assume in addition that a, b ≥ 1 are such that ϕ(t) =
(t − α)a for t close to α and ϕ(t) = (β − t)b for t close to β. Then Gϕ is a Lie groupoid
if, and only if, a, b ∈ N.

Our results raise the following integrability question: “Which Lie-Rinehart algebras are
associated to some CF-groupoids?” The gluing construction of [37] (integrating on each
orbit and then gluing) seems to be still relevant here. In the following, we shall provide
some constructions of CF-groupoids associated to some given Lie-Rinehart algebras par-
ticularly useful for studying Schrödinger operators with singular potentials.

3. THE BASIC FIBERED BOUNDARY CASE

We now construct the CF-groupoids used to study Schrödinger operators. Our construc-
tion relies on the one dimensional examples of the previous section. It is an instance of
“integrating” a suitable Lie-Rinehart algebra.

3.1. Formulation of the problem and main integration results. We now use the results
proved so far to investigate more complicated Lie-Rinehart algebras and their associated
CF-groupoids. Let M1 be a smooth, compact manifold of dimension d (i.e. a closed
manifold) and, for the rest of this section, we let

M := [α, β]×M1 .

We continue to consider a continuous function ϕ : (α, β) → (0,∞) that is subject to the
same assumptions as before (namely, Equations 10 and 13). To fix ideas, we shall also
assume that ϕ is smooth on (α, β) and extends by continuity to [α, β] such that ϕ(α) =
ϕ(β) = 0. We then lift ϕ to a function [α, β] ×M1 → [0,∞), still denoted ϕ, by abuse
of notation. In addition to the function ϕ, we consider a second function ψ with properties
similar to those of ϕ (and those of the function ψ in the previous subsection), namely,

(22)


ψ ∈ C(∞)

ϕ

ψ(t) > 0 on (α, β)

Cϕ,ψ := ϕ(t)ψ′(t)/ψ(t) extends to a function in C(∞)
ϕ .

(Recall that C(∞)
ϕ was introduced in Equation (10) and that C(∞)

ϕ ⊂ C([α, β]).) For sim-
plicity, we shall also assume that α, β ∈ R (that is, that [α, β] is bounded).

Let us begin with a heuristical formulation of our problem. Let us place ourselves in a
local coordinate chart, so M1 is an open subset of Rd. We shall use the functions ϕ and ψ
described in the previous paragraph. We consider vector fields of the form

X := Y0 := ϕ∂t , and Yk := ψ∂xk , 1 ≤ k ≤ d ,

on [α, β]×M1 ∋ (t, x) and we will construct a CF-groupoid whose Lie-Rinehart algebra
is generated by these vector fields.

To formulate more precisely our problem, let us introduce the following notation. Let
π0 : [α, β] ×M1 → [α, β] and π1 : [α, β] ×M1 → M1 be the two projections. Then we
have a canonical isomorphism of vector bundles

(23) TM ≃ π∗
0(T [α, β])⊕ π∗

1(TM1) ≃ R× π∗
1(TM1) ,
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where the direct sum ⊕ is the direct sum of vector bundles on M and × is the usual
Cartesian product of sets. A section of π∗

0(T [α, β]) will be called a horizontal vector
field (on M ) and a section of π∗

1(TM1) will be called a vertical vector field (on M ).
Accordingly, a vector field Z on M will decompose as

(24) Z := (Z0, Z1) ∈ π∗
0(T [α, β])⊕ π∗

1(TM1) ,

where Z0 is a vector field onM := [α, β]×M1 in the direction of [α, β] and Z1 is a vector
field on M in the direction of M1. Thus Z0 is a horizontal vector field and Z1 is a vertical
vector field. The copy of R on the right hand side is due to the fact that every horizontal
vector field Z0 is of the form v0∂t, for some suitable function v0 on M , so, at each point
of M , it is determined by a single scalar (in R). We shall often use in what follows the
isomorphisms A(G) ≃ A(G)0 ⊂ C(G(0)) and L(G) ≃ L(G)0 ⊂ C(G(0),A(G)) defined by
restriction to units (as in Remark (2.17)).

Problem 3.1. To find a CF-groupoid Gψ,ϕ with units G(0)
ψ,ϕ = M := [α, β] ×M1 whose

associated Lie-Rinehart algebra of vector fields L(Gψ,ϕ)0 is given by restriction to units
(see Remark (2.17)) by vector fields of the form

Z = (ϕZ0, ψZ1) ,

with Z0 horizontal and Z1 vertical vector fields on M (see Equation (24) for notation;
additional smoothness properties may be required of Z0 and Z1, in particular, ϕ will be as
in Equation (10) and ψ will be as in Equation (22)).

Of course, our Problem 3.1 is an “integration problem” for Lie-Rinehart algebras. More
precisely, let (A(S),L(S)) be the Lie-Rinehart algebra generated by vector fields of the
form Z = (ϕZ0, ψZ1), as above. Then we will construct a CF-groupoid Gψ,ϕ integrating
(A(S),L(S)), that is, such that (A(S),L(S)) = (A(G),L(G)).

Our construction of the groupoid Gψ,ϕ depends on whether or not ψ vanishes at the end
points (α and β). The result, however, is independent of this condition. More precisely,
we will construct two CF-groupoids Hψ and Gψ,ϕ with units M satisfying, in turn, he
following two results (recall the notation and isomorphisms of Remark (2.17)). The main
properties of the groupoid Hψ are described by the following proposition.

Proposition 3.2. Let ψ be as in Equation (22). There exists an explicit CF-groupoid Hψ

(given by Equation (26), if ψ(α) > 0, and by Equation (33), if ψ(α) = 0), which is
minimal (and hence unique up to isomorphism) such that the Lie-Rinehart algebra of Hψ

is given by

A(Hψ)0 = {u | ψjY1 . . . Yju ∈ C(M) , j ∈ Z+ and Yi ∈ C∞(M ;π∗
1(TM1))}

L(Hψ)0 = ψA(Hψ)C∞(M ;π∗
1(TM1)) ⊂ C(M ;TM) .

In turn, the main properties of the groupoid Gψ,ϕ are described by the following propo-
sition. Before stating it, let us notice that the vector fields Yi above are vertical vector
fields on M . In particular, the CF-groupoid Hψ integrates the vertical vector fields on M
that are multiples of ψ. In order to simplify the statement of the result satisfied by Gψ,ϕ, it
is useful to notice that, in the last proposition, we can replace C∞(M ;π∗

1(TM1)) (the set
of smooth, vertical vector fields on M ) with C∞(M1;TM1) ⊂ C∞(M ;π∗

1(TM1)) (the
smooth, vertical vector fields on M = [α, β]×M1 that are independent of t ∈ [α, β]).

Theorem 3.3. Let ϕ and ψ be as in Equations (10) and (22) and Hϕ be the CF-groupoid
of Proposition 3.2. Then there exists an action of R on Hψ whose infinitesimal generator
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is X = ϕ∂t and the action (or semi-direct product) groupoid Gψ,ϕ := Hψ ⋊ R is a CF-
groupoid with Lie-Rinehart algebra given by

A(Gψ,ϕ)0 = {u | ψjXkY1 . . . Yju ∈ C(M) , j, k ∈ Z+ and Yi ∈ C∞(M1;TM1)}
L(Gψ,ϕ)0 = ϕA(Gψ,ϕ)∂t + ψA(Gψ,ϕ)C∞(M1;TM1) ⊂ C(M ;TM) .

If ψ
ψ1
, ψ1

ψ ∈ C(∞)
ϕ , then we have canonical isomorphisms Hψ ≃ Hψ1

and Gψ,ϕ ≃ Gψ1,ϕ.

Let ψ,ψ1 : [α, β] → [0,∞). In view of the above theorem, we shall write

(25) ψ ∼ϕ ψ1 ⇔ ψ

ψ1
,
ψ1

ψ
∈ C(∞)

ϕ .

(More precisely, the quotients ψ
ψ1

and ψ1

ψ extend by continuity to functions defined on

[α, β] and that these extensions are in C(∞)
ϕ .)

Remark 3.4. It follows that the Lie-Rinehart algebra (A(Gψ,ϕ),L(Gψ,ϕ)) associated to the
CF-groupoid Gψ,ϕ is “generated” in an obvious sense by X = ϕ∂t and ψC∞(M1;TM1).

The following two subsections are devoted to proving the above two results assuming
ψ(β) > 0. The proof will be split in two according to the values of ψ at α. (The case
ψ(β) = 0 is completely similar and can also be obtained from the case ψ(β) > 0 using a
gluing procedure.)

3.2. The case ψ(α) > 0. We thus consider first the case when our given continuous
function ψ : [α, β] → [0,∞) is such that ψ(α)ψ(β) ̸= 0. Then ψ > 0 on [α, β]. In
this case, our construction will independent of ψ with these properties. Our first step is to
construct a groupoid Hψ of Proposition 3.2. Explicitly,

(26) Hψ := [α, β]× (M1 ×M1) ,

with structural maps:

(27)
d(s, x, y) := (s, y) and r(s, x, y) := (x, s) , and

(s, x, y)(s, y, z) := (s, x, z) s ∈ [α, β] and x, y ∈M1 .

In the standard terminology (see, for instance, [11]), Hψ is a Lie groupoid, product of the
space [α, β] (a groupoid that has only units) with the pair groupoid M1 ×M1. (The pair
groupoidM1×M1 is obtained by removing the factor s in the above formulas, see Example
2.9(1)). The minimality of Hψ follows from the fact that the pair groupoid M1×M1 is the
minimal groupoid with algebroid TM1. Recall that M := [α, β] ×M1 and a vector field
on M is vertical if it is tangent to all the copies {c} ×M1 of M1, c ∈ [α, β]. We see right
away that Hϕ is independent on ψ.

We want to prove Proposition 3.2 in this case. Since ψ is non-vanishing and continuous
the required identifications of Proposition 3.2 become

(28) A(Hψ)0 = {u | ψjY1 . . . Yju ∈ C(M)} = C∞,0(M)

(for all j ∈ Z+ and Yi ∈ C∞(M ;π∗
1(TM1))) and

(29) L(Hψ)0 = ψA(Hψ)C∞(M ;π∗
1(TM1)) = ψC∞,0(M ;π∗

1(TM1)) .

This amounts to the fact that A(Hψ)0 consists of continuous functions on [α, β] × M1

that are smooth in the direction of M1 (the vertical direction) and L(Hψ)0 consists of
continuous vertical vector fields on M that are smooth in the direction of M1 (again the
vertical direction).
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Proof of Proposition 3.2 for ψ(α)ψ(β) ̸= 0. We notice that Hψ , A(Hψ)0, L(Hψ)0, and
the other spaces of Equations (28) and (29) (C∞,0(M) and ψC∞,0(M ;π∗

1(TM1))) are
independent onψ > 0 because 1/ψ ∈ C(∞)

ϕ (which is due, in turn, to the fact thatψ ∈ C(∞)
ϕ

and ψ > 0 on [α, β]). It is enough then to assume that ψ = 1. By definition, A(Hψ)0
consists of longitudinally smooth right-invariant functions. For this Lie groupoid we have
d(s, x, y) = (s, y), where s ∈ [α, β] and x, y ∈ M1. Hence, given a function f(s, x, y),
it must be smooth in the x-variable and continuous in the other ones. Now if f is right-
invariant, then

f(s, x, y) = f((s, x, y)(s, y, z)) = f(s, x, z) .

From here, we see that right-invariant functions are actually independent of the second
variable, and thus we can identify them with functions f(s, x) on M , which are smooth
along the variable x ∈M1. This is exactly the first set given in Proposition 3.2.

Let us now identify the second set in Proposition 3.2. First, we have that a vector field
X ∈ L(Hψ)0 must be a derivation along the d-fibers. In local coordinates, this means that
it must be of the form:

X =

dimM1∑
i=1

Xi(s, x, y)∂xi .

where X a priori is only smooth in the x variables. Now we need to check what conditions
on Xi(s, x, y) are imposed by the right invariance. For this, we need to compute the
differential (R(s,y,z))∗ of the right multiplication. Since, (s, x, y)(s, y, z) = (s, x, z), we
have

(R(s,y,z))∗ =

id 0 0
0 1 0
0 0 0

 .

Thus

(R(s,y,z))∗X(s, x, y) =

dimM1∑
i=1

Xi(s, x, z)∂xi .

If (R(s,y,z))∗X(s, x, y) = X(s, x, y), then we must have Xi(s, x, y) = Xi(s, x, z), which
again allows us to conclude that Xi is independent of the last variable, and hence that
Xi ∈ A(Hψ)0. This completes the proof. □

Let σ be the action of R on [α, β] associated to ϕ as in the previous section (See Propo-
sition 2.28 and the discussion following it). We extend this action to an action of R on
Hψ := [α, β]×M1 ×M1 that is trivial on M1 ×M1. We then let

(30) Gψ,ϕ := Hψ ⋊τ R ≃M1 ×M1 × Gϕ ,
(see Theorem 3.3). We see from the definitions that Gψ,ϕ = G1,ϕ is independent of ψ, as
long as ψ is smooth and it does not vanish at the end points.

Proof of Theorem 3.3 for ψ(α)ψ(β) ̸= 0. The groupoid Gψ,ϕ := Gψ ⋊ R of Theorem 3.3
(see also Equation (30)) is the Cartesian product of the action groupoid Gϕ and the pair
groupoid M1 ×M1. We shall identify it, as a set, with M1 ×M1 × [α, β]× R via

(31) Gψ,ϕ := Hψ ⋊τ R ≃M1 ×M1 × Gϕ ≃M1 ×M1 × [α, β]× R .
that is, the product of the pair groupoid M1 × M1 with the action groupoid Gϕ intro-
duced in the previous section. See Equations (21), (21), and (27) for the products on these
groupoids. Hence, we have

(x, y, s, t)(y, z, σ−τ (s), τ) = (x, z, σ−τ (s), t+ τ) .
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In particular, if a function f is right-invariant, then

f(x, y, s, t) = f(x, z, σ−τ (s), t+ τ).

As a consequence if f(x, y, s, t) is right invariant, then,
• it is independent of y and,
• it is entirely determined by the restriction to t+ τ = 0.

Thus f(x, y, s, t) = f0(x, σt(s)), for some function f0 on the set of unitsM1×[α, β] ≃M
(the diffeomorphism is given by switching [α, β] and M1). Since f ∈ A(Gψ,ϕ)0 must be
smooth along the d-fibres, it should be differentiable in the x and t variables. To estab-
lish the isomorphism from the statement, we notice that the reduced function f0(x, σt(s))
depends only on r(x, y, s, t). Hence it can be seen as the pull-back r∗u of a function
u ∈ C∞(M). Fix t and consider a new variable t′(s) = σt(s) and extend it by continuity
to t′(−∞) = α, t′(−∞) = β. Then f(x, σt(s)) = f(x, t′) and the differentiability in
t transfers to differentiability via the vector field ϕ(t′)∂t′ . The differentiability properties
now follow.

Next we prove the second isomorphism. The vector fields in L(Gψ,ϕ)0 must be tangent
to the d-fibers and right invariant. Since d(x, y, τ, t) = (y, τ), those vector fields must be
derivations in t and x. Vector fields ∂t and V ∈ C∞(M1, TM1) ⊂ C∞(M,TM) can be
seen tautologically as vector fields on the d-fibers. Note that all of them are already right-
invariant: ∂t because the right multiplication is just a translation in the t-variable, and V
by an argument similar to the proof of Proposition 3.2 for our case. Since those vector
fields generate any other d-tangent vector field, all the invariant vector fields must be linear
combinations of those ones with invariant functions as coefficients. So it only remains to
take t′ = σt(s) as a new variable and we get exactly A(Gψ,ϕ)0. In the case ψ > 0, all the
groupoids and associated spaces are independent on ψ. This gives

(32) Gψ1,ϕ = G1,ϕ = Gψ,ϕ , ψ, ψ1 > 0 ,

that is, the isomorphism of the last statement in Theorem 3.3. □

3.3. The case ψ(α) = 0. Recall that ψ(β) > 0. As before, we begin by defining the
CF-groupoid Hψ integrating ψC∞(M ;π∗

1(TM1)). Let

(33) Hψ := TM1 × {α} ∪M1 ×M1 × (α, β]

as a set. The groupoid structure is the following. The domain, range, and multiplication
maps on M1 ×M1 × (α, β] are induced from the inclusion

M1 ×M1 × (α, β]× R ⊂ G1,ϕ := M1 ×M1 × [α, β]× R
in the groupoid G1,ϕ of the previous subsection. Let πTM1

: TM1 →M1 be the canonical
projection. It will be convenient to write M = [α, β] ×M1 (we have switched the two
factors). On the other hand, if s = α, these maps are given by

(34)

{
d(v, α) = r(v, α) := (πTM1(v), α) ∈M1 × {α} ⊂M and
(v, α)(w,α) := (v + w,α) ,

where v, w ∈ TM1 are vectors in the same fiber over M1, that is, πTM1
(v) = πTM1

(w).
Thus, Hψ is a “family” of groupoids indexed by s ∈ [α, β], such that, to s ∈ (α, β] we
associate the pair groupoid M1 ×M1 and to s = α we associate the tangent bundle TM1

with the associated groupoid structure of a family of Lie groups.
To define the topology and CF-groupoid structure on Hψ , we consider a variant of the

“deformation to the normal cone” considered by Connes, Debord, Skandalis, and others
[14, 17]. Thus, we first consider on TM1×{α} and onM1×M1×(α, β] the natural smooth
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(manifold) structures and the Lie groupoid structures. To glue these smooth structures, we
use the exponential coordinates of [37] to define the smooth structure in the neighborhood
of a point (v, α) ∈ TM1 × {α}. This is done as follows. Then, let us fix some arbitrary
connection on M1 (that is, on its tangent space TM1) and let exp : U ⊂ TM1 → M1 be
its associated exponential map [41] (here U is its maximal domain of definition, a subset
of TM1). Let πTM1

: TM1 →M1 be the projection map. It is known that

(35) Ψ := (πTM1
, exp) : U →M1 ×M1

is a diffeomorphism from an open neighborhood of the zero section of TM1 onto an open
neighborhood of the diagonal δM1

⊂ M1 × M1. Let v ∈ TM1. Let us define now
a neighborhood of (v, α) in Hψ . Let first 1 ≥ s0 > 0 be such that sv ∈ U for all
|s| ≤ s0. Then, let us choose a relatively compact neighborhoodW of sv in TM1 such that
[−1, 1]W ⊂ U . (So the exponential exp(sw) is defined for all w ∈ W and |s| ≤ 1.) Let
ϵ > 0 be such that ψ(s) < s0 if α ≤ s < α+ ϵ < β. We then let Φ :W × [0, ϵ) → Hψ,ϕ,

(36) Φ(w, s) :=

{
(w,α) if s = 0

(Ψ(ψ(s)w), α+ s) ∈M1 ×M1 × (α, β) if s > 0 .

(We recall from Equation (35) that (Ψ(ψ(s)w), s′) = (πTM1
(w), exp(ψ(s)w), s′).) We

stress the appearance of the factor ψ(s) in these formulas. Except this “rescaling term”,
our formulas are as in the aforementioned papers. Finally, the desired neighborhood of v
consists of

(37) V := Φ(W × [0, ϵ))

with the induced topological and continuous family of manifolds structure from Φ. (The
continuous family of manifolds structure on V comes from the map d.) We are ready now
to prove Proposition 3.2 for ψ(α) = 0 and ψ(β) > 0.

Proof of Proposition 3.2 for ψ(α)ψ(β) = 0. Similar to the proof of this Proposition in the
case ψ(α) > 0, the invariant functions for s ∈ (α, β) satisfy

u(x, y, s) = u0(x, s)

and must be smooth in x for all s ∈ (α, β). The difference now is in the behavior as
s approaches α or β. We shall concentrate on the case s close to α, the case s close to
β being completely similar. So let us change the coordinates using the map Φ. In this
coordinates the domain and the range maps are given by

d(w, t) = πTM1(w)

r(w, t) = exp(ψ(t)w) ,

where (w, t) ∈W × [0, ϵ) ⊂ TM1× [0, ϵ) (see the definition of the map Φ, Equation (36))
So differentiating along d-fibres in these coordinates is differentiating along vertical fibres
of w ∈ TM1. Since x = exp(ψ(t)w) we have that any derivation in the w variables will
be a derivation in x pushforwarded by the differential of r, that is, by

(38) d(exp(ψ(t)·)) = ψ(t)d exp .

Note that d here indicates the differential. Since the exponential map is a diffeomorphism
for sufficiently small t, we have that the derivative along the d-fiber exists if, and only if,
ψY u is continuous for any derivation Y ∈ C∞(M1, TM1). The claimed description of
A(Hψ)0 is then obtained by noticing that ψ and Y commute (i.e. Y (ψ) = 0).

Now we characterize L(Hψ)0. Again as in the proof of this Proposition in the case
ψ(α) > 0, the right invariant vector fields for t > α agree with continuous families of
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derivations in the x variables parametrized by the t variable. The only thing to understand
is what happens as we approach t = α. For this we change to the w-variables using
the diffeomorphism Φ of Equation (36). If Xt ∈ C∞(M1, TM1) is a family of such
derivations, then in the w variables we get via (38):

(exp(ψ(t))·)−1
∗ Xt =

1

ψ(t)
(exp)−1

∗ Xt.

Hence, we must have that Xt/ψ(t) is continuous in t. From here the characterization
follows. □

We want to define an action of R on Hψ integratingX = ϕ∂t to define Gψ,ϕ := Hψ⋊R
Theorem 3.3. First, the automorphisms σs, s ∈ R, extend (as for the case ψ > 0 in the
previous subsection) to M1×M1× (α, β]. Recall the spaces C(∞)

ϕ ⊂ C([α, β]) introduced
in Equation (10).

Proposition 3.5. We continue to assume that ψ(α) = 0 (as throughout this subsection).
Then the assumptionCψ,ϕ := X(ψ)

ψ := ϕψ′

ψ ∈ C(∞)
ϕ , of Equation (22) (see also Equation

(10)) allows us to conclude that σs extend to CF-groupoid automorphism of Hψ , for all
s ∈ R. This extension to the end point α is such that

σs(v, α) = (e−Cψ,ϕ(α)sv, t) .

Proof. Let s ∈ R. Let us check the continuity and longitudinal smoothness of σs near α
(near the other points (α, β], it is obvious; it follows, for instance from case already proved
of Theorem 3.3). Let λ := Cψ,ϕ(α). Let Φ and Ψ be as in Equations (35) and (36). We
have

(39) σs(Φ(w, t)) =

{
(e−λsw,α) if t = α

(Ψ(ψ(t)w), σs(t)) ∈M1 ×M1 × (α, β) if t ∈ (α, α+ ϵ) .

Hence, the map σs maps the fibers of d : Hψ → M to themselves smoothly. In other
words, σs is longitudinally smooth. To complete the proof, we need to show that it is
continuous. We have

Φ(ψ(t)w, σs(t)) =

(
πTM1

(w), exp

(
ψ(t)

ψ(σs(t))
ψ(σs(t))w

)
, σs(t)

)
So it only remains to show that limt→α

ψ(t)
ψ(σs(t))

= e−λs. Indeed, we can compute:

ln
ψ(σs(t))

ψ(t)
=

∫ s

0

∂τ lnψ(στ (t))dτ =

∫ s

0

∂τψ(στ (t))

ψ(στ (t))
dτ

=

∫ s

0

(Xψ)(στ (t))

ψ(στ (t))
dτ =

∫ s

0

Cψ,ϕ(στ (t))dτ → Cψ,ϕ(α)s = λs

because στ (t) → α as t→ α uniformly in τ ∈ [0, s]. □

Proof. Proof of Theorem 3.3 for ψ(α) = 0 and ψ(β) > 0. The proof is very similar to that
for the case ψ(α) > 0. (All the difficulties were transfered to the definition of Hψ .) The
action of R on Hψ , for t ∈ (α, β], agrees exactly with the action of R on the groupoid (31).
From the proof of the case ψ(α) positive of Proposition 3.2 it follows, that the invariant
functions for t > α can be identified with functions of the form f(x, y, t, s) = f(x, σs(t))
(notice that t and s have been switched compared to the proof of Proposition 3.2). As in
the proof of Theorem 3.3 for ψ(α) = 0 by compactifying the R−action and introducing a
new variable t′ = σs(t), the differentiability in s, implies that ϕt′∂t′f must be continuous.
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On the other hand, the differentiability in x is exactly as in Proposition 3.2. The same holds
for higher derivatives and hence the characterization follows.

The characterization of Vψ,ϕ(Gψ,ϕ)0 is again very similar to the proofs of the above
propositions. We have that elements of this space must be differentiations in (x, s). For
derivations in x we repeat word-by-word the argument in the proof of Proposition 3.2 and
find that ψC∞(M1, TM1) belong to Vψ,ϕ(Gψ,ϕ)0. Next we consider a derivation in s. It is
a differentiation of a smooth family of automorphisms of Hψ by Proposition. 3.5. Hence
it is enough to describe this differentiation for t ∈ (α, β] and then extend it to whole of
Hψ . The argument in the proof of Theorem 3.3 when ψ(α) ̸= 0 says that for t ∈ (α, β] the
derivative ∂s is pushforwarded to ϕ(t′)∂t′ after a change of variables. Any other invariant
vector field must be a linear combination of mentioned ones with invariant functions as
coefficients.

Finally, again, as a set Gψ,ϕ is independent of ψ and the identity map Gψ,ϕ → Gψ1,ϕ

is an isomorphism of (plain) groupoids. If ψ ∼ϕ ψ1 (see Equation (25) for the notation),
then the identity map Gψ,ϕ → Gψ1,ϕ is also a C∞,0-map. This completes the proof. □

Remark 3.6. Theorem 2.32 can be cast in a more general framework as follows. Let H be
a CF-groupoid and let G be a Lie group acting by C∞,0-homeomorphisms on H (thus they
are continuous and smooth on each of the fibers of the maps d or r). Then G := H ⋊ G
is a CF groupoid (see also Example 2.9 (4) and (5)). We have that A(G)0 identifies with
the smooth vectors in A(H) and L(G)0 identifies with the direct sum of the set of smooth
vectors in L(H)0 with A(G)0Lie(G).

The case of a general interval [α, β] ⊂ R is dealt with by using a homeomorphism of
[α, β] to a bounded interval, provided that this homeomorphism is a diffeomorphism in the
interior.

As already mentioned, the remaining case ψ(β) = 0 can be treated similarly. Better,
yet, it can be treated by localization and by gluing groupoids, as in [10, 12]. We recall now
the gluing construction, for the benefit of the reader.

3.4. Localization and gluing of CF-groupoids. In this section, the symbol G (possibly
decorated with various indices) will denote a CF-groupoid. The set of units of Gi will be
denoted G(0)

i , unless otherwise stated. The domain and range maps will be denoted by d
and, respectively, r, as usual. Let G be a CF-groupoid with units G(0) and U ⊂ G(0) be an
open subset. Let

GUU := d−1(U) ∩ r−1(U) ,

Then GUU is a CF-groupoid with units U . We can glue CF-groupoids in a similar way as it
was done for Lie groupoids in [10, 12].

Theorem 3.7. Let M be a locally compact space and Gi, i = 1, . . . , N , be CF-groupoids
with units open subsets G(0)

i ⊂ M such that ∪Ni=1G
(0)
i = M . We assume that these

groupoids satisfy the gluing conditions:

(1) (Isomorphism on the common part) There are CF-groupoid isomorphisms

fji : (Gj)
G(0)
i ∩G(0)

j

G(0)
i ∩G(0)

j

→ (Gj)
G(0)
i ∩G(0)

j

G(0)
i ∩G(0)

j

,

such that fij = f−1
ji and fijfjk = fik on the common domains, for all i, j, k ∈

{1, 2, · · · , N},.
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(2) (The orbits are included completely in at least one groupoid) For each x ∈ M ,
there exist ix ∈ {1, 2, · · · , N}, such that

Gj · x := {r(g) | d(g) = x} ⊂ G(0)
ix

for all j ∈ {1, 2, · · · , N}.

Then their union G :=
⊔N
i=1 Gi/ ∼, where ∼ is the equivalent relation generated by

g ∼ fji(g), for all i, j ∈ {1, 2, · · · , N} and g ∈ Gi, is a CF-groupoid. The Lie-Rinehart
algebra of G can be identified as A(G)0 = {u ∈ C(M) | u|G(0)

i
∈ A(Gi)0}, and L(G)0 =

{u ∈ C(M,A(G)) | u|G(0)
i

∈ L(Gi)0}.

The proof goes along the same lines as the one in [10]. Details will be included in
[6]. To use the gluing theorem, we observe that the reduction of the groupoid Gψ,ϕ to
any relatively compact subset of (α, β) is independent of ψ and ϕ. More precisely, if
I := [α′, β′] ⊂ (α, β), then

(Gψ,ϕ)II ≃ (I ×M1)
2

(the pair groupoid, see 2.9(1)). Note that this relies on the minimality of Hψ .

3.5. The groupoid associated to Schrödinger operators. Let us consider now M =
Sn−1 × [0,∞] (thus [α, β] = [0,∞]) and four parameters a, b, a′, b′, with a, a′ ≥ 1 and
b, b′ ≥ 0. We then choose our functions ϕ and ψ to satisfy

(40)


ϕ(t) = ta if t ∈ [0, ϵ/2]

ϕ(t) = t−a
′

if t ∈ [2ϵ−1,∞]

ψ(t) = tb if t ∈ [0, ϵ/2]

ψ(t) = t−b
′

if t ∈ [2ϵ−1,∞] ,

for some 0 < ϵ < 1. (This is, of course, in addition to the usual assumptions: ϕ is strictly
positive and continuous on (α, β) and ψ satisfies the conditions (22) on [α, β].) Moreover,
for simplicity, we shall assume that ϕ is smooth on (α, β). Up to an isomorphism, the re-
sulting groupoid Gψ,ϕ is independent of ϵ and of the choices of ϕ and ψ satisfying Equation
(40), by the last part of Theorem 3.3. Therefore, it makes sense to set

(41) S = Sa,a′,b,b′ := Gψ,ϕ , ϕ, ψ satisfying Equation (40) .

We now look at some specific properties of the groupoid S = Sa,a′,b,b′ . Recall that, for
a CF-groupoid G, the algebra of differential operators Diff(G) was defined as the image of
the enveloping algebra of Diff(A(G)0,L(G)0) in End(A(G)0), see Subsection 2.4. Let

(42)


ρ0, ρ∞ : Sn−1 × [0,∞] → [0, 1]

ρ0(x, t) = t and ρ∞(x, t) = 1 for t < ϵ

ρ∞(x, t) = 1/t and ρ0(x, t) = 1 for t > 1/ϵ ,

be smooth, depend only on the second variable, and be such that ρ0 vanishes only when
t = 0 and ρ∞ vanishes only when t = ∞. Thus these two functions are the defining
functions of the two components of the boundary of Sn−1× [0,∞]. In view of the notation
(25), we can thus take

(43) ϕ = ρa0ρ
a′

∞ and ψ = ρb0ρ
b′

∞ .

(The function ϕ used in the introduction is the same as the function ϕ used here.)
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Proposition 3.8. We shall denote generically by Dj = Y1Y2 . . . Yj a differential mono-
mial of order j in smooth, vertical vector fields on M (so Yi are tangent to all Sn−1×{t})
and S = Sa,a′,b,b′ , with ϕ = ρa0ρ

a′

∞ and ψ = ρb0ρ
b′

∞. Then

(44) u ∈ A(S)0 ⇔ i, j ∈ Z+ , ϕ
iψj ∂itDju ∈ C(M) ,

Similarly, a differential operator on the interior of M is in Diff(S) if, and only if, it is a
linear combinations of terms of the form ci,jϕ

iψj ∂itDj , where ci,j ∈ A(S)0, i, j ∈ Z+.

Proof. This follows from Theorem 3.3, more precisely, from the characterization of the
Lie-Rinehart algebras in that theorem, and from Corollary 2.26. (See also Remark 3.4.)

□

Definition 3.9. Let S = Sa,a′,b,b′ and let D be a differential operator on M := Sn−1 ×
[0,∞], as above. We shall say that D is in the ca,b-calculus (respectively, in the ca′,b′ -
calculus) if it coincides with a differential operator in Diff(S) in a neighborhood of M1 ×
{0} (respectively, in a neighborhood of M1 × {∞}).

Related calculi to the ca,b calculi were used in see, for instance in [24, 50, 51], also in
connection to Schrödinger operators. See also [16, 25, 32, 34].

Let d and r be the structural maps of the groupoid S = Sa,b,a′,b′ . We shall need the
following property of this groupoid.

Proposition 3.10. Let ρ0 and ρ∞ be the functions introduced in Equation (42), then

(45) ζ0 :=
ρ0 ◦ d
ρ0 ◦ r

and ζ∞ :=
ρ∞ ◦ d
ρ∞ ◦ r

extend to nowhere vanishing C∞,0 functions on Sa,b,a′,b′ .

Proof. The defining formula Gψ,ϕ := Hψ ⋊σ R (Theorem 3.3), we see that the quotients
ζ0 and ζ∞ depend only on [0,∞] ⋊ R, via the projection Hψ → [0,∞]. The required
smoothness then follows from the explicit formulas for σs(x)/x of Examples 2.29 (for
a = 1 or a′ = 1) or 2.30 (for a > 1 or a′ > 1). □

Consider the class Ψ(G) of pseudodifferential operators on G, Definition 2.20. The
previous lemma then yields the following result.

Proposition 3.11. Let ρ0 and ρ∞ be the functions introduced Equation (42), S = Sa,b,a′,b′ ,
P ∈ Ψm(S). Let also ζ0 and ζ∞ be as in Proposition 3.10 and t, t′ ∈ R. Then the operator

P̃ := ρ−t
′

∞ ρ−t0 Pρt0ρ
t′

∞

has distribution kernel kP̃ = ζt0ζ
t′

∞kP , and hence it belongs to Ψm(S) as well.

Proof. The proof is a direct consequence of definitions. Indeed, the distribution kernel of
fPg is kfPg(γ) = f(r(γ))kP (γ)g(d(γ)). This gives the claimed form of the convolution
kernel of P̃ . Since ζ0 and ζ∞ are C∞,0 and > 0, by Proposition 3.10, ζt0ζ

t′

∞ is C∞,0 on S.
This gives the result by the identification of the convolution kernels kP in [27]. □

4. AN APPLICATION TO SCHRÖDINGER OPERATORS

We now apply the results of the previous sections to study Schrödinger operators with
power-law singularities at 0 and at ∞ introduced in Equation (1). We continue to consider
the functions ρ0 and ρ∞ of Equation (42) (introduced right before Proposition 3.10). Recall
that the operator

H := −∆+ V
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of Equation (1) is such that the potential V is of the form V = ρ−2γ
0 ρ2γ

′

∞ V0, with V0 smooth
on Sn−1 × [0,∞] in spherical coordinates (ρ, x′), ρ ∈ [0,∞], x′ ∈ Sn−1. (We can relax
the smoothness assumptions on V0, but the most general assumptions on V0 are much more
difficult to state.)

We begin by studying the operator −∆ + V in a neighbourhood of the origin, where
ρ0 = ρ. We may also assume ρ∞ = 1 there. Let us assume first that γ ≤ 1. Proposition
3.8 and the last part of Corollary 2.27 show that the operator

(46) ρ2(−∆+ V ) = (ρ∂ρ)
2 + (n− 2)ρ∂ρ +∆Sn−1 + ρ2−2γV0

is in the c1,0-calculus of the previous section (see Definition 3.9); this is the case even if 2γ
is not an integer due to Corollary 2.27. (That is, our coefficients do not have to be smooth
up to the boundary. By contrast, ρ2(−∆+ V ) is in the b-calculus precisely if 2γ ∈ Z and
2γ ≤ 2.) On the other hand, if γ ≥ 1 (but keeping the assumption that V0 is smooth in
polar coordinates), we have that

(47) ρ2γ(−∆+ V ) = (ργ∂ρ)
2 + (n− 1− γ)ργ−1ργ∂ρ + ρ2γ−2∆Sn−1 + V0

is in the cγ,γ−1 calculus, since its coefficients, ργ−1 and ρ2γ−2, are in the algebra C(∞)
ργ =

C(∞)
ργ ([0,∞)) of Equation (10) by Corollary 2.27.

We can carry a similar analysis at +∞. Our assumption is that our potential V is of the
form V (ρx′) = ρ2γ

′
V ′
0(ρ

−1, x′), with V ′
0 smooth on [0,∞)× Sn−1. Let us set r := ρ−1

and let us write the Schrödinger operator in the coordinates (r, x′) ∈ [0,∞)× Sn−1 (that
is, “near ∞”). We have ρ∂ρ = −r∂r. This gives us

(48) −∆+ V = (r2∂r)
2 − (n− 1)r(r2∂r) + r2∆Sn−1 + r−2γ′

V ′
0 .

Similar to the analysis at ρ = 0 we see that if γ′ ≤ 0, then at the infinity this operator
is in the c2,1-calculus of Definition 3.9. If γ′ ≥ 0, then we factor out r−2γ′

. It is a
straightforward computation to check that:

(r2+γ
′
∂r)

2 = r2γ
′
(r2∂r)

2 + γ′r2γ+3∂r .

Then

(49) r2γ
′
(−∆+V ) = (r2+γ

′
∂r)

2 − (n− 1+ γ′)r1+γ
′
(r2+γ

′
∂r)+ r2γ

′+2∆Sn−1 +V ′
0

is in the c2+γ′,γ′+1-calculus. We have thus proved the following proposition.

Proposition 4.1. Let ρ0 and ρ∞ be the functions introduced right before Proposition 3.10,
in particular, ρ0(t) = t for t small and ρ∞(t) = t−1 for t large, see Equation (42).
Let γ, γ′ ∈ R and V be such that ρ−2γ

0 ρ−2γ′

∞ V be smooth on [0,∞] × Sn−1. Let γ̃ :=
max{γ, 1} and, similarly, γ̃′ := max{γ′, 0}. Then the operator

P := ργ̃0ρ
γ̃′

∞(−∆+ V ) ∈ Diff(S) , S := Sγ̃,γ̃−1,γ̃′+2,γ̃′+1 .

We let S := Sγ̃,γ̃−1,γ̃′+2,γ̃′+1 from now on, with the parameters γ̃ and γ̃′ as in the
statement of Proposition 4.1. We have Diff(Sa,b,a′,b′) ⊂ Ψ(Sa,b,a′,b′) (this is valid for
any CF-groupoid) and, because the action of Ψ(Sa,b,a′,b′) on C∞

c (Sn−1 × [0,∞]) is injec-
tive, we see that the operator P := ργ̃0ρ

γ̃′

∞(−∆ + V ) corresponds to a unique operator in
Ψ2(Sγ̃,γ̃−1,γ̃′+2,γ̃′+1), which is elliptic by Equations (46-49). Hence it has a parametrix
Q0 ∈ Ψ−2(Sγ̃,γ̃−1,γ̃′+2,γ̃′+1). We obtain the following result on the structure of the para-
metrices of −∆+ V .
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Theorem 4.2. There exists Q ∈ Ψ−2(Sγ̃,γ̃−1,γ̃′+2,γ̃′+1) such that

(−∆+ V )
(
Qργ̃0ρ

γ̃′

∞

)
,
(
Qργ̃0ρ

γ̃′

∞

)
(−∆+ V ) ∈ Ψ−∞(Sγ̃,γ̃−1,γ̃′+2,γ̃′+1).

Let ϕ := ργ̃0ρ
γ̃′

∞ (it is the same ϕ as the one appearing in the Introduction.)

Proof. Let Q := Q0 be the differential operators (parametrix) considered in the paragraph
before the statement of the Theorem. The definition of Q0 is such that

ϕ(−∆+ V )Q , Qϕ(−∆+ V ) ∈ Ψ−∞(Sγ̃,γ̃−1,γ̃′+2,γ̃′+1) .

Then

(−∆+ V ) (Qϕ) = ϕ−1 [ϕ(−∆+ V )Q]ϕ ∈ Ψ−∞(Sγ̃,γ̃−1,γ̃′+2,γ̃′+1) ,

by Proposition 3.11. □

Let us now sketch how one can treat the resolvents in our setting. Let S := Sγ̃,γ̃−1,γ̃′+2,γ̃′+1,
ϕ := ργ̃0ρ

γ̃′

∞, as before, and let Ψ
−∞

(S), be the closure of Ψ−∞(S) in the norms

(50) T 7→ ∥(ϕ∆)iT (ϕ∆)j∥L(L2(Rn)) , i, j ∈ Z+ ,

where L(L2(Rn)) is the space of bounded operators on L2(Rn) with the usual norm. Let
Ψ
m
(S) := Ψm(S) + Ψ

−∞
(S). Then

Theorem 4.3. Let z ∈ C and let us assume that ϕ(−∆+ V )− z is invertible on L2(Rn).
Then [ϕ(−∆+ V )− z]−1 ∈ Ψ

−2
(S).

Proof. This follows from Proposition 4.1 and the results of [28, 49] (see also [46]). Indeed,
ϕ(−∆ + V ) − z ∈ Diff(S) ⊂ Ψ(S) ⊂ Ψ(S). The latter is stable under inverses, by the
results of [28, 49], hence [ϕ(−∆+ V )− z]−1 ∈ Ψ

−2
(S), as claimed.

□

Note that, while our statements about the structure of −∆+V require only Lie-Rinehart
algebras, the statement about its parametrices does require a CF-groupoid integrating the
relevant Lie-Rinehart algebras.
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