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Abstract

The resolution and accuracy of numerical partial di�erential equation solvers are governed by the mesh

density and the order of accuracy of the solver. Anisotropic mesh adaptation combined with a posteriori

error estimation is known to be a powerful tool to enhance the e�ciency of the solvers. However, in engineering

applications involving multiple complex con�gurations, optimization or uncertainty quanti�cation, generating

a single adapted mesh to e�ciently capture features of the solutions for all possible choices of the problem

parameters (geometry, boundary conditions, etc.) is not feasible. This is particularly true when the solution

is very sensitive to the problem parameters and changes in the topology of the solution features (e.g. one

vs two shocks) occur for small changes in the computational setting. This paper presents a novel algorithm

coupling partitioning the parameter space for e�cient parameter clustering and local model order reduction

and anisotropic mesh adaptation. The hierarchical partitioning is performed by sampling the parameter space

using a full-order model on a relatively coarse mesh. The variance of the physical solutions is reconstructed

in the parameter space using proper orthogonal decomposition and Taylor's series to guide each partition's

size and shape. Subsequently, the solutions are sampled within the optimal partitions to compute the locally

adapted mesh and optimal reduced-order model for each partition. The e�cacy of the new algorithm is

demonstrated by solving heat conduction with material discontinuity and compressible �ow problems.

Keywords: Local reduced order models, Parameter space partitioning, Anisotropic mesh adaptation, Mesh

clustering, Hierarchical clustering
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d : number of physical dimensions
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Notation Description

Ω ∈ Rd : physical domain

k : number of parameters

Ωµ ∈ Rk : parameter space

x, y, z : Cartesian coordinate directions for the physical space

ux, uxy, . . . : derivatives of function u with respect to x and second derivative of u with

respect to x then y

µ1, µ2, . . . , µk : parameters of the problem

M : metric tensor used for mesh adaptation

M1∩2 : metric obtained after intersection of two metricsM1 andM2

u (x, y, z;µ1, µ2, . . . , µk) : high-�delity solution

S ∈ Rn×s : snapshot matrix whose columns are the sampled high-�delity solutions at s

sampling points in Ωµ

U ∈ Rn×s : matrix whose columns are left singular vectors of matrix S

Σ ∈ Rs×s : diagonal matrix, diag (σ1, σ2, . . . , σs), containing singular values arranged

in the order of decreasing magnitude, σ1 ≥ σ2 ≥ · · · ≥ σs ≥ 0

V ∈ Rs×s : matrix whose columns are right singular vectors of matrix S. In the paper,

V T has rows as the right singular vectors of matrix S

Φ ∈ Rn×r : matrix whose columns (ϕ1, ϕ2, . . . , ϕr) are the reduced number of solution

basis vectors with n degrees of freedom, arranged in the order of decreasing

importance

σ′ : normalized singular value = σ/σ1, with respect to the largest singular value

σ̂ : cuto� normalized singular value, σ′, used as convergence criterion during

partitioning

σ̄ : normalized singular value = σ/
∑

i σi, with respect to sum of all the

singular values

1. Introduction

The accuracy of numerical methods for solving partial di�erential equations (PDE), such as �nite volume

and �nite element methods, is governed by the quality and resolution of the mesh used for the simulation.

In particular, for optimal accuracy, it is computationally e�cient to have a dense mesh in regions with a

rapidly changing solution and a coarse mesh in smooth regions. Moreover, anisotropic meshes can improve

2



the computational e�ciency further by taking into account the directional changes in the solution. This is

particularly true for problems with discontinuities in the solution, such as problems with material discontinu-

ities or shocks in compressible �ows. The optimal mesh being solution dependent, a uniform mesh is seldom

optimal for most of the interesting engineering problems. Therefore, a solution dependent mesh adaptation

combined with some a posteriori error estimator has been widely used in computationally e�cient, stable

and accurate numerical PDE solvers [1�6].

In optimization problems and Model Order Reduction (MOR), the problem depends on a number of

parameters and the parameter space of the problem is explored to obtain optimal solutions and to generate

a Reduced Order Model (ROM) respectively. Another possibility is to generate an o�ine ROM to be used

for very fast optimization loops [7�15]. MOR is also widely applied in digital twins due to the speedup

obtained by the ROM [16�26]. All these applications require to a large extent the computation of accurate

solutions of the PDEs which may intervene both in the generation of the ROM and in the optimization

process. Clearly, the use of some aggressive mesh adaptation method would allow to push the accuracy of

such simulations whenever relevant. However, it is impractical to generate an optimal mesh for each parameter

combination while exploring the parameter space for generating the ROM, as the construction requires the

solution snapshots on a common mesh. It is also computationally intractable to have a suitably re�ned mesh

to capture all the features in the global parameter space as this will result in a mesh with a large number of

degrees of freedom, thus requiring a huge computational e�ort to generate high-�delity solutions during the

o�ine stage, and relatively expensive ROMs in the online stage. A more practical approach is to generate

a small cluster of meshes, each mesh being tailored for a few local sub-spaces within the global space. This

approach is further referred to as mesh clustering and keeps the size and number of meshes manageable, and

still maintains the accuracy of the solution everywhere in the global parameter space. So, the next question

which arises is how to partition the global parameter space such that the accuracy is uniformly improved in

all the partitions.

In the literature, two families of methods have been explored for local reduced order models in an attempt

to generate computationally e�cient ROMs. The �rst family uses pre-computed solutions in the global

parameter space, which are then clustered into separate groups. One of such widely used method is the

k-means partitioning, where the solutions in the complete parameter space are computed and grouped into a

number k of clusters such that each group's average (i.e. mean) forms the center of the cluster [27�29]. The

distance norm (such as Euclidean norm) between the cluster's mean and the solutions is iteratively minimized

to obtain k optimal clusters. The optimization process can converge to local minima depending on the starting

solution mean. Therefore the process is repeated several times, with a di�erent starting mean solution, to

obtain the best possible clusters. In this class of methods one needs to choose in advance the expected number
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of clusters for a given problem, which may not always be obvious. The silhouette method [30�32] and other

optimization techniques [33] have been used to identify the optimal number of clusters, which further increases

the computational cost. Furthermore, for classi�cation, a separate machine learning model may be necessary

to identify appropriate clusters during the online phase [34]. Another limitation of this approach is that the

resolution of the parameter space sampling must be predecided and solutions precomputed. A clever greedy

approach [35, 36] for building local reduced order models can mitigate some of these limitations. However,

the greedy approach is possible only for problems where a partially built reduced order model can be used

to e�ciently estimate the error of the model. The commonly used measure in k-means clustering, i.e. the

Euclidean norm in the state space, may be a suboptimal metric as solutions which are scaled versions of each

other (and therefore having similar bases for ROMs) can be very far in the state space [37]. Other metrics,

such as the DEIM-residual-based metric [34], may be used for computing the distance from the cluster's

center to overcome this limitation. The second family of methods use a hierarchical tree structure to identify

local sub-spaces with similar solution bases [38, 39]. This approach can be computationally e�cient as the

necessary resolution of sampling is learned by the algorithm during partitioning. The tree-based algorithms

are also e�cient during classi�cation in the online phase because of their logarithmic computational time

complexity when choosing the appropriate ROM, due to the binary search tree data structure used for storing

the partitioned parameter space. Other works can be mentioned, e.g. related to the use of the variance in

parameter space to produce overlapping clusters [40], allowing smoother transitions between two di�erent

local reduced models, or inspired by h-adaptation techniques to produce adaptive sub-clusters also using

some measure of the variation of the output with the parameters [41].

In this work we focus more on using local bases in MOR in combination with mesh adaptation in the

physical space to enhance the resolution of the outputs, for a given size of the spatial mesh. To this end, we use

a binary-tree-based algorithm to generate local partitions in the parameter space. On each partition we can

produce a speci�c mesh adapted in the physical space which is optimal in the sense that the approximation

error in the physical space is minimized on this mesh for all values of the parameters within the partition. The

subdivision method is an extension of the k-dimensional tree algorithm (see [42]), modi�ed for parameter-

space partitioning. The original algorithm is modi�ed to learn the required sampling resolution for the given

problem and to optimally partition the parameter space. The algorithm is designed to minimize the number

of sampling points, therefore minimizing the computational cost incurred by the PDE solver, and reuse most

of the previous solutions during the sub-division process. The resulting partitioning of the parameter space

is combined with anisotropic mesh adaptation with a posteriori error estimation to maximize the e�ciency

of the overall computational method. The e�cacy of the algorithm is evaluated by solving heat conduction

problems with material discontinuities and compressible �ow problems with shocks.

4



The paper is organized as follows. The next section provides a high-level overview of the problem being

solved, the techniques of mesh adaptation, metric intersection and model order reduction. Section 3 presents

a detailed description of the partitioning algorithm. This section also provides a brief discussion on the

governing equations used in the test problems and the full order PDE solver. In Section 4 the errors with and

without partitioning are compared using heat conduction problems with analytic solutions. Section 5 uses the

new algorithm for partitioning the parameter space with unknown solutions, computed by the full-order PDE

solver. Various con�gurations of the heat conduction problems in two and three dimensions with material

discontinuities are solved in Subsection 5.1. Problems involving compressible �ow over two-dimensional and

three-dimensional bodies are solved in Subsection 5.2. Finally, Section 6 concludes the paper with useful

remarks on the presented work and scope for future research.

2. Problem de�nition

Consider a steady-state Equation (1) de�ned on a d-dimensional physical domain Ω ∈ Rd,

F (u, ux, . . . , uxx, uxy, . . . ; µ1, µ2, . . . , µk) = 0 . (1)

The solution, u depends on the parameters of the problem, µ1, µ2, . . . , µk, which form a global parameter

space Ωµ ∈ Rk. A schematic showing the problem with d = 2 and parameter space1 with k = 2 and

parameters µ1 and µ2 is shown in Figure 1. When solving the problem numerically, the solution has a �nite

number of degrees of freedom n depending on the resolution of the mesh. Thus, for numerical solutions

u ∈ Rn, the solution varies across the parameter space. Therefore, the optimal mesh capturing the solutions

is also di�erent at every point in the parameter space. In this work, the global parameter space is divided into

smaller sub-spaces (called partitions) such that all the parameters of a partition share a common optimal

mesh, which may di�er from the neighbouring partitions. Moreover, the process also produces optimal

partitions for building reduced order models.

2.1. Mesh adaptation

The resolution of the mesh plays a vital role in the accuracy of PDE solvers. A uniform mesh in the

complete domain is generally not capable of e�ciently resolving all the solution features. Error-based mesh

adaptation is a well-tested technique to optimally use the available computing resources, such that high

accuracy is maintained in the complete domain [1, 2]. In our work, we use metric-based anisotropic mesh

1The symbol k here should not be confused with the same symbol used in k-means method, where it has a di�erent meaning.
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Figure 1: Schematic representation of the solution space (x, y) and parameter space (µ1, µ2)

adaptation, where the adaptation is driven by a Riemanian metric tensor derived from an estimate of the

interpolation error based on the hessian of the solution.

The metric tensor (or metric in short) prescribes the mesh element sizes along its d principal directions,

an information which the meshing software can use to create a new anisotropic mesh capable of accurately

capturing the solution. For a given solution at a point in the parameter space Ωµ, the �eld of symmetric

positive-de�nite metric tensorMµ is de�ned in the physical space Ω. In practice,Mµ is de�ned at each vertex

of the mesh. In the rest of the paper, we drop the subscript µ for readability reasons, but the parametric

dependence is always implied. In this work, the metric tensor is derived from a numerically computed Hessian

matrix of the solution at each vertex of the mesh. The second-order derivatives of the solution are computed

using a weighted least-square approach [43, 44] by computing the �rst-order derivatives twice. The principal

directions of anisotropy are given by the eigenvectors of the symmetric Hessian matrix. A so-called multiscale

metric, that is able to accurately capture di�erent scales of the solution, is computed from the Hessian matrix

to optimize the L2-norm of the error with a target number of mesh elements [45, 46]. The mesh element sizes

along the eigenvector directions are inversely proportional to the square roots of the the eigenvalues of the

metric tensor.

As the metric tensor is solution dependent, it changes with changing parameters, thus the ideal adapted

mesh is di�erent at every point in the parameter space. A globally re�ned mesh for the complete parameter

space is not practical for most of the realistic problems, as a very �ne mesh will be necessary to capture the

features in the complete parameter space. This is especially true in problems with moving material interfaces

and shocks in compressible �ows. To overcome this limitation, we analyze the parameter space using a proper

orthogonal decomposition of the sampled solutions and subdivide the global parameter space into smaller

partitions, thus creating local parameter spaces, as discussed in Subsection 3.1. An optimal mesh speci�c to

each partition is computed by intersecting the metrics at various points in the local parameter space.
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Metric intersection [46] is a procedure that combines two metric tensors ensuring that the sizes prescribed

by the result are smaller than the sizes of the two operands. LetM1 andM2 be symmetric positive de�nite

matrices de�ned at a mesh vertex (in the physical space), corresponding to the metric at two points in the

parameter space. Here we write the formulas in 3D, the 2D case can easily be deduced. The intersection

ofM1 andM2 produces a resultant metricM1∩2 such that the size prescribed byM1∩2 is smaller in each

direction than that prescribed by eitherM1 orM2. The metric intersection is computed as:

M1∩2 =
(
M1/2

1

)T

M1∩2M1/2
1 , (2)

withM1/2
1 = R1 Λ

1/2
1 RT

1 , where columns ofR1 are the right eigenvectors and Λ
1/2
1 = diag

(√
λ11,
√
λ12,
√
λ13

)
are the square roots of eigenvalues ofM1. MatrixM1∩2 is de�ned as:

M1∩2 = R2


max

(
λ21, 1

)
0 0

0 max
(
λ22, 1

)
0

0 0 max
(
λ23, 1

)
 R2

T
. (3)

The columns of R2 are the right eigenvectors and Λ2 = diag
(
λ21, λ22, λ23

)
are the eigenvalues of matrix

M2, which is given as

M2 =
(
M−1/2

1

)T

M2M−1/2
1 , (4)

withM−1/2
1 = R1 Λ

−1/2
1 RT

1 , where Λ
−1/2
1 = diag

(
1/
√
λ11, 1/

√
λ12, 1/

√
λ13

)
.

In the context of this article, we seek to adapt the mesh to a set of solutions at di�erent points in Ωµ. A

resultant metric is computed by combining the metrics of each solution. A reduction operation, intersecting

two metrics at a time, is performed over all the metrics in the set to obtain the resultant metric tensor capable

of capturing all the solutions in the set. The adapted mesh is obtained by passing the resultant metric to

a remeshing software to obtain the new mesh. In this work the adapted mesh is generated using an open

source remeshing library called MMG [47�49].

2.2. Model order reduction

In projection-based Model Order Reduction (MOR), the solution u ∈ Rn is de�ned using a linear combi-

nation of a small number of global basis functions:

u = Φ û =

r∑
i=1

ûiϕi , (5)
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where Φ ∈ Rn×r is a matrix containing the r most dominant global basis functions arranged as column vectors

(ϕ1, ϕ2 . . . ϕr) and û is a vector of weights to reconstruct the solution. The PDE solver is modi�ed to work

in this global basis by using Galerkin projection, i.e. pre-multiplying ΦT to the system of linear equations

generated by the PDE solver. This produces a system of r equations instead of n. Therefore, if r ≪ n, it

results in a signi�cantly faster solver. This method is an intrusive method as it requires a change of the

underlying solver. Moreover, a technique called hyper-reduction is essential for solving non-linear problems

to favorably scale the reduced order model (ROM). The method of hyper-reduction uses specially designed

techniques [50�55] for sparse sampling and evaluation of non-linear terms. The global basis functions are

computed in an o�ine stage, by solving the problem at s di�erent sampled points in the parameter space. The

solution snapshots are stacked as columns vectors to create a snapshot matrix S ∈ Rn×s, which is decomposed

using singular vector decomposition (SVD) S = U ΣV T . The diagonal matrix Σ contains the singular values

arranged in order of decreasing magnitude σ1 > σ2 > · · · > σs, while U ∈ Rn×s and V T ∈ Rs×s contain

the left and the right singular vectors respectively. The left singular vectors provide an optimal basis for the

column space (i.e. the physical space) of S, while the right singular vectors provide an optimal basis for row

space (i.e. the parameter space) of S [56, 57]. Therefore, each column of the matrix V T corresponds to the

sampling point column in the solution snapshot matrix.

In many problems only the �rst few basis functions r < s≪ n are su�cient to e�ectively reconstruct the

solutions in a large parameter space. The number of basis functions required to e�ectively reconstruct the

full order solution is decided by analyzing the decay of the singular values. Various techniques are used in the

literature [57] to decide the reduced number of basis functions r. Some of these methods include truncation

of SVD at a rank r corresponding to a prede�ned percentage of variance or energy, identifying features such

as �elbow� in the singular value distribution, a hard cuto� on the normalized singular values, or �tting a

signal-noise model to identify the optimal threshold [58].

The online evaluation of the ROM grows rapidly with r. Therefore, ROMs become less useful when

a large number of basis functions is required to obtain a required accuracy. Moreover, the upfront costs

involved in computing basis functions, building the ROM and the changes required in the solver in case of

intrusive ROMs, make them less attractive if the savings are minimal. This is particularly true in problems

with moving solution features, such as shocks or wave fronts, and when the solution has a strong non-linear

dependence on the parameters. Such problems require a large number of basis functions to e�ectively capture

the solutions. It is therefore advantageous to work with smaller parameter sub-spaces to ensure each local

ROM i.e. speci�c to a sub-space requires few basis functions, making each local ROM very e�cient. In

some cases, such as hyperbolic equations with discontinuities, one may want to align the snapshots to a

reference solution to facilitate the ROM construction. A registration procedure was recently developed for
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this purpose [59]. This procedure bene�ts from the identi�cation of changes in the solution structure and the

use of parametric clustering [55].

Another advantage of using local ROMs is that we can generate a mesh tailored to the solutions captured

by each local ROM. Mesh adaptation compounds the bene�ts of ROMs because for a reduced computational

cost, we obtain a very accurate solution for every local ROM. The process of metric based mesh adaptation

and intersection of metrics to obtain a mesh suitable for all the solutions generated by the local ROM are

discussed in Subsection 2.1. The process of optimally partitioning the global parameter space into smaller

non-uniform regions so as to minimize the value of r for all the local ROMs is presented in Subsection 3.1.

3. Methods

3.1. Algorithm for optimal partitioning

The partitioning of the parameter space is determined by the number of dominant basis functions necessary

to capture the solutions within the partition. The parameter space is split recursively in two, along one of

the axes, following a k-dimensional binary tree structure.

The overall procedure for parameter space partitioning is presented in Algorithm 1. A summary of the

algorithm is provided in this paragraph, so that the reader can understand the overall idea behind it. First,

sample solutions of the full order model are computed at evenly distributed points in the parameter space.

The same coarse global mesh is used to discretize the physical space for every parameter. The resulting

solution vectors are then stacked as columns to form the snapshot matrix. Singular Value Decomposition is

used to obtain singular vectors and singular values of the snapshot matrix. The sorted singular values are

normalized by order of magnitude. For a problem with k parameters, if the (k + 2)
th
singular value is smaller

than a chosen cuto� value the partition is said to be converged (see Step Step 4 below). If the partition

is not converged, it is divided into two sub-partitions by splitting along the parameter dimension with the

largest variation. This results in a recursive process of optimally splitting the global parameter space into

smaller sub-spaces (i.e. partitions) of minimal variation. Finally, the global mesh is adapted within each

partition, resulting in a series of local meshes capturing adequately the solutions. These local adapted meshes

can then be used for solving optimization problems or generating highly accurate and economical reduced

order models. These steps are further elaborated below.

The global parameter space is de�ned by the problem being solved. This is the complete space for which

the ROM is being developed, or the global space considered for the optimization problem. As a �rst step, an

initial mesh is generated that is used on the whole (global) parameter space. This mesh must be �ne enough

to capture the salient features of the solution for each parameter in the physical domain, however it must be
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Algorithm 1 Recursive mesh clustering and local model order reduction algorithm

1: Level← 0
2: Input parameter space
3: if Level ≥ Levelmax then

4: Save partition data
5: Return

6: end if

7: Sample points in parameter space
8: Solve the problems at sampled points
9: Stack solution snapshots as columns and compute SVD → U, σ, V
10: if σ′

k+2 ≤ σ̂ then

11: Save partition data
12: Return

13: end if

14: Level← Level + 1
15: Compute Hessian matrix: V → H
16: Compute the variation along all dimensions using second order derivatives
17: Split the partition into two by dividing the dimension with maximum variation
18: left branch: Goto 2
19: right branch: Goto 2

as coarse as possible to reduce the computational cost. In cases where the mesh re�nement to adequately

capture the solution is unknown, the initial mesh can be generated by sparse sampling of the parameter space

with a posteriori error estimator. For example, this technique is used in Subsection 5.2 to reduce the overall

computational cost. The algorithm begins at Level = 0.

µ1

µ 2

j = 1 j = 2 j = 3

j = 4 j = 5 j = 6

j = 7 j = 8 j = 9

i

∆µ1

∆µ2

partition
sampled points ( j)
center (i)

Figure 2: A schematic of the sampled points with p = 3, inside a partition of the parameter space with k = 2 and parameters
µ1, µ2.

Step 1: Sample the parameter space and obtain solution snapshots (using a PDE solver) at sampled

points inside the partition using the global mesh. For a given k-dimensional parameter space, various points

are sampled so as to uniformly span the space. This can be easily done by a Cartesian product of p locations

along each of the k directions, resulting in s = pk sampling points inside the partition. In this work we

choose p = 3 along each direction. The points are chosen such that the �rst and the last points are on the
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boundary of the partition, which allows us to cache and reuse the solutions between neighboring partitions.

Also, choosing p = 2b + 1 is recommended as it allows for maximum reuse of cached solutions in subsequent

steps of the algorithm, where b ≥ 1. Moreover, one may also choose a larger value of b if Level = 0, say

b = 3, to capture the variations in the global parameter space and then reduce to, say b = 2, if Level = 1,

and �nally to b = 1 if Level ≥ 2. A schematic of the sampled points for k = 2 and p = 3 is shown in Figure 2.

Step 2: The solution vectors are stacked as columns of a snapshot matrix S. This results in a matrix of

shape n×s where n is the number of vertices of the global mesh and s = pk is the number of sampling points.

As the solutions are obtained at sampled points using the same mesh, each column of matrix S corresponds

to a sampling point in the parameter space and each row of the matrix corresponds to a mesh vertex in the

physical space.

Step 3: The snapshot matrix is decomposed using compact Singular Value Decomposition (SVD) into

three matrices S = U ΣV T . The columns of matrix U , also called left singular vectors, are orthonormal vec-

tors which form the basis of the solutions in the physical space. The diagonal matrix Σ = diag(σ1, σ2, . . . , σs)

contains non-negative singular values sorted in descending order. The columns of matrix V , also called right

singular vectors 2, are orthonormal vectors which form the basis of the solutions in the parametric space.

Step 4: Projection based ROMs use a linear combination of basis functions for approximating solutions

in the parameter space. Such an approximation in a k-dimensional parameter space requires at most k + 1

basis functions for a linear approximation, as one can easily verify by analyzing e.g. a linear truncated Taylor

expansion in k dimensions. Therefore, we need to ensure that the (k + 2)
th

singular value is small. The

partition is said to be converged if the (k + 2)
th

normalized singular value, σ′ = σ/σ1, is below the speci�ed

threshold (cuto� criterion) σ̂, and the partition becomes a terminal node. Otherwise, the partition is split

into two sub-partitions as discussed in the next steps. Once the partition converges, a dedicated folder is

created for the partition to save the information about the bounds of the partition and the adapted mesh

using solutions sampled (possibly at points other than the ones used for SVD) within the partition. The

mesh adaptation process is discussed in Section 2.1.

Step 5: If the partition is not converged (σ′ > σ̂), the tree branch is split into two (left branch and

right branch) with each sub-partition half the parent size. This is done by halving one parameter's range,

while keeping the other ranges identical to those of the parent partition. The direction of the splitting (i.e.

the parameter to halve) is decided based on the second order derivatives of the reconstructed right singular

2Please note that depending on the library used for computing the SVD, the library may return V T or V . For example,
Python's NumPy library returns V T matrix while MATLAB returns V matrix. In this work we use Python's Numpy library.
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vectors, as they project the solution in the parameter space. A truncated Taylor's series is used to �t a

quadratic polynomial to the discrete components of right singular vector in the parent partition by using a

least-square approximation.

Consider the qth right singular vector v(q) i.e. row q of the V T matrix. The components of the vector

correspond to the s sampling points in a k-dimensional parameter space. For notational simplicity and

without loss of clarity we drop the superscript of v in Step 5, thus v(q) ≡ v. The second order accurate

Taylor's series approximation at a sampling point j in the parameter space about the center of the partition

i can be written as:

vj = vi +

k∑
l=1

(
∂v

∂µl

)
i

(∆µl)j +
1

2

k∑
l=1

k∑
m=1

(
∂2v

∂µl∂µm

)
i

(∆µl)j (∆µm)j . (6)

The center of the partition is denoted by index i and the approximation is written for a sampled point j (refer

to Figure 2). The expression is written for a k-dimensional parameter space, with l and m used for indexing

dimensions. vj is the j
th component of the right singular vector which corresponds to sampling point j. The

distance (∆µl)j is the normalized distance of parameter µl between the sampling point j and the center i.

Thus, (∆µl)j =
(
(µl)j − (µl)i

)
/ |∆µl| , where (µl)i and (µl)j are the value of parameter µl at point i and

j respectively. |∆µl| is the width of the partition along dimension l. The unknowns in Equation (6) are vi

and the �rst and second order derivatives of v evaluated at point i. Writing Equation (6) for a �xed q and

all the s sampling points results in the following system of equations (note that depending on how sampling
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points are chosen, some vi may be known already):



1 (∆µ1)1 . . . (∆µk)1
1/2 (∆µ1)1 (∆µ1)1 (∆µ1)1 (∆µ2)1 · · · 1/2 (∆µk)1 (∆µk)1

1 (∆µ1)2 . . . (∆µk)2
1/2 (∆µ1)2 (∆µ1)2 (∆µ1)2 (∆µ2)2 · · · 1/2 (∆µk)2 (∆µk)2

...
...

...
...

...
...

...
...

1 (∆µ1)s . . . (∆µk)s
1/2 (∆µ1)s (∆µ1)s (∆µ1)s (∆µ2)s · · · 1/2 (∆µk)s (∆µk)s





vi

(∂v/∂µ1)i
...

(∂v/∂µk)i(
∂2v/∂µ2

1

)
i(

∂2v/∂µ1∂µ2

)
i

...(
∂2v/∂µ2

k

)
i



=



vj=1

vj=2

...

vj=s


. (7)

The over-determined system of equations is solved using a least-square approximation (Moore�Penrose

inverse[60]) to obtain the unknowns vi and the �rst and second order derivatives of v evaluated at the

center of the partition. The second derivatives of the reconstructed polynomial for a right singular vector q

are assembled into a Hessian matrix. Equation (7) is written and solved for each of the right singular vectors

q = 1 . . . s (i.e. each row of the matrix V T ) to obtain s Hessian matrices.

Step 6: The one-dimensional splitting of a Cartesian cell in the parameter space requires some measure of

the direction along which the largest variation of the output is observed. To this end in this work we propose

a heuristic de�nition which makes use of one-dimensional second derivatives in each of the parameter space

directions ∂2v/∂µ2
l . This quantity is a classical measure of the approximation error for linear polynomials, as

discussed in section �2.1 (see [1, 61]). To be more precise, for each direction µl we construct a sensor which

is de�ned as a weighted average of the second derivatives of each right singular vector v(q), with weights

σ̄q ∈ [0, 1] de�ned from the relative magnitude of the singular values σq. In formulas we have

∣∣∣∣( ∂2v

∂µ2
l

)
i

∣∣∣∣ ← s∑
q=1

σ̄q

∣∣∣∣(∂2v(q)

∂µ2
l

)
i

∣∣∣∣ l = 1, . . . k , σ̄q =
σq∑s

γ=1 σγ
. (8)

Equation (8) is based on the understanding that the contribution of the right singular vectors in reconstructing

the solution matrix is proportional to the corresponding singular value. The partition is split by halving the

parameter l corresponding to the maximum second order derivative calculated using Equation (8). The Level

13



is incremented by 1 for both the sub-partitions.

Step 7: For each of the sub-partitions Step 1 through Step 6 are followed until it converges in Step 4

or the binary tree reaches the maximum level Levelmax. Therefore, the recursive algorithm is guaranteed

to terminate either by converging to speci�ed error (i.e. cuto� singular value) or by reaching the maximum

speci�ed level of recursion. In both these cases the mesh is adapted for the partition (see Section 2.1) and

stored in a folder speci�c to the partition.

Step 8: Once the partitioning algorithm is converged, optimal adapted meshes of the physical domain

Ω are generated on each partition, using metric intersection following the approach detailled in Section 2.1.

Each partition now has a unique mesh that is adapted to the whole partition, that can be used to compute

high-�delity solutions which are then used to train a local Reduced Order Model on the partition.

The cuto� criterion (i.e. the threshold used for the decision of splitting in Algorithm 1 line 10) is an

important speci�cation for the algorithm, as it decides the resulting number of partitions. A lower cuto�

criterion leads to a higher number of partitions and vice versa. The cuto� criterion to generate a given

number of partitions for a given problem and parameter ranges cannot be predetermined as it depends on

the variations of the solutions within the parameter space. A smaller cuto� criterion leads to e�cient ROMs

and highly tailored meshes for the partitions, however it may also lead to a large number of partitions which

requires more disk space to store the meshes and POD modes for the ROM's library. As the disk storage

resources are limited, it is recommended to start with a higher cuto� value, say σ̂ = 5% = 0.05, and perform

the partitioning using the prescribed algorithm. The algorithm can then be repeated by reducing the cuto�

criterion until the desired number of partitions are reached. The solutions should be cached and reused at

each stage to avoid repeated computational work as it is guaranteed that the algorithm will take the same

path through the binary tree each time, splitting the branches further as needed. This leads to a very e�cient

greedy approach with sparse sampling of the parameter space.

During the classi�cation step, i.e. when using the resulting partitions and mesh for solving problems, it

is crucial to quickly locate the cluster to which the queried parameter belongs to. This search is of order

O (log2 N), where N is the number of partitions, due to the binary-tree data structure. It is further bounded

by the value chosen for Levelmax. This results in a very fast partition lookup, which is important when the

resulting number of partitions are large in case of highly non-linear problems.
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3.2. Governing equations for test cases

The governing partial di�erential equation (PDE) for the steady state heat conduction problem with

source term can be written as:

∇ · (α∇T ) = f . (9)

Here, T = T (x, y, z) is the temperature, α = α (x, y, z) is the coe�cient of di�usivity and f = f (x, y, z) is

the heat source term. Dirichlet boundary conditions are used in this work.

The governing equations for the steady-state inviscid compressible �ow, i.e. the steady-state Euler equa-

tions, can be written in a conservative form as:

∇ · (ρV ) = 0

∇ · (ρV ⊗ V + p I) = 0 (10)

∇ · ((ρE + p) V ) = 0 ,

where, ρ = ρ (x, y, z) is the density of the �uid, V = V (x, y, z) is the velocity vector �eld and p = p (x, y, z)

is the pressure �eld. The total speci�c energy is given as:

E =
p

ρ (γ − 1)
+

V · V
2

. (11)

The ratio of speci�c heats γ is 1.4. Supersonic in�ow and wall boundary conditions are used in this work.

The high-�delity numerical solutions to the PDEs are computed using a second-order accurate Finite

Volume Method [62]. The heat conduction equation is solved in its hyperbolic form [63] to improve the

solver's convergence and stability on high aspect ratio anisotropic tetrahedral meshes. The HLLC Riemann

solver [64, 65] is used for computing convection �uxes when solving the compressible �ow problems. In the

following examples, the parameters are contained in the boundary conditions and/or the source terms and

will be speci�ed for each case.

4. Error analysis

In this section, we assess the behavior of the algorithm on 2D analytical cases. The key metric of success

is its ability to build partitions resulting in a consistently smaller numerical errors for a given computational

cost. The error analysis of the newly developed algorithm for optimal parameter space partitioning and mesh

clustering is performed by solving steady state heat conduction PDE from Equation (9) for following problems

with manufactured solutions. The manufactured solutions are generated with arti�cial discontinuities so that
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average error of the numerical scheme can be computed and compared. The average error in the parameter

space is de�ned as:

average error =

∫
Ωµ

∫
Ω
|u(µ)− uh(µ)| dΩ dΩµ

|Ω| |Ωµ|
, (12)

where u is the known manufactured solution, uh is the numerical solution, |Ω| is the total physical volume (or

area for 2D problems) of the domain Ω, and |Ωµ| is the total hypervolume of the parameter space Ωµ. The

error function |u− uh| is numerically integrated in the physical space using a quadrature rule with a very

high-order approximation [66] (which produces an exact integration for up to degree 13 polynomial functions)

over triangular elements of the mesh. A composite 3-point Gauss-Legendre quadrature with Nµ = 32 uniform

subdivisions is used in the global parameter space. The resulting approximation of the error can be written

as:

average error ≈ ∆µ

2 |Ω| |Ωµ|

Nµ∑
j=1

3∑
l=1

wl fΩ

(
µj − µj−1

2
ξl +

µj + µj−1

2

)
(13)

where {(wl, ξl)}l=1,3 denote the Gauss-Legendre quadrature weights and coordinates on the reference interval

[−1, 1], and fΩ (µ) =
∑NT

i=1

∫
∆i
|u (µ)− uh (µ)| dA is the integrated error for each triangle ∆i, aggregated

over all the NT triangles of the mesh. The uniformly subdivided parameter value µj = µ0 + j∆µ, with

∆µ = (µNµ − µ0) /Nµ, where µ0 and µNµ are minimum and maximum parameter values respectively. The

error between the partitioned and unpartitioned approaches is compared for a few test problems in the

following subsections.

4.1. Heat conduction in square plate with moving wave discontinuity

In this test problem, the 2D manufactured analytical solution in a square plate Ω = [−1, 1] × [−1, 1] is

given as:

u1 (x, y) = T (x, y) =
1

2

(
tanh

(
2x− 2x̄+ w

2 dw

)
− tanh

(
2x− 2x̄− w

2 dw

))
, (14)

where x̄ is the wave location, w = 1/4 is the width of the wave and dw = 1/20 is the width of the disconti-

nuity. The corresponding heat source term f in Equation (9) can be calculated analytically using a constant

di�usivity α = 1, as:

f1 (x, y) =
sech2

(
2x−2 x̄−w

2 dw

)
tanh

(
2x−2x̄−w

2 dw

)
− sech2

(
2x−2x̄+w

2 dw

)
tanh

(
2x−2x̄+w

2 dw

)
dw2

,

The solution is parametrized by x̄. The wave is simply translated with changing parameter, therefore we

expect a uniform and symmetric partitioning of the parameter space as each solution is captured by a simply

translated basis. Thus, for a chosen threshold, the parameter space is expected to converge at the same

partition size everywhere.
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Figure 3: Plot of the manufactured solution (14), u1 (x, y) with x̄ = −0.5 for the heat conduction problem with moving wave
discontinuity.
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32% 8 partitions

Figure 4: Partitions created by the algorithm using various cuto� criteria for the heat conduction problem with moving wave
discontinuity.

The manufactured solution at x̄ = −0.5 is plotted in Figure 3. The parameter space −0.7 ≤ x̄ ≤ 0.7 is

partitioned using the algorithm and models described in Section 3. The partitioning algorithm is used with

various cuto� criteria of 4%, 8%, 16% and 32%, which results in the partitions shown in Figure 4. An adapted

mesh is generated in each partition (with a number of elements similar to the global mesh NT ≈ 10000) for

solving the problem and error calculation. The number of partitions generated and the average error (see

Equation (13)) for each of the cuto� criterion is tabulated in Table 2, and compared with the error on the

global mesh. It can be seen that each of the partitions are of the same size for a chosen threshold, as expected.

As seen in Table 2 and Figure 5, the error is also much smaller for the partitioned parameter space, due to

re�ned meshes capturing the behavior of the solution more accurately in each of the partition.
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Table 2: Number of partitions and the average error with di�erent cuto� criteria for the heat conduction problem with moving
wave discontinuity.

Cuto� criteria No. of
partitions

Average error
(with partitions)

Average global error
(without partitions)

32% 8 8.94604× 10−4

2.78704× 10−316% 16 7.90366× 10−4

8% 16 7.90366× 10−4

4% 32 7.38330× 10−4
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Figure 5: Plot of the error with di�erent cuto� criteria for the heat conduction problem with moving wave discontinuity.

4.2. Heat conduction in square plate with radial discontinuity

In this test problem, the 2D analytical temperature distribution in a square plate is given as:

u3 (x, y) = T (x, y) =
1

2

(
tanh

(
r − r̄

dw

)
+ 3

)
, (15)

where r =
√
x2 + y2, r̄ is the radial location of discontinuity and dw = 1/20 is the width of the discontinu-

ity. The corresponding heat source term f in Equation (9) can be calculated analytically using a constant

di�usivity α = 1 as:

f3 (x, y) =
1

2 r dw2
sech2

(
r − r̄

dw

) (
dw − 2 r tanh

(
r − r̄

dw

))
(16)

The solution is parametrized by r̄. Unlike the previous test case in Subsection 4.1, this problem exhibits

non-uniform behavior in the parameter space. This is because when r̄ is small, changing its value has a

minimal impact on the solution and the corresponding basis functions compared to when the value of r̄ is

large. Therefore, we expect non-uniform partitioning of the parameter space, with smaller partitions at larger

r̄ to capture the quickly changing basis functions.

The manufactured solution at r̄ = 0.65 is plotted in Figure 6. The parameter space 0 ≤ r̄ ≤ 1 is

partitioned using the algorithm and models described in Section 3. The partitioning algorithm is used with

various cuto� criteria of 0.5%, 1%, 2% and 4%, which results in the partitions shown in Figure 7. A re�ned
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Figure 6: Plot of the manufactured solution (15), u3 (x, y) with r̄ = 0.65 for the heat conduction problem with radial discontinuity.
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Figure 7: Partitions created by the algorithm using various cuto� criteria for the heat conduction problem with radial disconti-
nuity.

mesh is generated in each partition (with a number of elements similar to the global mesh NT ≈ 10000) for

solving the problem and error calculation. The number of partitions generated and the average error (see

Equation (12)) for each of the cuto� criterion is tabulated in Table 3, plotted in Figure 8 and is compared

with the error on the global mesh. As expected, here we distinctly observe larger partitions when r̄ is close

to zero and smaller partitions when r̄ is close to 1.

The average errors are also much reduced with partitioning, as the mesh is adapted for each partition

according to the speci�c behavior of the solution within each partition. In the left handside plot of Figure 8,

which shows the error distribution at various locations in the parameter space, we see that the error on the

adapted mesh is higher when r̄ ≈ 0.37 at 4% cuto� criterion. This happens because the mesh is constructed

on a large partition with sampling points away from this location. This can be easily overcome by using

more sampling points while computing the metric intersection for mesh adaptation. However, we use only 3
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Table 3: Number of partitions and the average error with di�erent cuto� criteria for the heat conduction problem with radial
discontinuity.

Cuto� criteria No. of
partitions

Average error
(with partitions)

Average global error
(without partitions)

4% 5 1.34026× 10−3

2.23625× 10−32% 9 7.39198× 10−4

1% 14 6.43605× 10−4

0.5% 22 6.44268× 10−4

0.0 0.2 0.4 0.6 0.8 1.0
r̄

0.00

0.25

0.50

0.75

1.00

1.25

er
ro

r

×10−2

0.5%
1%
2%

4%
global

0.5 1.0 1.5 2.0
average error ×10−3

1

2

3

4

%
cu

to
ff

cr
ite

ri
a

22 partitions
14 partitions

9 partitions

5 partitions

with partitions
global

Figure 8: Plot of the error with di�erent cuto� criteria for the heat conduction problem with radial discontinuity.

points per partition (as shown in Figure 2) for metric intersection to maintain uniformity in the results.

In all the test cases used for error analysis, we observe that the error stops dropping beyond certain

cuto� criterion. This is due to the prede�ned number of elements for global and local adapted meshes. To

reduce the error further a larger number of elements is needed, thus increasing the computational cost of the

simulations.

5. Application to Heat Conduction and Flow Problems

In this section we discuss applications to more interesting problems where no closed-form analytical

solution exist. The algorithm can work with any number of parameters. However, we will primarily present

results for two- and three-dimensional parameter spaces for better visualization. We then critically analyze

and justify the resulting partitions based on the physical understanding of the problem.

In all the following cases, once the snapshots are computed, building the k-d tree takes a couple of minutes

on a recent laptop.

5.1. Heat conduction problems

Heat conduction in annular cylinder. In this test problem, heat transfer takes place in a two-dimensional

annular domain with an inner radius ri = 0.25 and an outer radius ro = 1.0 as shown in Figure 9. The
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Figure 9: (a) Geometry of the annular cylinder used for the heat conduction problem with inner wall temperature Ti, outer
wall temperature To and material discontinuity at r̄ (b) A sample solution at Ti = 0, To = 1, a = 50, ω = 15, αin = 1, αout =
10, r̄ = 0.625.

physics of the heat conduction is governed by Equation (9). The heat source is chosen as:

f (x, y) = a sin (ω (x+ y)) , (17)

where a is the amplitude and ω is the wave number of the source term. The temperature at the inner diameter

and outer diameter are Ti and To respectively. The coe�cient of thermal di�usivity is given by:

α (x, y) =


αin if

√
x2 + y2 ≤ r̄

αout if
√
x2 + y2 > r̄ ,

(18)

where αin is the thermal di�usivity of the inner region and αout is the thermal di�usivity of the outer region.

The coe�cient of thermal di�usivity is discontinuous at a radial distance of r̄. The parameter space of the

problem is de�ned by the parameters Ti, To, a, ω, αin, αout and r̄. In the parameter space, the solution varies

non-linearly with respect to ω and r̄, while the solution has a linear dependence on the remaining parameters.

The �rst test case uses r̄ − Ti as a parameter space, with 0.1 ≤ r̄ ≤ 1.1 and 0 ≤ Ti ≤ 10. The remaining

parameters are maintained constant: To = 1, a = 50, ω = 10, αin = 1 and αout = 10. The non-linear

dependence of the solution is only in the r̄ direction. Thus, the expectation is that the space would be split

only in the r̄ direction. Figure 10(a) shows the partitioned r̄− Ti parameter space using a cuto� criterion of

1%. The partition is large for very small values of r̄ because when the radius of discontinuity is smaller than

the inner radius, the problem depends only on Ti which makes the problem linear. The �gure also shows
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Figure 10: The partitions and meshes for the r̄ − Ti parameter space using a cuto� criterion of 1%.

the adapted mesh in di�erent regions of the parameter space. We see that the partitions correspond to very

di�erent meshes, hence a gain in computing time and accuracy. Moreover, as the algorithm is symmetric, the

partitions swap directions when the parameters are swapped and the new couple of parameters considered is

Ti− r̄, as seen in Figure 10(b). The local singular values are computed using sampled solutions on the adapted

mesh for each local partition, while the global SVD is performed using a uniform mesh with a similar number

of elements. The singular values for the global and local parameter spaces are plotted in Figure 11. It can be

observed that the singular values for the local partitions decay very quickly resulting in a far e�cient reduced

order model. Moreover, as the mesh is tailored for each partition, the solutions are accurate compared to a

global uniform mesh with the same number of elements, thus leading to further computational e�ciency.

The second variation of the test case uses the parameters ω− r̄. The solution has a non-linear dependence

on both ω and r̄. Thus, we expect to obtain a signi�cantly more intricate partitioning in this case. Figure 12

shows the partitioned ω − r̄ parameter space with the mesh at few selected regions. It can be seen that the

mesh is adapted according to the behavior of the physics within the partition, thus resolving the solutions

accurately. It is interesting to observe (in Figure 12) that the higher wave numbers are concentred in a larger

partition. This is because at lower wave numbers the solution changes rapidly with changing wave number,

compared to that at higher wave numbers. Similarly, at larger radii of discontinuity the solution changes

rapidly with changing radius, compared to smaller radii of discontinuity. Therefore, the partitions are smaller
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Figure 11: The decay of global and local singular values for r̄ − Ti parameter space.

at larger radius and smaller wave numbers, as more basis functions are necessary to capture the solution with

a given cuto� criterion. As before, it can be seen in Figure 13 that the singular values decay rapidly in all the

local partitioned spaces compared to those of the global parameter space. The algorithm produces e�cient

partitions of the parameter space so as to obtain the modes for reduced order models and meshes suitable

for capturing the local physics accurately.

The third variation of the test case uses two non-linear parameters ω and r̄ and a linear parameter Ti. The

three-dimensional parameter space is therefore given by ω − r̄ − Ti. As expected the partitioning algorithm

only partitions in the directions of the non-linear parameters ω and r̄ as seen in Figure 14. Moreover, we

obtain smaller partitions when the discontinuity radius is large and the wave number is small, which is

similar to the observation in the previous test case using ω− r̄. Also, as can be seen in Figure 15, the singular

values decay rapidly in all the local partitioned spaces compared to those of the global parameter space, thus

resulting in an optimal reduced order model with desired accuracy.
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Figure 12: The partitions and mesh for the ω − r̄ parameter space using a cuto� criterion of 5%.
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Figure 13: The decay of global and local singular values for ω − r̄ parameter space.
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Figure 14: The partitions and mesh for the ω − r̄ − Ti parameter space using a cuto� criterion of 2.5%.
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Figure 15: The decay of global and local singular values for ω − r̄ − Ti parameter space.
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Figure 16: Geometry of the 3D cylinder with two materials where the parameters are the radii of the two inner material regions,
r̄1 and r̄2. (a) Cut-section of three-dimensional geometry, (b) Area of revolution with dimensions.

Figure 17: The partitions and mesh for the r̄1 − r̄2 parameter space using a cuto� criterion of 1.5%.

Heat conduction in a 3D cylinder. This test problem is an extension of the previous heat conduction problem

using a three-dimensional geometry for the physical domain. The geometry is cylindrical with hemispherical

ends and a hollow slot in the middle as shown in Figure 16 (a). The area of revolution and detailed dimensions

are shown in Figure 16 (b). The inner wall of the cylinder is maintained at a temperature of Ti = 0 and

the outer wall is maintained at a temperature of To = 1. The computational domain is composed of two

materials, the inner and the outer material, as shown in Figure 16. The thermal di�usivity of the inner

material is αin = 1 and the outer material has thermal di�usivity of αout = 10. The thermal di�usivity of
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Figure 18: The decay of global and local singular values for r̄1 − r̄2 parameter space.

the domain is de�ned as:

α (x, y, z) =


αin if

√
(x+ 1)

2
+ y2 + z2 ≤ r̄1

αin if

√
(x− 1)

2
+ y2 + z2 ≤ r̄2

αout otherwise

.

The discontinuities of the material are at a spherical radial distance of r̄1 and r̄2 for the left and right

handside inner materials, respectively. The radii of the discontinuities, 0 < r̄1 ≤ 2 and 0 < r̄2 ≤ 2 de�ne the

problem's parameter space. It can be seen that there are three material regions when r̄1 + r̄2 < 2 and two

discontinuous regions when the inner materials merge at r̄1 + r̄2 > 2. The parameters of the problem are the

radii of the two inner material regions, r̄1 and r̄2.

The problem is symmetric about the r̄1 = r̄2 line in the r̄1− r̄2 parameter space. The partitions, dividing

the parameter space, are therefore expected to exhibit symmetry about the r̄1 = r̄2 line. We can see in

Figure 17 that, except for one partition, the global parameter space is divided into symmetric sub-spaces

about the 45◦ line. The 41 partitions in Figure 17 are generated using a cuto� criterion of 1.5%. In fact,

we have observed that reducing the cuto� criterion to 1%, the algorithm subdivides these partitions further

leading to 92 perfectly symmetric partitions. Figure 17 also shows some of the meshes generated, targeting

100,000 elements, using metric intersection and multiscale metric tensor (discussed in Subsection 2.1) using

sampled solutions within the partition.

Figure 18 depicts the decay of singular values corresponding to the POD modes for the global parameter

space and partitioned local parameter spaces. It can be observed that the normalized singular values decay

very rapidly for the partitioned spaces, thus resulting in signi�cantly more e�cient reduced-order models
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compared to a single model for the complete parameter space.

5.2. Compressible �ow problems
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Figure 19: (a) Geometry of the diamond-shaped airfoil placed in supersonic �ow (b) A sample solution of density at M∞ =
2, α = 5◦.

Supersonic �ow over a 2D diamond-shaped airfoil. In this test problem, a diamond-shaped airfoil with chord

length c = 1 and thickness t = 0.07 c, as shown in Figure 19, is placed in a supersonic �ow at various

angles of attack. The physics of the compressible �ow is governed by Equation (10). The left boundary

is a supersonic inlet, while non-re�ecting boundary conditions are applied at the top, bottom and right

boundaries. The parametric space is de�ned by the freestream Mach number 1.5 ≤ M∞ ≤ 3 and angle of

attack −10◦ ≤ α ≤ 10◦ which are used in the in�ow boundary conditions of Equation (10). The solution

snapshots are created using the density of the �uid ρ as it captures the variations due to shocks, contact

discontinuities and the expansion waves. The sparse sampling of the solution in the parameter space is guided

by the partitioning algorithm. The partitions, using 1% cuto� criterion, and some of the representative meshes

are shown in Figure 20. As expected the partitioning and the meshes are symmetric about the zero angle

of attack, since the problem is symmetric about α = 0. The algorithm generates smaller partitions at larger

angles of attack and lower Mach numbers. This is because the oblique shock angle changes rapidly when

the supersonic Mach number is close to unity and the �ow physics also exhibits greater sensitivity at high

angles of attack. This behavior can be veri�ed using the theoretical relation between de�ection angle and

oblique shock angle with varying Mach numbers (see for example [67]). These characteristics of the solution

in the parameter space are automatically identi�ed by the partitioning algorithm. Figure 21 shows the decay

of POD modes of all the partitions and compares them with the decay of the global POD modes. As seen
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Figure 20: The partitions and meshes for the α−M∞ parameter space using a cuto� criterion of 1%.

in the �gure the local modes decay very quickly compared to the global modes, enabling the development

of signi�cantly more e�cient local reduced-order models. The tailored meshes for each partition further

enhances the accuracy of the local ROMs.
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Figure 21: The decay of global and local singular values for α−M∞ parameter space.
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Figure 22: Supersonic �ow over an airplane model in a wind tunnel. (a) Airplane model, (b) A sample solution of density at
M∞ = 2.5, α = −2◦, β = 0◦.

Supersonic �ow over a 3D airplane. In this problem, we consider a three-dimensional supersonic �ow over

an airplane in a wind tunnel. The geometric model is based on the simpli�ed F-16 aircraft without its engine.

The geometry of the airplane and a sample solution are shown in Figure 22 (a) and (b) respectively. The

three parameters of this problem are the freestream Mach number M∞, the airplane's angle of attack α,

and the airplane's angle of yaw β. The parameter space is de�ned as 1.5 ≤ M∞ ≤ 3, −5◦ ≤ α ≤ 5◦ and ,

−5◦ ≤ β ≤ 5◦. In the parameter space, the solutions produce diverse and intricate �ow features resulting

from interactions between the oblique shock waves, contact discontinuities and expansion waves. Therefore,

the solutions cannot be e�ciently captured by a single mesh across the entire parameter space.

In this problem, as the �ow is supersonic, the �ow �eld only changes downstream of the airplane. There-

fore, it is computationally wasteful to use a uniformly re�ned mesh in the complete �ow domain during

partitioning. Hence, we do not use a uniform mesh for parameter space partitioning for this problem. In-

stead, the solution is uniformly sampled across the global parameter space to generate an appropriate adapted

30



(a) (b)

Figure 23: Cut section of the meshes used for the supersonic �ow over the airplane (a) Starting uniform coarse mesh, capturing
only the airplane geometry. (b) Mesh used for the partitioning algorithm, obtained by intersection of solutions sampled from
the global parameter space.
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Figure 24: The partitions and mesh for the M∞ − α− β parameter space using a cuto� criterion of 0.5%.

mesh using metric intersection, as discussed in Section 2.1. This provides a well re�ned mesh in the domain

of in�uence, and a very coarse mesh in the zone of silence, for all the simulations run by the partitioning

algorithm. The starting mesh and the adapted mesh used for parameter space partitioning are shown in

Figure 23 (a) and (b) respectively.

The solution snapshots for the partitioning algorithm are created using the density ρ of the �uid and

the sparse greedy sampling of the parameter space is guided by the partitioning algorithm. The partitioning

algorithm is used to subdivide the parameter space with a cuto� criterion of 0.5%. This splits the parameter

space into 52 partitions, such that each partition needs only a few POD modes to capture the solutions within

the partition. The partitions generated by the algorithm for the airplane problem and few representative

meshes, created by sampling solutions within the partition, are shown in Figure 24. For each partition, the

mesh is generated to have about 100,000 elements by adjusting the normalisation factor in the metric as

described in Subsection 2.1.

31



20 40 60 80 100 120
Modes

10−4

10−3

10−2

10−1

100

N
or

m
al

iz
ed

si
ng

ul
ar

va
lu

es

local
global

Figure 25: The decay of global and local singular values for M∞ − α− β parameter space.

As observed in Figure 24, the algorithm produces symmetric partitioning about β = 0 plane. This is

because the problem is symmetric about zero angle of yaw due to symmetry of the airplane. On the other

hand, the partitions are not symmetric about α = 0 plane. This is due to the airplane's asymmetric features,

such as the cockpit and engine intake. The intricate interactions between the shocks, expansion waves and

contact discontinuities, are e�ectively captured by the meshes produced for each partition. Also, the number

of modes necessary to capture the physics is much smaller for all the partitions, as seen by the rapid decay

of the singular values in Figure 25.

6. Conclusion

In this work we have developed an algorithm for e�cient partitioning the parameter space for mesh clus-

tering and model order reduction (MOR). The algorithm analyzes the variation of solutions in the parameter

space using proper orthogonal decomposition (POD). The parameter space is recursively split into smaller

sub-spaces until the solutions in the resulting sub-space are captured by a linear reduced order model (ROM),

with a chosen cuto� criterion. At each level of the recursive algorithm, the direction of maximum variation

is identi�ed using the right singular vectors, which are used to decide the direction of the split. The resulting

local ROMs, i.e. ROM generated for each partition, are demonstrated to require signi�cantly fewer modes to

capture the solutions, hence making them computationally e�cient compared to the global ROM. The recur-

sive procedure used by the algorithm requires only sparse sampling of the parameter space thus optimizing

the number of expensive solution computations. The caching and reuse of the solutions in the neighboring

partitions further optimizes the computational cost. An anisotropic metric intersection procedure is used to

generate a mesh tailored to each partition to increase accuracy and further reduce the computational cost.

The e�ectiveness of the algorithm is demonstrated through error analysis on various test cases using
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manufactured solutions. It is observed that the algorithm signi�cantly improves the accuracy of the solutions

in the complete parameter space. The algorithm is also applied on a more complicated multi-parameter

heat conduction problem with material discontinuities. The algorithm correctly identi�es the non-linear

parameters, and optimally partitions the non-linear parameter spaces without splitting the linear parameters.

Finally, the algorithm is used to partition the parameter space of compressible supersonic �ow over an airfoil

and an airplane. The algorithm again optimally splits the parameter space, generating smaller partitions

where the solution changes rapidly and larger partitions where it varies slowly. In all the studied problems,

the modes for building local and global ROMs are also computed, and the associated normalized singular

values are analyzed. It is observed that the local ROMs, built for partitioned parameter space, require 5

to 10 times less modes compared to the global ROM, built for the whole parameter space. Therefore, the

computational cost of the ROMs in the online stage is reduced by a signi�cant factor ranging from 25 to 100.

The computational cost can be reduced further by choosing a smaller cuto� criterion, at an expense of disk

space for more partitions. Moreover, the ROMs are also more accurate as the mesh is speci�c to the local

parameter space.

An important feature of the algorithm is that it is non intrusive, and therefore can be easily coupled with

any solver or any parameterized function in general. Moreover, the application of the partitioned parameter

space and customized meshes is not limited to just POD based reduced order models. The partitioned

parameter space can also be used for e�ciently solving optimization problems or generating highly optimized

neural network based autoencoders, as these may also require computing the solution of the same problem

for many parameter.

In the current work we have focused on steady-state problems with hierarchical clustering based on

optimally-aligned splitting directions. In the current work we have chosen the k-dimensional tree clustering

method which has the advantages of being simple and have a low complexity since cells in parameter spaces

are always split in two independently on the dimension of the space. In the future, this approach can be

extended to time-dependent problems with evolving geometries. Moreover, to enhance the convergence of

the re�nement method other techniques will be explored as e.g. k−means, or the use of cuts in directions

non parallel to the axes, as well as agglomeration (i.e. regrouping) of partitions can be used to optimise

the number of resulting clusters. The main challenge will be the trade-o� between accuracy, and the cost of

producing the �nal partitioned adaptive approximation, especially when the number of parameters becomes

large.
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