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Abstract

An argument can be seen as a pair consisting of a set of
premises and a claim supported by them. Arguments used
by humans are often enthymemes, i.e., some premises are
implicit. To better understand, evaluate, and compare en-
thymemes, it is essential to decode them, i.e., to find the miss-
ing premisses. Many enthymeme decodings are possible. We
need to distinguish between reasonable decodings and unrea-
sonable ones. However, there is currently no research in the
literature on “How to evaluate decodings?”. To pave the way
and achieve this goal, we introduce seven criteria related to
decoding, based on different research areas. Then, we intro-
duce the notion of criterion measure, the objective of which is
to evaluate a decoding with regard to a certain criterion. Since
such measures need to be validated, we introduce several de-
sirable properties for them, called axioms. Another main con-
tribution of the paper is the construction of certain criterion
measures that are validated by our axioms. Such measures
can be used to identify the best enthymemes decodings.

Introduction

In the literature on logic-based argumentation, a deduc-
tive argument is usually defined as a premise-claim pair
where the claim is inferred (according to a logic) from the
premises. However, when studying human debates (i.e. real
world argumentation), it is common to find incomplete ar-
guments, called enthymemes, for which the premises are in-
sufficient for implying the claim. The reason for this incom-
pleteness is varied, for example it may result from impreci-
sion or error, e.g. a human may argue without knowing all
the necessary information, or it may be intentional, e.g. one
may presuppose that some information is commonly known
and therefore does not need to be stated, or the employment
of enthymemes is an instrument well known since Aristotle
[Faul0] as one of the most effective in rhetoric and persua-
sion when it comes to interacting with an audience.

There are studies in the literature on understanding en-
thymemes in argumentation, using natural language pro-
cessing [HWGS17, SIM+22, WSZ122], but these do not
identify logic-based arguments. There are also symbolic ap-
proaches for decoding enthymemes in structured argumenta-
tion including [Hun07, DdS11, BH12, HMR 14, XHMB20,
PMB22, Hun22, LGG23, BNDH24], but they only consider
the task as identifying a set of formulae that could be added
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to the incomplete premises in order to entail the claim. This
offers potentially many decodings, and there is currently a
lack of means for comparing these decoding candidates.

In real-world argumentation, it is important to note that
decoding is more general than that of completion. In fact,
when we decode, we may add and subtract information, to
obtain the most appropriate decoding. Furthermore, given
that several decodings of an enthymeme can be proposed,
we then have the question of how to “how to evaluate the
quality of a candidate for decoding an enthymeme” in order
to make an optimal choice of decoding.

Let us take the following example (which will be part of
our running example) to illustrate an enthymeme with two
possible decodings.

* Enthymeme FE: Knowing that Bob is wealthy, he is a
researcher, he makes people happy, and he has people
around him who seem to love him, then Bob is happy.

* Decoding D;: Bob is a researcher and researchers are
generally happy, so Bob is happy.

* Decoding D-: Bob makes people happy and is sur-
rounded by people who love him, and because giving and
receiving love often makes people happy, Bob is happy.

To study whether D1 or D- is a better decoding for F,
we will represent knowledge by weighted logics, then we
will propose quality measures based on measuring differ-
ent aspects of a candidate for decoding (criterion measures).
Given that the number of criterion measures for a criterion is
infinite, we adopt an axiomatic approach, defining the con-
straints of a good measure.

Weighted Logics

In the present section, we introduce the logic in which we
represent enthymeme. Let us begin with the language. We
chose a weighted one, because weights play an important
role in enthymeme decodings as we will see it in the section
devoted to the axioms.

Definition 1. A weighted language is a set V such that:

* every element of W is a pair of the form « = (f, w) such
that f is a formula and w a weight in [0, 1];

o if (f,w) € W, then,Vv € [0,1], (f,v) € W;

* Vw € [0,1], (L, w) € W (L means contradiction).



In this paper, we interpret the weights as confidence
scores, i.e. a value representing confidence in the reliabil-
ity of the formula. Thanks to the knowledge graph commu-
nity, it is possible to obtain formulae in this weighted struc-
ture with a confidence score. Some graphs already have this
kind of formulae [CCS™19, DFST23], but it is interesting
to note that there are also methods for learning them, such
as AMIE+ [GTHS15], RLVLR [OWW19], or the reinforce-
ment learning system guided by a value function [CJL*22].

We are ready to introduce the notion of weighted logic.

Definition 2. A weighted logic is a triple L= (W, |~, t) s.t.:

* W is a weighted language;

* kv is a weighted consequence relation on W, i.e., a re-
lation from 2" to W;

* tis a consistency threshold belonging to [0, 1].

We say that I' C W is inconsistent on L iff there exists
w > ts.t.T' v (L w), and it is denoted by Incy, the set of
all inconsistent set of formulae in L, and when L is clear we
will use only Inc. Otherwise, I is said to be consistent.

Next, our goal is to present an instance of weighted logic
that will be used in examples.

As a preliminary, we need two operators that extract the
flat formulae or the weights from weighted formulae.

Definition 3. Let VW be a weighted language and I' C W.
We denote by Flat(T") the set of every flat formula appear-
inginT,ie.,Flat(l') = {f: Jw, (f,w) € T'}.

We denote by Weight(I") the set of every weight appear-
inginT,ie., Weight(T') = {w: 3 f,{f,w) e T}

In the rest of the article, for any function taking a set of
weighted formulae as a parameter, we will simplify the nota-
tion for the case of a single formula, e.g., for o € W, instead
of writing Flat({«a}) we will simply write Flat(«).

As another preliminary, we recall the notion of classical
propositional language.

Definition 4. We denote by Lan the set of every classical
propositional formula built up from a given non-empty fi-
nite set of atomic formulae, denoted by A, and the usual
connectives —, V, A, —, and <. A literal is either an el-
ement of A or the negation of it, we denote the set of all
literal by L. For any flat formula f € Lan we denote by
Lit(f) the set of literals occurring in f, and VEF C Lan,
Lit(F) ={l:1l e Lit(f)and f € F}.

We are ready to introduce our specific weighted logic that
we will be used in examples.

Definition 5. We denote by wLan the weighted proposi-
tional language, i.c., wLan is the set of every pair (f,w)
such that f in Lan and w € [0, 1].

We denote by wLog the weighted propositional logic,
i.e., wLog is the triple (W, |+, ) s.t. the following holds:

e )W = yLan;

e VI C wlan, Va = (f,w) € wlan, I' b « iff (f
is a tautology and w = 1) or (f is not a tautology, f
classically follows from Flat(T"), i.e. Flat(T') - f, and
w = min[Weight(I)]);

e t=0.5.

Following examples 1 and 2 illustrate this definition.
From now on, whenever we work with a weighted logic L,
the typical instance we have in mind is wLog.

Normalization Methods

Later in the paper, we count the number of elements in a set
of formulae I'. Thus, we need first to normalize the syntactic
form of I'. To achieve this goal, we propose the notion of
normalization method.

Definition 6. Let YV be a weighted language. A normal-
ization method on W is a function NV that normalizes the
syntactic form of the formulae, i.e., N is a function from
2" 10 2V,

The rest of the present section is devoted to the construc-
tion of a specific normalization method on wLog that will be
used in examples.

Our proposal is an alternative to the notion of compila-
tion introduced in [AD21] for propositional logic-based ar-
guments.

For this, we need to capture classical interpretation with
formula.

Definition 7. We assume an enumeration (without repeti-
tion) Ena = (aj,as,...,a,) of A, as well as an enumera-
tion Eni = (Iy,Is,...,I,) of the classical interpretations
of Lan.

Next, leti € {1,2,...,m}. We denote by f; the formula
representing the interpretation I;, i.e., £; is the conjunction
of literals Iy A la A --- AL, of Lan such that r = n and
Vj e {1,...,n}, the following holds: [; = aj, if a; is true
in I;;l; = —ajy, otherwise.

We are ready to normalize the syntactic form of a propo-
sitional formula in a standard way.

Definition 8. Let f € Lan. We denote by Dnf ( f) the canon-
ical disjunctive normal form of f, i.e.,

Dnf (f) = \/{zI7 is a model of f} £i.

Next, we denote by Cnf(f) the canonical conjunctive
normal form of f, i.e., Cnf(f) is obtained from —Dnf (—f)
by, first, applying the De Morgan laws and double negation
until we get a formula in CNF, and second iteratively apply-
ing the following three points:

1. identify any two clauses ¢ = I3 ViIy V --- V [, and
d =1 VviyVv---VvI, suchthat n = m and, for some

i € {1,...,n}, forsome j € {1,...,n}, we have that
(ll = —\l; or l; = —\ll) and <l1, ey li—ly li+17 ceey ln> is
a permutation of (I, ..., 05 4,15 1,...,13);

2. remove ¢ (unless ¢’ is a literal);
3. remove [; from c¢ (unless c is a literal).

Let us illustrate syntactic normalization.
Example 1. Assume that A = {p, ¢,7}. Then, Dnf(—p) =
(=P AGAT)V (ZpAGA=T)V (Zp A=gAT)V (ZpA=g A=)
Thus —Dnf (—p) = =((-pAgAT)V (-pAgA=T)V (=p A
—q A1)V (=p A =g A =r)). Next, by applying De Morgan
laws and double negation, we obtain the following formula :
(pV—gV-r)AN(pV—-gVr)AN(pVqgV-r)AN(pVqgVr).By
spotting-removing clauses twice, we get (p V —q) A (p V q).
By iterating the spotting-removing procedure, we get p.



We are ready to show how a weighted set of formulae is
normalized.

Definition 9. Let f/ C Lan. We denote by £Dn(f) the flat
decomposition of f, i.e., £Dn(f) is the set of every clause
appearing in Cnf (f).

Next, we denote by Dn the normalization method on wLan
called the Weighted Decomposer, i.c., V' C wLan,

Dn(I") = {(c,w) : 3o = (f,v) € I',c € £Dn(f) and w = v}.
Let us illustrate our normalization method, Dn.

Example 2. The CNF of f = —=(p — qV —r) € Lan is
Cnf(f) = p A ¢ A r. The decomposed normal form of f,
is £Dn(f) = {p, ~q,r}. Similarly, for « = {(-(p — ¢ V
—r),0.6) € wLan, its normalization is given by Dn(a) =
{{p,0.6), (—q,0.6), (r,0.6) }.

For the rest of the paper, whenever we work with a nor-
malization method N on a weighted language W, the typical
instance we have in mind is Dn on wLan.

Weighted Structured Argumentation

An argument can be seen as a pair consisting of a set of
premises and a claim supported by them. Some constraints
on the premises and claim are usually considered [BHO1].
The goal of this section is to extend the notion of argument
to a weighted logic.

Definition 10. Let L = (W, |, t) be a weighted logic.
A weighted argument on L is a pair A = (I", «) such that
T is a finite subset of W and o € W, T is consistent, I" ;- «,
VI’ C I, IV foa. Let Argy, be the set of all weighted ar-
guments on L. We omit subscripts like L whenever they are
clear from the context.

However, such ideal arguments, whether weighted or not,
are rarely seen. In general, humans use enthymemes, i.e.,
incomplete arguments in which part of the premises is miss-
ing, to logically infer the claim. The task of handling en-
thymemes is investigated in e.g. [Hun07, Hun22].

In what follows, we introduce the notion of an approxi-
mate weighted argument, which is subject to no constraints
other than the structure of its premises/claims. Thus, an en-
thymeme is a special case of this type of argument, where
it is guaranteed that the inference between the premises and
the claim does not logically hold.

Definition 11. Let L = (W, |, t) be a weighted logic.
An approximate weighted argument on L is a pair A =
(', ) such that T" is a finite subset of W and o € W.
We denote by aArgy, the set of all approximate weighted
arguments on L. An enthymeme on L is an element £ =
(T',a) € aArgy, such that ' foor. We denote by Enthy, the
set of all enthymemes on L.

Let us formalise and extend the running example from the
introduction.

Example 3. Assuming that: h = Bob is happy, w = Bob
is wealthy, » = Bob is a researcher, p = Bob gives love to
people, [ = Bob receives love. Then,

o E = {{{w,0.7),(r,0.7), (p,0.8), (1,0.9) }, (h,0.7));

e Dy = ({(r,0.7), (= V h,0.8)}, (h, 0.7));
e Do = {{{p,0.8),{1,0.9, (—p V=L V h,0.9)}, (h, 0.7));
e Dy = ({{-r,0.7), (w,0.7), (=w V 1, 0.8)}, {h, 0.7)).

Where E, Dy € Enth are enthymemes, while D; € Arg is
a weighted argument, and D3 € aArg is just an approximate
weighted argument (i.e., D3 is not an enthymeme). More-
over, B/, Dy, D5, and D3 are all normalized by Dn.

We are now ready to formally introduce the notion of
enthymeme decoding, which, given an enthymeme and an
approximate weighted argument (a decoding), returns how
well it explains the potential argument underlying the en-
thymeme. Note that we define a decoding without any con-
straints, which is justified by the fact that in real cases, we
may need to evaluate imperfect decodings. In particular, if
the decodings are proposed by humans or if we are auto-
matically searching for additional information to explain the
implicit, this information may be approximately coherent
(e.g., in decoding D, the weight of the inference from the
premises is not exactly aligned with the weight of the claim,
with a difference of 0.1). We aim to evaluate any possible de-
coding; our evaluation criteria are specifically there to quan-
tify the quality of the decoding.

Definition 12. L = (W, |, t) be a weighted logic. An en-
thymeme decoding on L is a pair (F, D) € Enth x aArg.
Intuitively, D is a decoding of the enthymeme F.

Criterion Measures and Axioms

Obviously, certain enthymeme decodings are not reasonable.
By reasonable, we mean that there are a range possible fea-
tures we would expect to see satisfied in an acceptable en-
thymeme decoding. In order to distinguish between the rea-
sonable ones and the others, we introduce seven criteria, as
well as the notion of criterion measure.

Definition 13. Let L = (W, |, t) be a weighted logic.
A criterion measure on L is a measure of the success of an
enthymeme decoding with regard to one criterion, i.e., itis a
function M : Enth x aArg — [0, 1].

We propose 7 criteria for evaluating enthymeme decod-
ings: the inference of the claim from the premises, the co-
herence of the premises, their minimality, the preservation
of the enthymeme premises, the similarity between the en-
thymeme premises and the decoded ones, the granularity of
the decoded premises, and the stability of the weights.

All these criteria except stability (which is specific to
our framework), are inspired by criteria defined in argu-
mentation [SL92], or informally discussed in explainable
Al (XAI) [SF20] or in philosophy [Gri75], as elucidated in
Figure 1. It is useful also to recall that the notions of argu-
ment and explanation are close [HT23], and that XATI’s in-
formal properties are originally based on social science re-
search, to make algorithmic explanations more natural for
users; which in the case of enthymeme decoding (context-
and user-dependent), is very relevant.

For each criterion Z, we establish one or several axioms
that a measure centered on Z should satisfy.

Axioms about the inference criterion. They force a mea-
sure to consider a decoding as reasonable if the decoded
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Figure 1: Criteria from argumentation ([]), XAI (<), philosophy (/\) which have inspired our decoding criteria (O).

premises infers the claim (Ideal version), or the more the
premises fully infer the claim, the better the decoding (In-
creasing version).

Definition 14. We denote by | X| the cardinality of X.

Let L = (W, b, t) be a weighted logic and M a criterion
measure on L. We say that M satisfies the axioms Ideal Flat
Inference, and Ideal Weighted Inference iff V £/ € Enth,
YV D = (A, B) € aArg, the following first, and second point
holds, respectively:

o if Flat(A) F Flat(f), then M(E, D) = 1;
« if A b B, then M(E, D) = 1.

We say that M satisfies the axiom Lenient Increasing
Flat Inference iff, V E € Enth, VD = (A, 8),D' =
(A, B) € aArg, the following holds:

if |{f : Flat(A) F fand Flat(g8) - f}| >
|{f :Flat(A’) - f and Flat(8) - [},
then M(E, D) > M(E, D").

The axiom Strict Increasing Flat Inference is defined as
above, but > is replaced by >.

We say that M satisfies the axioms Lenient Increasing
Weighted Inference iff, V £ € Enth, VD = (A, 8), D' =
(A, B) € aArg, the following holds:

if {a: A aand B a}| > [{a: A~ aand B b all,
then M(E, D) > M(E, D').

The axiom Strict Increasing Weighted Inference is de-
fined as above, but > is replaced by >.

Axioms of minimality. Decoding must be sufficiently se-
lective to avoid overwhelming the user with data (Ideal ver-
sion); the more information the premises contain that is not
necessary to infer the claim, the worse the decoding (De-
creasing version). Note that if the premises do not imply the
claim, then any information is potentially required to infer
the claim, thus minimality is not weakened.

Definition 15. Let L = (W, h, t) be a weighted logic and
M a criterion measure on L. We say that M satisfies the
axioms Ideal Flat Minimality, and Ideal Weighted Mini-
mality iff V E = (I', o) € Enth,V D = (A, 3) € aArg, the
following first, and second point holds, respectively:

¢ if VA’ C A, Flat(A/) f- Flat(3), then M(E, D) = 1;
< if YA’ C A, A’ ) 3, then M(E, D) = 1.

We say that M satisfies the axioms Lenient Decreasing
Flat Minimality, and Lenient Decreasing Weighted Min-
imality iff, V F € Enth, VD = (A, 8),D' = (A',B) €
aArg, the following first, and second point holds, respec-
tively:

« if {T': ' C As.t. Flat(D) - Flat(8)}] >
{T : TV C A’ s.t. Flat(T) - Flat(8)}],
then M(E, D) < M(FE, D');

«if {T:T C Ast.T B} >
HD:T' C A'st.T B,
then M(E, D) < M(E, D).

The axiom Strict Decreasing Flat Minimality (resp.
Strict Decreasing Weighted Minimality) is defined as the
first (resp. second) point above, but > is replaced by > and
< is replaced by <.

Axioms of coherence. Any explainable system (i.e. de-
coding) must be consistent with itself (Strong version) or,
to go further; any decoding must be consistent with the
user’s prior knowledge (Weak version). Furthermore, the
more subsets of inconsistent formulae a decoding contains,
the worse the decoding (Decreasing version).

Definition 16. Let L = V), ), t) be a weighted logic and
M a criterion measure on L. We say that M satisfies the
axioms Ideal Strong Coherence, and Ideal Weak Coher-
ence iff, V E = (I',a) € Enth, VD = (A, 8) € aArg, the
following first, and second point holds, respectively:

* if A is consistent, then M((E, D) = 1;
 if AUT is consistent, then M(E, D) = 1.

We say that M satisfies the axioms Lenient Decreasing
Strong Coherence, iff V £ = (I';a) € Enth, VD =
(A, 8), D' = (A, B) € aArg, the following holds:

if | {PCA:®cIncand ¥ C & s.t. ¥ € Inc} | >
| {®' CA": @ € Incand V' C @ s.t. ¥ € Inc} |
then M(E, D) < M(E, D").

The axiom Strict Decreasing Strong Coherence is defined
as above, but > is replaced by > and < is replaced by <.
The axiom Lenient Decreasing Weak Coherence is de-
fined by replacing A with A UT and A’ with A’ UT.

The axiom Strict Decreasing Weak Coherence is defined
by replacing A with AUT, A’ with A’ UT, > with > and
< with <.

The condition of the weak coherence is more restric-
tive because even if information in the premises of the en-
thymeme is not used in the decoding, it can prevent a decod-
ing if the latter is inconsistent with it. Consequently, con-
sistent decodings may be disallowed. However, from a user
point of view, this constraint can be very interesting.

Proposition 1. Let L = (W, v, t) be a weighted logic,
M, M’,M" be 3 criterion measures on L satisfying ideal



weighted inference, any ideal coherence, and ideal minimal-
ity, respectively. Let £ € Enth and D € aArg. If D € Arg,
then M(E, D) =M'(E,D) = M"(E,D) = 1.

Axioms of preservation. A decoding must be based on
the elements present in the enthymeme, aligned with its
premises and claim.

Definition 17. Let L = (W, |, t) be a weighted logic,
N a normalization method on VW, and M a criterion mea-
sure on L. We say that M satisfies the axioms Premises
N-Preservation, and Claim N-Preservation iff, V £ =
(I'ya) € Enth, VD = (A, 8) € aArg, the following first,
and second point holds, respectively:

« if N(A) N N(T') = 0, then M(E, D) = 0;
o if N(a) # N(5), then M(E, D) = 0.

Axioms of similarity. Adjusting an explanation to users
requires the explainability technique to model their back-
ground knowledge as much as possible, i.e. a decoding is
preferable when it uses as much information as possible
from the enthymeme (increasing similarity) and a minimum
of new information (decreasing similarity).

Definition 18. Let L = (W, |, t) be a weighted logic,
N a normalization method on W, and M a criterion mea-
sure on L. We say that M satisfies the axiom Lenient In-
creasing N-Similarity iff, VE = (I',«) € Enth,V D =
<A76>aDI = <A/7ﬁ/> € aArg,

ifa>ad,b="0b,c=c, then M(E, D) >M(E,D’),

where a = |[N(A)NN(D)|, o/ = |NA)NN(T),
b= [N(A)\ND), v = [N(A)\ N,
¢ = [NDA\N@), ¢ = [NI)\NA).

Similarly, M satisfies the axioms Strict Increasing N-
Similarity, Lenient Decreasing N-Similarity, and Strict
Decreasing /V-Similarity iff the following first, second, and
third point holds, respectively:

e ifa>d,b="V,c=¢, then M(E, D) > M(E, D’);

cifa=d,b>0V,c>¢, then M(E,D) < M(E,D’);

cifa=d,and (b>b,c>)or(b>¥,c> ),
then M(E, D) < M(E, D’).

Axioms of granularity. Given the great diversity of users’
experience and knowledge, a single explanation cannot meet
all their expectations. This means that users should be able
to personalize the explanation they receive according to their
needs. For example, it must respect the user’s preferences re-
garding the granularity of an explanation, i.e. decoding. We
therefore propose two opposing strategies, aiming to prefer
either concise or highly detailed decoding. Note that, here
we want to evaluate the granularity of the explanation of the
implicit, and not the granularity of the argument itself. So
these axioms focus only on the new formulae added in de-
coding and not the total set of formulae present.

Definition 19. Let L = (W, |, t) be a weighted logic, N a
normalization method on W, and M a criterion measure on

L. We say that M satisfies the axiom Lenient Concise N-

Granularity iff, VE = (I, «) € Enth,VD = (A, 8), D' =

(A, B") € aArg,

if a < b, then M(E, D) > M(E, D),

where a = [N(A)\ N(T')| and b = |[N(A") \ N(T)|.
Similarly, M satisfies the axioms Strict Concise N-

Granularity, Lenient Detailed NV-Granularity, and Strict

Detailed N-Granularity iff the following first, second, and
third point holds, respectively:

e ifa < b,then M(E, D) > M(E,D’);
« if a > b, then M(E, D) > M(E, D');
« ifa > b, then M(E, D) > M(E, D').

Axioms of stability. Finally, the aim of the last axioms is
to validate the acceptable difference of weight between the
initial argument (i.e., enthymeme) and its decoding. In the
best case, the difference is zero (Ideal version), otherwise
the more the difference increases, the worse the decoding
(Decreasing version).

Definition 20. Let W be a weighted language. A weight
aggregator on MV is a function producing a weight for a set
of weighted formulae, i.e., it is a function V : 2"V — [0, 1].

Definition 21. We denote by abs(x) the absolute value of z.
LetL = (W, |+, t) be a weighted logic, V' a weight aggrega-
tor on VW, and M a criterion measure on L. We say that M
satisfies the axiom Ideal V -Stability iff, VE € Enth, VD =
(A, B), D' = (A, B') € aArg, the following holds:

if V(A) = V(8), then M(E, D) = 1.

Similarly, M satisfies the axioms Lenient Decreasing V-
Stability iff the following holds:

if abs(V(A) — V() > abs(V(A") — V(B)),
then M(E, D) < M(E, D).

The axiom Strict Decreasing V -Stability is defined as
above, but > is replaced by > and < is replaced by < .

Relations between axioms. A set of axioms is inconsistent
if no single criterion measure satisfies all its elements. Oth-
erwise, it is consistent. For example, the collection of the
axioms Strict Concise Granularity and Strict Detailed Gran-
ularity is inconsistent. Most pairs of axioms presented in this
section is consistent.

An axiom implies another if, for all measures, the satis-
faction of the first axiom entails the satisfaction of the sec-
ond one. For instance, Weak Coherence is implied by Strong
Coherence. In addition, any lenient version of an axiom is
implied by its strict version (i.e., increasing/decreasing sim-
ilarity, concise/detailed granularity, decreasing stability).

Construction of Criterion Measures

In the present section, we will construct criterion measures
for each of the seven aforementionned criterion.

Criterion measures of coherence. We assume here the
strong condition that no inconsistency is acceptable in a
good decoding. Moreover, the binary nature of our measures
is in line with the binary nature of the consistency threshold
of a weighted logic (Definition 2).



Definition 22. Let L = (W, }~,t) be a weighted logic,
V E = (T',a) € Enth,V D = (A, ) € aArg, we define
Nb_SInc(E,D) =
H{® CA:® € Inc,pV C &s.t. ¥ € Inc}|, and
Nb_WInc(E,D) =
H® CAUT:® € Inc, ¥ C ®s.t. U € Incl|.

We denote first by M{s¢ the criterion measure on L called

Divided Strong Coherence, and second by M{"° the crite-
rion measure on L called Divided Weak Coherence:

1
Mis<(E, D) =
& (E, D) 1 + Nb_SInc(E, D)
1
M%‘WC(E’ D) —

~ 1+ Nb_WInc(E, D)

Similarly, let p € (0, 1] be a penalty score, we denote first
by M}f; the criterion measure on L called p-Penalty Strong

Coherence, and second by M‘I)f;: the criterion measure on L
called p-Penalty Weak Coherence:

M>*(E, D) = Max (0,1 — p x Nb_SInc(E, D))
ME**(E, D) = Max (0,1 — p x Nb_WInc(E, D))
Let us illustrate the criterion measure.

Example 4. (Cont. running ex.) Let L = wLog. We have:

« MP*(E,Dy) =M"(E, Dy) =1, and
M3=e(E, D, ) = M¥(E, D;) = 1;

( )

« M*°(E, Dy) =M*(E, D) = 1, and
( )
( )

Mdsc E7D2 dec(E,Dg) — 1;
o M*°(E,D3) =1, and M{"°(E, D3) = 0 while
M¥=¢(E, D3) =1, and M¥(E, D3) = 3.

We turn to the axiomatic analysis of our criterion mea-
sures MP¢ and MP¥°,

Proposition 2. Let L be a weighted logic. For any p €
(0, 1], MP=¢ satisfies the axioms Ideal Strong and Weak Co-
herence, as Lenient Decreasing Strong and Weak Coher-
ence. For any p € (0, 1], MP¥ satisfies the axioms Ideal Weak
Coherence and Lenient Decreasing Weak Coherence. M?s¢
satisfies all the axioms of Coherence. M%¥¢ satisfies the ax-
ioms Ideal Weak Coherence as Lenient and Strict Decreas-
ing Weak Coherence.

Criterion measures of inference. To evaluate the infer-
ence criterion, we propose two parametric measures based
on a threshold defining the acceptable error in relation to
the weight. We assume here that for any weighted logic, its
weighted consequence operator can be defined as a com-
bination of a flat consequence operator (such that the flat
support infers the flat claim), and a weight aggregator (such
that the aggregated weight of the support equals the claim’s
weight).

Given that inference strongly depends on language and its
consequence operator, we will propose measures specific to
propositional weighted logic, in order to give a concrete ex-
ample. To reason finitely on a set of formulae, we borrow
and modify from Definition 41 in [Dav21] the definition of

dependent finite Cn. Note that even if the measures for infer-
ence proposed here are specific to this (propositional) logic,
it is nevertheless possible to generalise these measures to
any logic by adapting the finite inference function (here flat
finite Cn).

Definition 23. Let A C wLan, /N a normalization method
on wLan, the flat finite Cn is defined by £fCny (A) =

{f :Flat(A) F fs.t. f € Flat(N(wLan))
and Lit(f) C Lit(Flat(l')) where I' C A s.t.
Flat(T) - f and AT C T s.t. Flat(IV) = f1.

Example 5. Let NV = Dn, and

* A= {(r,0.7),(-rV h,0.8)} C wLan,
* a=(h,0.7) € wLan;
e B={(rANhAxz0.7) € wlLan.

Hence, we have:

e £Cn(A) = {r,—r V h,h,rV h};
s fCn(a) = {h};
e fCn(B) = {r,h,z,7Vh,rVx,hV z,rV hV x}.

It is interesting to note that the use of inferences based
solely on the literals present initially avoids the explosion
of clauses inferable from all possible literals (and which are
not relevant here), however we have a variation of clauses for
all acceptable combinations of literals; e.g., with r and h we
will also have 7V h. This combination can be seen as a redun-
dancy. One option would be to use implicate primes, which
has been studied in the literature for compilation problems
[DMO02], however if we compare the implicate primes of
{r, h} with those of {r V h}, we see no overlap although
there is an inference relationship between these two set of
formulae. For this reason we have defined the finite flat Cn
operator, and we consider that semantic overlap between
clause combinations is the price to pay for a fine-grained
and comparable semantic representation.

Moreover, to check for common semantic information
between the premises and the claim, we also considered us-
ing models. Unfortunately, if the premises are inconsistent,
the models do not allow for detecting common inferences.
For example, between the premises {r, —r, h} and the claim
{h}, there is no common interpretation.

Next, we present two families of measures for calculating
how well the premises of a decoding infers its claim.

Definition 24. Let L = (W, |~ t) be a weighted logic, N
a normalization method on W, a € [0, 1] be an acceptable
error, and V be the weight aggregator used in L. We denote

by Mipzirav the criterion measure on L called Divided Para-
metric NaV -Inference, i.e.,V E € Enth,VD = (A, ) €
aArg, the following holds:

if abs(V(A) - V(B)) < a,

. B |£Cnn (B)] :
then My vy (B D) = e B+ [£oan (B)\ 20an (A)]

otherwise M{*y ., (E, D) = 0.




Similarly, let p € (0, 1] be a penalty score, we denote by

MiP v the criterion measure on L called p-Penalty Para-

metric NaV -Inference, i.e.,V E € Enth,V D = (A, 5) €
aArg, the following holds:

ifabs(V(A) = V(5)) < a,

then MEP?

otherwise ME:NGV(E, D) =0.

In our running example we do not illustrate the case where
premises partially infers its claim, we extend the example
here with another decoding to illustrate the different behav-
ior of the measures.

Example 6. (Cont. running ex.) Let L = wLog, N = Dn,
V' be the Min function on the weight of the formulae, and
p = 0.1. We have:

*« MP'(E, Dy) =My (E, Dy) = 1, and
MEPY (B, D)) =MPH(E, Dy) = 1;
d;
. MOP

(E,
(B, D) =
(E,Dy) = 0,M"*(E,Dy) = 1, and
Mgpl(E Dy) =0, Mppl(E Dy) =1;
* M"'(E, D3) =M™ (E, D3) = 1, and
M (E, Ds) = M7 (E, D3) = 1;
s let Dy = ({(r,0.7), (=1 V h,0.8)}, (r ANh A ,0.7)):
My (B, Da) = Mi® (E, Da) = 5 =~ 0.64, and
MEPH(E, Dy) = M}{PI(E, D,) = 0.6,
Depending on the acceptable error parameter, the crite-
rion measures can follow more weighted inferences axioms

(when a < 1) or flat inferences axioms (when a = 1). We
test M%1, and MPP* (for all a) against our axioms centred on
the inference criterion, and we denote by Mi** and MPP*
a = 1, and also by M¥} and M%)} for all a € [0, 1).

Proposition 3. Let L = (W, v, t) be a weighted logic, N a
normalization method on W, a € [0, 1] be an acceptable er-
ror, and V be the weight aggregator used in L. The measure
MEP* satisfies the axioms Ideal Weighted and Flat Inference,
as well as Lenient Increasing Weighted and Flat Inference.
The measures M%) satisfy the axioms Ideal Weighted Infer-
ence, and Lement Increasing Weighted Inference. The mea-

sures Mipli satisfies the axioms Ideal Weighted Inference, Le-
nient and Strict Increasing Weighted Inference. The measure

M‘ipi satisfies all the axioms of Inference.

when

Criterion measures of minimality. For the minimality cri-
terion, we propose two strategies: one based on the number
of minimal subsets, and another based on the number of un-
necessary formulae.

Since we count knowledge, we apply a normalization
method to it prior to counting.

Definition 25. Let L = (W, |~, t) be a weighted logic, and
N a normalization method on WW. We denote by Infy,y the
function on 2" x W such that, VA C W, ¥ 5 € W, the
following holds:

Infrn(A,8) ={T:T C N(A) and Flat(l") - Flat(5)}.

LpNaV(E, D) = Max(O7 1 —px|fCan(B) \ anN(A)\)

Let M{™; be the criterion measure on L called the Divided
N-Minimality, i.e.,V E € Enth,V D = <A,B> € aArg,

if Inf(A, 8) = 0, then M{"\ (E, D) =
1
Inf(A, B)

In addition, let p € (0, 1] be a penalty score. We denote
by My, the criterion measure on L called p-Penalty N-

Minimality, i.e.,V E € Enth,V D = (A, ) € aArg,
if Inf(A, B) = 0, then My, \(F, D) = 1;

otherwise, My, v (E, D) =

Max (0,1 —p x (|A] =Min{|T| : T € Inf(A, B)})).

We turn to our running example.

otherwise, M{™, (E, D) =

Example 7. (Cont. running ex.) Let L = wLog, N = Dn,
and p = 1. We have:

M®(E,Dy) =1,and ¥(E, Dq) = 1;
o Md'm(E,D2> =1, and Mpm(E’Dz) =1
M®(E, D3) = 3, and M™(E, D3) = 3.
We test M and MP® against our axioms.

Proposition 4. Let L = (W, |~, t) be a weighted logic, and
N anormalization method on W. M%" satisfies all the axioms
of Minimality. Let p € (0, 1], MP" satisfies the axioms Ideal
Flat and Weighted Minimality, as Lenient Decreasing Flat
and Weighted Minimality.

Criterion measures of similarity. On the following, we
propose syntactic similarity measure from the literature to
decode the criterion of similarity.

Tversky’s ratio model [Tve77] is a general similarity mea-
sure which encompasses different well known similarity
measure such as [JacO1], [Dic45], [Serd8], [And73] and
[SST73]. These measures have been studied in the liter-
ature to evaluate arguments in propositional logic [AD18,
ADD19] and first-order logic [DDM?23].

Definition 26. Let VV be a weighted language, N a normal-
ization method on W, '’ A C W, and z,y € (0,+00).
We denote by Tven (', A, z,y) the Nzy-Tversky Mea-
sure, i.e.,

1 ifT'=A =
TveN(FvAaxvy) = { a

a+xrXxXb+yxc
b=[NT)\ N(A)

otherwise,

where a = |[N(I') N N(A)],
c=|N(A)\N(D)].

The above classic measures can be obtained with a =
B = 27", In particular, the Jaccard measure is obtained
with n = 0 (i.e, Tve;; = jac), Dice with n = 1 (i.e,
Tveq.5,0.5 = dic), Sorensen withn = 2 (i.e., Tve 25,0.25 =
sor), Anderberg with n = 3 (ie., TV60_12570A125 = and),
and Sokal and Sneah 2 with n = —1 (i.e., Tves 2 = ss52).

Definition 27. Let L = (W, |, t) be a weighted logic,
N a normalization method on W, and z,y € (0,400).
We denote by M’y the criterion measure on L called the
Nzy-Tversky Similarity on z and y, i.e., VE = (I',a) €
Enth,V D = (A, 8) € aArg,

,and



Mi"NIy(E, D) =Tve(T, A, z,y).

Note that, with a similarity measure, the score of 1 is ob-
tained when the decoding is identical to the enthymeme.
Since an enthymeme, by definition, is not correct, a good
decoding should never score 1 with a similarity measure.

Example 8. (Cont. running ex.) Let L = wLog, and N =
Dn. We have:

(E Dl) % and MEZQ(E Dl) é
Mtv o(E,D3) = 52—, and MY, (E, Do) = 2;
and(E D3) = 1_%25’ and Mss2(E D3) %

We analyze M*¥ on the basis of our axioms.

Proposition 5. Let L = (W, b~ t) be a weighted logic and

tv tv tv tv
N anormalization method on W. MiZcs Maics Mooyrs Mang, and

M‘S’SQ satisfy the axioms of lenient, strict, increasing, decreas-
ing similarity.

Criterion measures of preservation. We propose criterion
measures which are generalizations of the ones for similarity
criterion, and another one which focus only on the criterion
of preservation.

Definition 28. Let L = (W, |~,t) be a weighted logic, N
a normalization method on W, and z,y € (0,+00). We

denote by ML Ny the criterion measure on L called the N zy-
Tversky Preservation on z and y, ie,V E = (I',a) €
Enth,V D = (A, 3) € aArg,

MipNIy(E, D) =Tve(l, A, x,y) x Tve(a, B, x,y).

Next, we denote by M;pN the criterion measure on L
called the Basic N-Preservation, i.e., V E = (I',a) €
Enth,V D = (A, 8) € aArg, the following holds:
if[N(D) NN ()] x [N (@) 1 N(8)] >0
then M¥ (E, D) = 1;

. b
otherwise, Mp*y (E, D) = 0.
Let us illustrate the definition on our running example.

Example 9. (Cont. running ex.) Let L = wLog, and N =
Dn. We have:
° and(E Dl) -
M®(E, Dy) =1,
° and(E D2) 1715 ssQ(E DQ) % and
M®(E, Do) = 1,
° and(E D3) - %’
M (E, D3) = 1.
We test M*P and MPP against our axioms.
Proposition 6. Let L = (W, kv t) be a weighted logic, N a
normalization method on W. MJaC, M2 MR M MP | and
MPP satisfy the axioms of Premises and Claim Preservation.

1.%75’ MeEo(E, D) = 7, and

M, (E, D3) = 3, and

Criterion measures of granularity. Let us start by looking
at the criterion measures of the granularity criterion with a
strategy preferring concise decodings. Once again, we pro-
pose a version based on the division operator (which has
a strict behavior) and a version with a user-defined penalty
(i.e., lenient).

Definition 29. Let L = (W, },t) be a weighted logic
and N a normalization method on WW. We denote by M{%;
the criterion measure on L called the Concise Divided N-
Granularity, ie,V E = (I';a) € Enth,V D = (A, ) €
aArg, the following holds:

1
IN(A)\ND)| + 1
Next, let s € N* (where Nt = N\ {0}) be a maximal

detail size and p € (0,1] a penalty score. We denote by
Mp,n the criterion measure on L called the Concise sp-

Penalty N-Granularity, i.e.,V F = (I',«) € Enth, D =
(A, B) € aArg, the following holds:

if IN(A)\ N(T)| < s,then M}, (E,D) =1
otherwise, MLQPN(E,D) =
Max(0,1—p x ([N(A)\ N(T)| —s)).

Example 10. (Cont. running ex.) Let L = wLog, N = Dn,
s=1,andp = 05 ‘We have:

MiN (B, D) =

e MY(E,D;) = i, and M®(E, D;) = 1;
e MY(E, Dy) = L, and M®(E, Dy) = 1;
« M4(E, D3) = %, and M°*(E, D) = 1.

We turn to the ax1omat1c analysis of MCdl and M°P.

Proposition 7. Let L = WV, b, t) be a weighted logic and
N a normalization method on W. M°? satisfies Lenient and
Strict Concise Granularity. Let s € Nt and p € (0, 1]. M°P
satisfies Lenient Concise Granularity.

Next, we propose the dual versions of the previous crite-
rion measures.

Definition 30. Let L = V), ), t) be a weighted logic and
N a normalization method on W. Let MigN be the criterion
measure on L called the Detailed Divided N-Granularity,
ie,VE = (T',a) € Enth,D = (A, 3) € aArg,
1

IN(A)\N(T)| +1°

Next, let s € Nt bea minimal detail size and p € (0,1] a
penalty score. We denote by M2 pn the criterion measure on
L called the Detailed sp-Penalty N-Granularity, i.e.,
if IN(A) \ N(T')| > s, then MigSpN(E,D) =1
otherwise, M, v (F, D) =
Max(0,1—p x (s — [N(A) \ N(T)|)).

Example 11. (Cont. running ex.) Let L = wLog, N = Dn,
s=1and p = J. We have:

M (E, D) =1

* W8(E, D) = 3, and WE(E, D) =
« MB(E, Dy) = L, and WPe(E, Dy) = 1
« M'8(E, D3) = 2, and WP¢(E, D3) = 1.

Let us analyze M3 and MP& with our axioms.
Proposition 8. Let L = (W, h~, t) be a weighted logic and
N a normalization method on W. M satisfies Lenient and
Strict Detailed Granularity. Let s € N* and p € (0, 1]. MP&
satisfy Lenient Detailed Granularity.



VPP [ MR wsd [ e Mripl MPPE Mcllpl Md<pi
P. Preservation ° ° I. Stability . ° LF. Inference . °
C. Preservation ° ° L.D. Stability ° ° L.W. Inference ° ° ° °
S.D. Stability ° L.LF. Inference . °
M [ MP M | MPE || S.LF. Inference .
L.C. Granularity | e . L.D. Granularity . . L.I.LW. Inference ° ) ° °
S.C. Granularity | e S.D. Granularity ° S.L.W. Inference ° °
Mtv Mdm Mpm Mpsc Mpwc Mdsc dec
L.I. Similarity . L.F. Minimality . . L.S. Coherence . .
S.I. Similarity ° LW. Minimality ° ° L.W. Coherence . . ° °
L.D. Similarity . L.D.F. Minimality . . L.D.S. Coherence ° .
S.D. Similarity ° L.D.W. Minimality | e ° S.D.S. Coherence °
S.D.F. Minimality . L.D.W. Coherence | o ° ° )
S.D.W. Minimality | e S.D.W. Coherence ° °

Table 1: Axioms and Measures, where ® means that the corresponding measure satisfies the corresponding axiom.

Criterion measures of stability. We propose a strict ver-
sion discriminating all variations from the difference, and a
more adaptable version encompassing intervals of difference
as acceptable or unacceptable according to two thresholds.

Definition 31. Let L = (W, |~, t) be a weighted logic. We
denote by M;? the criterion measure on L called the Strict

Difference Stability, i.e., V E € Enth,VD = (A,3) €
aArg, the following holds:
if A = (), then M§*(E, D) =1
otherwise,
$9(E,D) =1 — abs(Min[Weight(A)] — Weight(f)).

Next, let a € [0, 1] be an acceptable error (with no im-
pact) and u € (0, 1] be an unacceptable error (nullifying the
evaluation) such that a < u.

We denote by Mj¢  the criterion measure on L called the
Lenient au-Difference Stability, i.e., V £ € Enth, VD =
(A,B) € aArg, where Err = abs(Min[Weight(A)] —
Weight([3)), the following holds:
if A = (), then M;%,,(E, D) = 1;
if A # 0 and Err < a, then M, (E, D) = 1;
if A # ()and u < Err, thenM;l  (E, D) = 0;
ifA#@anda < Err < u,

Err—a
then M ED)=1— ———.

€n Lau( ’ ) U—a

For M'¢, we propose to re-scale the difference according
to the acceptable error (i.e., a) and unacceptable error (i.e.,
u) bounds. This can be used if the user want to increase the
importance of this criterion.

Example 12. (Cont. running ex.) Let L = wLog, a = 0,

u = 1%’“ = .Wehave:

e MMYE,Dy) =1, ME,D;)=1, MY(E,Dy)=1;
o« MY(E, Dy) = 1—90, M(E, Dy) = 2, Y (E,Dy) = %;
e M(E,Ds) =1, MAE,Ds3) =1, M9(E,D3) = 1.

u

We turn to our final axiomatic analysis of measures.

Proposition 9. Let L = (W, |, t) be a weighted logic. M¢
satisfies Ideal Stability, as Lenient and Strict Decreasing Sta-
bility. Let a,u € [0, 1] such that a < u. M satisfies Ideal
Stability and Lenient Decreasing Stability.

Quality Measure

Criterion measures look at different aspects of the quality of
a decoding of an enthymeme. In order to get a better under-
standing of the quality of a decoding, we will use multiple
criterion measures, each giving a value, and then we com-
bine those values to give a single quality measure.

An aggregation function is a function F' : [0,1]" —
[0,1], where n € N, which aggregates a sequence of val-
ues into a single one.

Definition 32. Let L = (W, |v, t) be a weighted logic, C =
(M, ...,M}) a sequence of criterion measures on L, and
F an aggregation function. We denote by Q% the quality
measure based on C and F, i.e., the function on Enthx aArg
such that, V E' € Enth, V D € aArg, the following holds:
Q%(E, D) = F(vy,...,vy), where
Ml(EaD) = V1, . aMk(EvD) = Vk.
Let see some specific examples of aggregation function.
Definition 33. Let a sequence T = (vy, ..., vy) where each

€ [0, 1]. The following aggregation functions F2, and
FP* are defined as follows:

« if |T| = 0, then F**(T)) = 0, else F=*(T) = 2t - ITM

3 r r T
« if |T| = 0, then FP*(T) = 0, else F**(T) = [[/Z, T'[i]
Let us see now two examples of set of criteria.

Definition 34. Let the Lenient detailed Ld and the Strict
detailed Sd, sequence of criterion measures, defined as:

* Ld = (M5°°, M3P, MP’“ MPP, Mggd,Mldl,M‘;%%)
e 5d = (M, M, Mdm MPP MEY, M54, M)
Let us motivate Ld with examples of practical applica-
tions: i) lenient criteria may be desirable to analyse the scope
of an enthymeme, in particular in politics where the aim is

to be favourably decoded by as many people as possible; ii)
detailed granularity criterion may be more useful than the



concise one or the similarity criterion, e.g., in an expert con-
text, if the goal is to understand and thus add all the precision
of the reasoning. Similar justifications can be found for Sd.
Let us continue with our running example, and study the
best decoding (according to different criteria and aggrega-
tions) for the enthymeme FE' that explains why Bob is happy.

Q(E,Dy) = F¥(1,1,1,1, % 1,1) ~ 0.952;
QAYE, Do) = F¥(1,1,1,1,55=,4,1) =~ 0.949;
Qd(E,Ds) = F*¥(1,1,3,1, —-,1,1) ~ 0.909.
QGi(E, D) = FP(1,1,1,1, 15, 1,1) ~ 0.667;
Q%‘%(E,Dg): Fpr(1,1,£,1, 2'3?175%,1) ~ 0.674;
QA(E,Ds) = FP(1,1, 3,1, 135:,1,1) =~ 0.462.
BSYE, D)) = F(1,1,1,1, I, 1,1) =~ 0.802;
Sd _ av 3 9 % ~ .
QBYE, Dy) = F*¥(1,0,1,1, o mvg) ~ 0.664;
BYE,Ds) = F(0,1,1,1, L, 1,3) ~ 0.608.
QEE(E,Dl): FPr(1,1,1,1, é é %) ~ 0.056;
Qpr(E7D2): Fpr(LO?llalv §17 ﬁvg) = 0;
Q}S)S(Ede): Fpr(0517§717 119 17 §) = 0.

To begin with, let us note that there are two possible goals
with the output of a quality measure: i) to extract the k-best
decodings using the ranking or ii) to extract the “acceptable”
decodings using the numerical values with a threshold.

To extract the best decoding, we can see in bold that ac-
cording to QL4, Dy (a researcher is generally happy) is first,
with a better stability score, i.e. the weights of the supports
of Dy (min = 0.7) are more appropriate to infer the claim
(min = 0.7) than those of Dy (min = 0.8). For Qz3, Do
(Bob is loved and often being loved makes people happy)
obtains a better score than D; thanks to a better similarity
score and an higher product between similarity and stability
values (ﬁ X % > % x 1). For the quality measures us-
ing the strict detailed criteria, Q3¢ and Qi‘r‘, D; is the highest
scored. However, now, if we want to extract the “acceptable”
decodings according to a threshold (e.g., 0.5), then with Qig
the 3 decodings are selected whereas for Qis no decoding is
“acceptable”. This example shows that for the same set of
criteria, aggregation can modify the ranking or drastically
change the values.

Conclusion

Enthymemes are an omnipresent phenomenon, and to build
systems that can understand them, we need methods to mea-
sure the quality of decodings, and thereby optimize the
choice of decodings. This paper introduces an unexplored
research question on the evaluation of enthymeme decoding.
We propose a generic approach accepting any weighted log-
ics with an axiomatic framework. We investigate different
quality measures based on aggregation functions and crite-
rion measures, analysed to ensure desirable behaviour.

To extend our proposal, a formal study of the properties of
these quality measures is required to guarantee and explain
their overall operation. The choice of criteria can be defined
by a user in a context, but the numerical parameterisation
of these measures and aggregations is not straightforward.
Fortunately, a solution is to learn these configurations from
examples. Finally, relying on advances in translation of text

into logic and the growth of knowledge graphs (interpretable
as logical formulae), we plan to apply these quality measures
to optimize the generation of decoding from practical data.
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Appendix: Proofs

Proof (Proposition 1). Let D = (A, 8) € Arg. So A is
consistent, A3 holds, and there is no A’ C A s.t. A’
holds. So M(E, D) = M/(E,D) = M"(E,D) =1. [

Proof (Proposition 2). Let L =
logic,V E € Enth,VD = (A, 8), D' = (A, B) € aArg, let
Nb_SInc(E,D) = |{® CA:® € Inc,pV C ®s.t. ¥ €
(E,D) = |[{® C AUT : & €
Incﬁ\I/ ChstUe Inc} |.

(W, I, t) be a weighted

(MP=<) For any p € (0, 1]:

* if A (resp. AUT) is consistent then Nb_SInc(FE, D) = 0,
ie., ME;(E,D) = Max(0,1 — p x 0) = 1 (satisfaction
of the axiom Ideal Strong (resp. Weak) Coherence).

oif [{® C A (resp. AUT): ® € Incand AV C
®st. U € Inc}| | {® C A’ (resp. A’ UT)
: ® € Incand AV’ C @' st. U € Inc}| then
Nb_SInc(E, D) > Nb SInc(E,D'),ie., M, (E,D) =
Max(0,1 — p x NbSInc(E,D)) < M (E,D') =
Max (0,1 — p x Nb_SInc(E, D’)) (satisfaction of the ax-
ioms Lenient Decreasing Strong and Weak Coherence).

(MP¥®) For any p € (0, 1]:

e if A UT is consistent then Nb_-WInc(E, D) = 0, i.e.,
MP(E, D) = Max (0,1 —p x 0) = 1 (satisfaction of the
axiom Ideal Weak Coherence).

cif [{? C AUT : ® € Incand ¥ C Pst. ¥ €
Inc}|>|{® CA’UT:® € Incand BV’ C &' sit.
¥’ € Inc} | then Nb_WInc(E, D) > Nb_WInc(E,D’),
ie, M (E,D) = Max(0,1 — p x Nb WInc(E, D)) <
Mp (B, D') = Max(0,1 — p X Nb WInc(E, D')) (satis-
faction of the axioms Lenient Decreasing Weak Coher-
ence).

(M3¥c):

e if A UT is consistent then Nb_WInc(E, D) = 0, i.e.,
M{*¢(E,D) = ﬁ = 1 (satisfaction of the axiom Ideal
Weak Coherence).

sif [{& € AUT : & € IncandPV C
®st.¥ € Inc}| > (resp. >) |[{® C A’ U
I' : & € Incand 3V C &' st T
then Nb_WInc(E,D) > (resp. >) Nb_WInc(E,D’),

ie. M (E, D) =

< .
5 Wb Winc(B, D) = TesP- <)

1

1+ Nb_WInc(E,D’)
axioms Lenient (resp. Strict) Decreasing Weak Coher-
ence).

(MdSC):

dec(E D )

(satisfaction of the

* if A (resp. AUT) is consistent then Nb_SInc(F, D) = 0,
ie, M{¢(E,D) =
Ideal Strong (resp. Weak) Coherence).

150 1 (satisfaction of the axiom

oif |[{® C A (resp. AUT): & € Incand }¥ C
®st. ¥ € Inc}| > (resp. >) | {®' C A’ (resp.
A'UT): & € Incand AV C &'st. U € Inc}|
then Nb_WInc(E,D) > (resp. >) Nb_WInc(E,D’),

ie., MI(E,D) =

< . <
1+ Nb_SInc(E,D) — (resp. <)

Ms<(E, D) = [+ Wo.STnc(E. D) (satisfaction of the

axioms Lenient (resp. Strict) Decreasing Weak (resp.
Strong) Coherence).

We can also add that the satisfaction of the Strong Coher-
ence axioms (i.e. a — c¢) implies the satisfaction of the Weak
Coherence axioms (i.e. (@ A b) — ¢), given that the condi-
tion “a A b = A UT is consistent” implies “a = A is con-
sistent”, as illustrated in the following example: (a A b) F a
and (a ) F (aAb) = ¢

O

Proof (Proposition 3). Let L = (W, |, t) be a weighted

logic, N a normalization method on W, a € [0, 1] be an

acceptable error, and V be the weight aggregator used in L.

Let E € Enth,and D = (A, 8), D’ = (A/, B) € aArg.
(MIPY), we have abs(V(A) — V(B)) < 1, and:

* if Flat(A) F Flat(pB), then |fCan(5) \ fCnn(A)| =
0, therefore M¥* (E, D) = Max (0,1 — p x 0) = 1 (satis-
faction of the axiom Ideal Flat Inference)

« if AR, then |fCny(B) \ £Cnn(A)] = 0, therefore
MPPH(E, D) = Max(0,1 — p x 0) = 1 (satisfaction of
the axiom Ideal Weighted Inference)

o if |{f:Flat(A)F fandFlat(8) b f}] >
{f :Flat(A’) F fand Flat(8) F f}], then
[fCon (B) \ fCnn(A)] < [fCnn(f) \ £Cnn(A")],
therefore M** (E, D) > M**(E, D') (satisfaction of the
axiom Lenient Increasing Flat Inference)

o if {a: Apcaand fha}| > [{a: A'baand gheall,
then |£Cnx(B) \ £Cnn (A)| < |fCnpn(B) \ £Can(A')],
therefore MP* (E, D) > MEP*(E, D') (satisfaction of the
axiom Lenient Increasing Weighted Inference)

(MPE):

* if A3, then abs(V(A) — V(B)) = 0 < a and
|fCan(B) \ £Con(A)| = 0, therefore Mi**(E, D) =
Max (O7 1—px O) = 1 (satisfaction of the axiom Ideal

Weighted Inference)
o if [{a: Apaand Sha}| > |{a A’}wa and Shoall,
then abs(V(A) — V(B)) < a and

[fCon (8) \ fCnn(A)] < IanN( )\ £Cny (A7),
therefore M** (E, D) > M**(E, D') (satisfaction of the
axiom Lenient Increasing Weighted Inference)

MI)):
o if A%ﬁ, then abs(V(A) — V(ﬁ)) = 0 < a and
|fCnn(B) \ £Cnn(A)| = 0, therefore MP*(E, D) =

[£Cnn (B)]

[£Cnn (B)] + 0
Weighted Inference)

= 1 (satisfaction of the axiom Ideal



o if [{a: Apaand Sha}| > |{a A’}waandm\/a}\
then abs(V(A) — ()) < a and

£Can () \ fony (A)] < 2oy (8) \ 2can (&)
therefore M{P*(E, D) > M{*(E, D’) (satisfaction of the
axiom Lenient Increasing Weighted Inference)

if {a: Apaand Shal| |{a A'haand,é’kva}\
then abs(V(A) — V(5)) < a and
|fCnn () \anN(A)| < |anN( )\ fCapn (A7),
therefore M{P*(E, D) > M{P*(E, D') (satisfaction of the
axiom Strict Increasing Weighted Inference)

(MPY), we have abs(V (A) — V(8)) < 1, and:

if Flat(A) F Flat(f), then [fCnn(8) \ £Cnn(A)| =

fC
0, therefore M{P*(E, D) = m}
N

faction of the axiom Ideal Flat Inference)
if ARg, then |fCnn(5) \ £Cnny(A)| = 0, therefore

= 1 (satis-

MPY(E, D) = _[ECan (B _ 1 (satisfaction of the
[£Cnn ()] +0

axiom Ideal Weighted Inference)

it |{f: Flat(A) F fand Flat(8) F f}| >

{f:Flat(A’) b fand Flat(8) F [}, then

|fCnn (B) \anN(A)| < |fCapn(B) \ fCnn(A")],
therefore M (E, D) > M{P*(E, D') (satisfaction of the
axiom Lenient Increasing Flat Inference)

if {a:Apaand gpral > {a: A’ ,
then |£Cny(B) \ £Con(A)] < |£fCnpn(B) \ £Can(A")],
therefore M{P*(E, D) > M{P*(E, D’) (satisfaction of the
axiom Lenient Increasing Weighted Inference)

it |{f: Flat(A) F f and Flat(8) - f}] >
{f:Flat(A') F fand Flat(8) F [}, then
|anN( ) \anN(A” < |anN( ) \anN(A )‘
therefore M (E, D) > M{P*(E, D') (satisfaction of the
axiom Strict Increasing Flat Inference)
if {a: Apaand ghal > Ha: A’ ,
then |£Cny(B) \ £Can(A)] < |£fCnpn(B) \ £Cnn(A")],
therefore M{P*(E, D) > M{P*(E, D') (satisfaction of the
axiom Strict Increasing Weighted Inference)

O

Proof (Proposition 4). Let L = (W, |-, t) be a weighted
logic, N a normalization method on W, p € (0,1],and £ =
(T',a) € Enth,D = (A, 8), D’ = (A’,8) € aArg. Let us
recall that from Definition 25, Infrn(A,8) = {T' : T' C
N(A) and Flat(T) + Flat(8)}.

(MP™):

*Vp € (0,1, if Inf(A,B) = 0, thenM"(E,D) =
1, otherwise: if V & C A,Flat(®)l/ Flat(g), then
MW (E,D) = MaX(O,l —p X (\A\ —Min{|T'| : T €
Inf(A,ﬁ)})) = Max(O, 1—px (\A\ — \AD) =1 (sat-
isfaction of the axiom Ideal Flat Minimality);

Since weighted inference implies flat inference, using the
same reasoning, we also have Mb"(E, D) = 1 (satisfac-
tion of the axiom Ideal Weighted Minimality);

* Vp € (0,1], if Inf(A’, ) = 0, or A’ is minimal to im-

plies 3, then in both cases M)" (F, D’) = 1, and so for any
A, M (E,D) <MY (E,D'). Additionally in the general
cases, if |{I':T' C As.t Flat(I')F Flat(8)} >
{T : TV C A’ s.t. Flat(T)F Flat(8)}, then
|A]— M1n{|F| e Inf(A,B)} > |A'|—Min{|T|: T €
Inf(A/, B)}, ie. M (E, D) < MY (E, D’) (satisfaction
of the aX1om Lenient Decreasing Flat Minimality);
Since weighted inference implies flat inference, using the
same reasoning, we also have My"(E, D) < MJ"(E,D’)
(satisfaction of the axiom Lenient Decreasing Weighted
Minimality);

(Mo

* If Inf(A,3) = 0 (e, A = 0 or Flat(A)/Flat(5)),
then M*(E, D) = 1, otherwise: if V & C
A, Flat(®)l/ Flat(f), and Inf(A,3) # 0, then
M®(E, D) = = 1 (satisfaction of the

Tnf(A,B)] 1
axiom Ideal Flat Minimality);
Since weighted inference implies flat inference, using the
same reasoning, we also have M*™(FE, D) = 1 (satisfac-
tion of the axiom Ideal Weighted Minimality);

If Inf(A’,3) = 0 or A’ is minimal to implies
B, then in both cases M™(E,D’) = 1, and so
for any A, M®™(E,D) < M®(FE,D’). Addition-
ally, if [{I':T C As.t Flat(D')F Flat(5)}| >
{T : TV C A’ s.t. Flat(T)F Flat(B)}, then
|Inf(A,8)] > |Inf(A/,B)|, ie, M®™(E, D) =

1 1

= M"(E, D’) (satisfaction

<
[Inf(A, B)| — |Inf(4A, B
of the axiom Lenient Decreasing Flat Minimality);
Since weighted inference implies flat inference, using the
same reasoning, we also have M (E, D) < M*™(E,D’)
(satisfaction of the axiom Lenient Decreasing Weighted
Minimality);

If Inf(A,8) = @ or A’ is minimal to im-
plies (3, then in both cases M*™(E,D') = 1,
and if [{T':T C As.t Flat(I')F Flat(8)}] >
{T : TV C A’ s.t. Flat(T')F Flat(8)}] then

Inf(A, ) # 0 and A is not minimal to implies 3 (oth-
erwise the cardinality are both equal to O and so there is
no >), i.e., |Inf(A, B)| > 1, thus M*(E, D) < 1 ; hence
M®™(E, D) < M¥™(E,D’). Additionally in the general
cases, if |{I':T' C As.t Flat(I')FFlat(8)} >
T : TV C A’ s.t. Flat(T)F Flat(8)}, then
|Inf(A,B)] > |Inf(A',B)], ie, M™(E,D) =
1

=M*(E, D') (satisfaction

1t (A, B)| ~ [Int(&7, B)]
of the axiom Strict Decreasing Flat Minimality);

Since weighted inference implies flat inference, using the
same reasoning, we also have M®™(E, D) < M®(E, D’)
(satisfaction of the axiom Strict Decreasing Weighted
Minimality);

O

Proof (Proposition 5). Let L = (W, |~,t) be a weighted
logic and N a normalization method on W. Let z,y €



(0,400) and E = (I',a) € Enth,D = (A,3),D' =
(A, B) € aArg. From Definition 26, we have:

1 ifI'= A = ()
TVeN(F, A,(E,y) = a
at+xxb+yxc

where ¢ = |[N(IT)NN(A), b = |NT)\ N,
and ¢ = |N(A)\ND); o/ = |NT)NNA),
b= N(I)\ N(&'), and ¢ = [N(A")\ N(T)].

It is then straightforward to check the following:

otherwise,

* Lenient increasing N-similarity: ifa > a/,b = V', ¢ =
¢/, then M(E, D) > M(E, D).

o Strict increasing N-similarity: ifa > a/,b = V,c =
¢, then M(E, D) > M(E, D").

* Lenient decreasing N-similarity: ifa = a/,b > b',¢c >
c’, then M(FE, D) < M(E, D).

* Strict decreasing N-similarity: if a = o/, and (b > b
dor (b>V,c> '), then M(E, D) < M(E, D’ )

O

Proof (Proposmon 6). The case of MPP is straightforward.
We turn to M;Ec, MP, MeE., MR, and M. By Definition 26,
if @ = 0, then all Tversky measures are equal to 0. By Def-
inition 28, thanks to the product between the two Tversky
similarity measures, if the supports have no intersection (or
the claims are different), then the complete Tversky preser-
vation measure return 0.

Proof (Proposition 7). Let L = (W, v, t) be a weighted
logic and N a normalization method on W. Let £ =
(T,a) € Enth, D = (A,8),D = (A’,8) € aArg. From
Def. 29:

« M(B, D) > M(E, D') iff
[N(A)\ NI)| < [N(A) \ N(T)].

e If s € NT,and p € (0,1], then: M®(E, D) > M*Y(E, D’)
iff [N (A)\ N()| < [N(A) \ N(T)[.

O

Proof (Proposition 8). Let L = (W, |, t) be a weighted
logic and N a normalization method on W. Let £ =
(T a) € Enth, D = (A, ), D' = (A, B3) € aArg. From
Def. 30:

e M%(E D) < M%(E, D’) iff
[N(A)\ NI)| < [N(A) \ N(T)].

e If s € N* and p € (0,1], then: MP8(E, D) < MP&(E, D’)
iff [IN(A) \ N(I)] < [N(A") \ N ().

O

Proof (Proposition 9). Let L = (W, k-, t) be a weighted
logic, and A € aArg, By = (A1, 1), B2 = (A2, B2) €
aArg. Let a,u € [0,1] such that @ < wu, and Err; =
abs(Min[Weight(A;)] —Weight(/3;)). From Definition 31:

¢ Ideal Stability: if Min(Weight(A1)) = Weight(f51)
then M*4(E,D;) = 1 — 0 = M'%(E, Dy) = 1, because
Erry =0<a,Va€[0,1].

* Lenient Decreasing Stability: if Err; < Erry, then, by
definition, M*¢(E, D1) > M*¢(FE, Dy) and M'4(E, Dq) >
MY(E, Dy) because either the value stops increasing and
falls to O if it reaches the maximum error, or the value
stops decreasing if it reaches the error tolerance and oth-
erwise it varies according to the difference;

 Strict Decreasing Stability: if Err; < Errg, then
M54(E, Dy) > M54(E, Dy), by definition (i.e., 1 — Err;).

O



