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Abstract. Given a finite consistent set of ground literals, we present
an algorithm that generates a complete first-order logic interpretation,
i.e., an interpretation for all ground literals over the signature and not
just those in the input set, that is also a model for the input set. The
interpretation is represented by first-order linear literals. It can be effec-
tively used to evaluate clauses. A particular application are SCL stuck
states. The SCL (Simple Clause Learning) calculus always computes with
respect to a finite number of ground literals. It then finds either a con-
tradiction or a stuck state being a model with respect to the considered
ground literals. Our algorithm builds a complete literal interpretation
out of such a stuck state model that can then be used to evaluate the
clause set. If all clauses are satisfied an overall model has been found. If it
does not satisfy some clause, this information can be effectively explored
to extend the scope of ground literals considered by SCL.

1 Introduction

Explicit and effective model representations as well as model building out of a
set of first-order clauses have a long tradition [3,10,12,16,20,24,32,41,48,50,51].
In addition, they naturally arise out of decision procedures for decidable first-
order clause set fragments [1–3,11,14,15,18,19,22,25–31,33,36,38,39,43,44,46,
52–55]. The problem we are studying here is to the best of our knowledge new:
given a finite set of consistent ground literals, find a finite representation of an
overall, typically infinite Herbrand style interpretation, satisfying those ground
literals. Of course, there are trivial solutions to this problem, e.g., by assigning
any missing ground literal to true or false. Projecting the results of [23] to first-
order logic results in such a trivial solution. However such a solution will not
fit our motivating application: the family of SCL calculi [6,7,9,21,37] where
we here concentrate on the case of first-order logic without equality. Similar to
CDCL [40], SCL computes resolution inferences with respect to a partial ground
model, i.e., a consistent sequence of first-order ground literals. The number of
ground literals considered by SCL is finite at any point in time, thanks to an
upper bound ground literal β with respect to a well-founded (quasi)-ordering.
For the purpose of this paper we simply consider the number of symbols in a
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literal with respect to ≤. In this context SCL either produces the empty clause
with respect to β or a partial model satisfying all first-order clause instances
smaller than β. In case of such a partial model we want to extend it to an overall
interpretation for the clause set and then check whether this interpretation is a
model for the first-order clause set considered, or, if not, find a suitable extension
to β that then covers false clauses with respect to the generated interpretation.
So all considered ground literals are instances of existing literals from some
clause set. Therefore, we look for a solution that respects the term structure
of the ground literals. Our approach starts with a universal relation and then
refines it according to the term structure of the considered ground literals until
it fits all ground literals,

For illustration, consider the following very simple example. For the three
first-order clauses

¬P (x) ∨ P (g(g(x)) P (a)
¬P (g(g(g(g(a)))))

an SCL run with β = P (g(g(g(a)))), i.e., exclusively atoms smaller or equal
P (g(g(g(a)))) are dealt with, where for the ordering we simply count symbols,
a partial model generated by SCL could be

[P (a), P (g(g(a))), P (g(a))1, P (g(g(g(a))))]

where the third literal is decided and the others are propagated from the above
clauses. It is a model for all ground instances with literals smaller or equal
P (g(g(g(a)))), hence, excluding ¬P (g(g(g(g(a))))). Our model building calculus
would start with state

({P (a), P (g(g(a))), P (g(a)), P (g(g(g(a))))}; ∅; {P (x)}; ∅)

meaning that the initial model assumption for P is the universal relation, i.e., P
holds on all ground terms. Processed ground literals are moved from the first to
the second component of the state and final literal interpretation literals from
the third to the fourth component by the algorithm. Thus finally, all processed
ground literals are moved to the second component and the final literal model is
contained in the fourth component while the other two are empty. One applica-
tion of rule Solve, see page 7, immediately establishes the model P (x), because
it satisfies all ground literals. Of course, this interpretation does not satisfy the
three clauses without the restriction to instances bounded by β. Still, we can
use our interpretation to find the smallest clause instance falsified by it, in our
example ¬P (g(g(g(g(a))))), and use the maximal literal in that clause as our
new β = P (g(g(g(g(a))))). Running SCL with the new β will immediately yield
the contradiction. Now consider a small modification of the three clauses where
we replace the final unit clause by a disjunction.

¬P (x) ∨ P (g(g(x)) P (a)
¬P (g(g(g(g(a))))) ∨ ¬P (g(g(g(a))))

Running SCL on this clause set with β = P (g(g(g(a)))) may yield the same
partial model as before and hence the same overall interpretation P (x). Again



First-Order Automatic Literal Model Generation 135

the final clause is falsified by the interpretation yielding a new minimal β =
P (g(g(g(g(a))))). Running SCL again with this β yields a final partial model

[P (a), P (g(g(a))), P (g(g(g(g(a))))),¬P (g(g(g(a)))),¬P (g(a))1]

and now starting with this ground model

({P (a), P (g(g(a))), P (g(g(g(g(a))))),¬P (g(g(g(a)))),¬P (g(a))}; ∅; {P (x)}; ∅)

the initial candidate interpretation P (x) needs to be refined, because it has pos-
itive and negative instances among the set of ground literals. Refining means, we
exhaustively instantiate P (x) until no model candidate atom has both positive
and negative instances by rule Refine, see page 6. This eventually yields

(∅; {P (a), P (g(g(a))), P (g(g(g(g(a))))),¬P (g(g(g(a)))),¬P (g(a))};
∅; {P (a),¬P (g(a)), P (g(g(a))),¬P (g(g(g(a)))), P (g(g(g(g(x)))))})

which in fact covers all ground literals and constitutes a model for the three
clauses.

The paper is now organized as follows: after fixing some notions and notation
in Sect. 2, and a short introduction to SCL, Sect. 3, our contributions are con-
tained in Sect. 4. Important results are: (i) out of a set of ground literals we can
generate in polynomial time an overall interpretation, Lemma 4, Lemma 8 and
Lemma 5; (ii) our literal model representation satisfies the well-known require-
ments for explicit model representations [10], in particular supports effective
clause evaluation, see page 13; (iii) the literal model representation can effec-
tively be used to find a new minimal β in case it does not satisfy the clause set,
Lemma 13. The paper ends with a discussion of the obtained results and further
research directions, Sect. 5.

2 Preliminaries

We assume a first-order language without equality over a signature Σ = (Ω,Π)
of operator symbols and predicates, respectively. All signature symbols come
with a fixed arity. Terms, atoms, literals, clauses and clause sets are defined
as usual, where in particular clauses are identified both as disjunctions and
multisets of literals. Then N denotes a clause set; C,D denote clauses; L,K,H
denote literals; A,B denote atoms; P,Q,R denote predicates; t, s terms; f, g, h
function symbols; a, b, c constants; and x, y, z variables. We write f/1 or R/2
for a function symbol of arity 1 or predicate symbol of arity 2, respectively. The
complement of a literal is denoted by the function comp. The atom of a literal by
the function atom, i.e., atom(¬A) = A and atom(A) = A. Semantic entailment
|= is defined as usual where variables in clauses are assumed to be universally
quantified. Substitutions σ, τ are total mappings from variables to terms, where
dom(σ) := {x | xσ �= x} is finite and codom(σ) := {t | xσ = t, x ∈ dom(σ)}.
Their application is extended to literals, clauses, and sets of such objects in the
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usual way. A term, atom, clause, or a set of these objects is ground if it does
not contain any variable. A substitution σ is ground if codom(σ) is ground.
A substitution σ is grounding for a term t, literal L, clause C if tσ, Lσ, Cσ is
ground, respectively. A literal L is an atom instance of a literal K if atom(K)σ =
atom(L) for some σ. A term, literal is called linear if any variable occurs at most
once in the term, literal. The function mgu denotes the most general unifier of
two terms, atoms, literals. We assume that any mgu of two terms or literals does
not introduce any fresh variables and is idempotent.

A position is a word over the naturals with empty word ε. The set of
positions of a term, atom is inductively defined by: pos(x) = {ε} if x is a
variable, pos(f(t1, . . . , tn)) = {ε} ∪ ⋃n

i=1{ip | p ∈ pos(ti)} for terms, and
pos(P (t1, . . . , tn)) = {ε} ∪ ⋃n

i=1{ip | p ∈ pos(ti)} for atoms. For a position
p ∈ pos(t) we define t|p = t if p = ε and f(t1, . . . , tn)|p = ti|p′ if p = ip′. More-
over, we define by t[s]p the term, atom one receives by replacing the subterm t|p
at position p of t with the term s. The size of a term t, atom A is defined by
size(t) = |pos(t)| or size(A) = |pos(A)|. The size of a substitution σ is defined
by size(σ) =

∑
x∈dom(σ) size(xσ). The size of a set of terms, atoms, substitution

is the sum of the size of its members. A position p ∈ pos(t) is maximal in t
if for any other position q ∈ pos(t) we have |q| ≤ |p|. The depth of a position
p is 0 if p = ε and |p| otherwise. The depth of a term t, atom A is the max-
imal depth of any position in t, A, i.e., depth(t) = max{|p| | p ∈ pos(t)} and
depth(A) = max{|p| | p ∈ pos(A)}, respectively. The depth of a term s in a term
t is the depth of a maximal position p such that t|p = s.

Two literals are inconsistent if they have different sign and their atoms are
unifiable. A set of literals is consistent if it does not contain a pair of inconsistent
literals. A literal interpretation M is a finite set of consistent literals. A literal
interpretation I is complete with respect to a signature Σ if for any Σ ground
atom A there is a literal K ∈ I such that atom(K)σ = A for some σ. A literal
interpretation I satisfies a ground literal K, I |= K if there is an L ∈ I such
that Lσ = K for some σ. It satisfies a non-ground literal K if it satisfies all
groundings of K.

We overload notation for sets where “,” is overloaded for disjoint union, and
disjoint addition, e.g., “Γ1, Γ2” stands for Γ1 ∪ Γ2 and Γ1, L stands for the set
Γ1 ∪ {L}.

3 SCL: Clause Learning from Simple Models

The family of SCL calculi (short “Simple Clause Learning”) [6,9,21,37] lifts
CDCL (Conflict-Driven Clause Learning) from propositional logic [34,42,49] to
variants of first-order logic. The idea is to have superposition-style resolutions on
non-ground, first-order clauses but instead of the usual static order that guides
them, SCL uses as its guide ground partial models Γ , i.e., sequences of ground
literals, also called trails. A trail for a clause set N is constructed/extended by
guessing literals via so called Decisions and by propagating literals based on the
current trail and the current clauses in N [9]. This construction continues until
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we determine that Γ falsifies a ground instance Cσ of a clause C ∈ N . The
conflict between Γ and C is then resolved by applying Resolution to C and the
clauses used for propagation during the construction of Γ . At the end of these
resolutions, SCL learns a new clause D and a prefix Γ ′ of Γ from which D can
be propagated to start the construction of the next trail, which is guaranteed to
never encounter the same conflict due to D. Furthermore D is not redundant,
in particular, not subsumed by any clause.

The maximal length of the trail is always finitely bounded by all literals
being smaller than a fixed ground literal β. In case all ground literals have been
explored and not clause is falsified this constitutes a so called stuck state. In a
stuck state the trail is model for all ground clause instantiations smaller β, but
not in general.

In its first, original version [21], the focus of the SCL calculus is on deciding
the Bernays-Schoenfinkel class without equality. Moreover, the original version is
already a sound and refutationally complete semi-decision procedure for general
first-order logic without equality that guarantees non-redundant clause learning.
Subsequently, SCL has been extended to handle theories [6] and first-order logic
with equality [37].

In the meantime, there exists a refined version [9] unifying and extending
the previous versions [6,37] for first-order logic called SCL(FOL). In particular,
this version introduces a refined Backtrack rule and a refined reasonable strat-
egy criterion. In parallel we proved correctness and soundness of SCL(FOL) in
Isabelle [5]. The Isabelle SCL(FOL) version relaxes some of the original require-
ments. SCL computations are performed with respect to a quasi-ordering � on
ground atoms where the strict part is well-founded. We adopt this setting also
in this paper by instantiating � with symbol counting and ≤. SCL(FOL) is only
allowed to add literals L to the trail Γ with atom(L) � β for some atom β. Note
that the bounding atom β may grow, but only if we reach a stuck state, where
Γ |= gnd�β(N) and where the function gnd�β computes the set of all ground
instances of a clause set where the grounding is restricted to produce literals L
with atom(L) � β. This guarantees that SCL(FOL) (with a reasonable strategy)
will always find a refutation if the input clause set is unsatisfiable. Moreover, for
a fixed β, SCL(FOL) turns into a decision procedure for gnd�β(N). And even
if we allow β to grow, SCL(FOL) regularly visits partial models Γ that at least
satisfy gnd�β(N), that may even be extendable to full models for N , or at least
guide the selection for our next bounding literal β′ [8].

4 Generating Models

A motivation for our model generating algorithm is the extension of SCL ground
trail Γ out of a stuck state to a complete literal interpretations. Such an inter-
pretation either satisfies the considered clause set, or it falsifies some clause. The
latter information can then be used to extend the SCL search for a model or a
contradiction. Our extension from Γ is not trivial, e.g., by assigning all atoms
beyond Γ to true. Instead, it respects the literal structure in Γ and naturally
extends it to a complete literal interpretation.
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The starting point is simply a set of ground literals and the finite signature
used to build the set. The algorithm is presented by three abstract rewrite rules
operating on a state in a non-deterministic way. The state is a tuple (Γ ;Δ; I;M)
where Γ , Δ are consistent sets of ground literals, M is a set of linear literals
that defines a partial interpretation such that M |= L for each L ∈ Δ and M
does not have any conflict with Γ ; I is a set of linear atoms such that I ∪ M
represents a complete literal interpretation; initially M is empty and I the set
{P (x1, . . . , xn)} for some predicate P and linear atom P (x1, . . . , xn), denoting
the universal relation for P . Processed literals/atoms are moved by the rewrite
rules from Γ to Δ and I to M , respectively. The rewrite calculus then builds an
overall interpretation of P according to Γ where we assume that Γ only contains
P literals. So given a set of ground literals for each occurring predicate a separate
run starting with the respective literals is needed.

The start state is (Γ ; ∅; {P (x1, . . . , xn)}; ∅) for a finite consistent set of ground
literals Γ over P and linear atom P (x1, . . . , xn) and a final state is (∅;Δ; ∅;M)
where we will show M |= Γ . We assume a finite signature Σ.

The first rule Refine covers the situation where some atom A in I has both
positive and negative instances in Γ . Since Γ is consistent, the atom A can be
split into instances Ai of itself and each of the resulting instances is guaranteed
to eventually have only positive or negative instances in Γ . Note that this may
require repeated applications of the rule Refine.

Refine (Γ ;Δ; I, P (t1, . . . , tn);M)
⇒mod (Γ ;Δ; I,∪fi/k∈Ω{P (t1, . . . , tn){x 
→ fi(yi1 , . . . , yki

)}};M)
provided P (t1, . . . , tn)|p = x, fi are all function symbols (including constants)
from Ω and ki denotes their respective arity, all variables in fi(yi1 , . . . , yki

) are
fresh, different variables, and p is a minimal variable position in P (t1, . . . , tn) for
which there exist literals P (l1, . . . , ln) and ¬P (r1, . . . , rn) in Γ such that both are
atom instances of P (t1, . . . , tn), and the atoms P (l1, . . . , ln)|p and P (r1, . . . , rn)|p
are not unifiable

Due to refinement and the construction of the final complete literal interpretation
it may happen that certain atoms in I do not have any instances in Γ . They are
then moved to the final representation of the interpretation by rule Clean.

Clean (Γ ;Δ; I, P (t1, . . . , tn);M)
⇒mod (Γ ;Δ; I;M,P (t1, . . . , tn))

provided P (t1, . . . , tn) has no atom instance in Γ

Actually, the atom P (t1, . . . , tn) could be added positively or negatively to the
final literal interpretation. In favor of Theorem 12 we stick here to adding all
literals without instances positively. If all instances of some atom in I from Γ
have an identical sign, they are solved and both the atom and the instances can
be removed from I and Γ by rule Solve, respectively.

Solve (Γ ;Γ ′;Δ; I, P (t1, . . . , tn);M)
⇒mod (Γ ;Δ,Γ ′; I;M,#P (t1, . . . , tn))
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provided Γ ′, Γ ′ �= ∅, consists only of positive literal instances of P (t1, . . . , tn) or
only of negative literal instances; Γ contains no literal instances of P (t1, . . . , tn);
# = ¬ if the literals in Γ ′ are negative and # is empty otherwise

Example 1. Let Σ = ({a/0, f/1, g/1}, {P/3}) be a signature. Now consider Γ =
{K,L} where K = P (a, f(a), a), L = ¬P (a, g(a), a) over the signature Σ. An
execution trace of ⇒mod is as follows:

1 : ({K,L}; ∅; {P (x1, x2, x3)}; ∅)
2 : ⇒Refine

mod ({K,L}; ∅; {P (x1, a, x3), P (x1, f(y1), x3), P (x1, g(y2), x3)}; ∅)
3 : ⇒Clean

mod ({K,L}; ∅; {P (x1, f(y1), x3), P (x1, g(y2), x3)}; {P (x1, a, x3)})
4 : ⇒Solve

mod ({L}; {K}; {P (x1, g(y2), x3)}; {P (x1, a, x3), P (x1, f(y1), x3)})
5 : ⇒Solve

mod (∅; {K,L}; ∅; {P (x1, a, x3), P (x1, f(y1), x3),¬P (x1, g(y2), x3)})

Step 1: The initial state (Γ ;Δ; I;M) consists of the set Γ = {K,L}, the empty
set Δ, the set I containing only P (x1, x2, x3) which generalizes all literals over
Σ with predicate P , and the empty set of literals M .

Step 2: Both K and L are atom instances of P (x1, x2, x3), but with opposite
signs. Moreover, the terms K|2 = f(a) and L|2 = g(a) are not unifiable, and
the position p = 2 is the minimal variable position in P (x1, x2, x3) for which
this is the case, and the preconditions of rule Refine are met. A refinement of
P (x1, x2, x3) in position 2 takes place and P (x1, x2, x3) is replaced by literals
differing from it only in position 2 by replacing x2 by every constant and function
symbol occurring in Σ. The resulting atoms are P (x1, a, x3), P (x1, f(y1), x3),
and P (x1, g(y2), x3) and they cover again all P ground instances.

Step 3: The literal P (x1, a, x3) ∈ I has no atom instance on Γ and is moved to
M by means of rule Clean.

Step 4: The positive literal K is the only instance of P (x1, f(y1), x3) on Γ , and
the preconditions of rule Solve are met. The literal K is moved from Γ to Δ,
and P (x1, f(y1), x3) is moved from I to M .

Step 5: The negative literal L is the only atom instance of P (x1, g(y2), x3)
with negative sign, and the preconditions of rule Solve are met. The literal L is
moved from Γ to Δ, whereas P (x1, g(y2), x3) is removed from I and added to M
with negative sign. Now both Γ and I are empty, and the execution stops with
the linear complete literal interpretation M = {P (x1, a, x3), P (x1, f(y1), x3),
¬P (x1, g(y2), x3)}.

Next we prove that ⇒mod always computes an overall interpretation and
model of the initial Γ . The basis for these results is the notion of a sound state
below. We then show by induction on the length of a ⇒mod derivation that the
initial state is sound and any follower state is sound assuming its start state is
sound.

Definition 2 (Sound State). A state (Γ ;Δ; I;M) is sound, if the following
invariants hold:
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1. All literals in I ∪ M are linear.
2. The atoms of any two different literals from I ∪ M are not unifiable.
3. For any ground atom A over P there is an atom B in I∪M such that A = Bσ

for some σ.
4. Any literal L ∈ Δ is an instance of a literal K ∈ M .
5. Any literal L ∈ Γ is an atom instance of a literal K ∈ I.
6. The maximal depth of an atom in I ∪ M is at most one larger than the

maximal depth of a ground atom in Γ ∪ Δ.

Lemma 3 (Soundness of Initial State). The initial state (Γ ; ∅; {P (x1, . . . ,
xn)}; ∅) is sound.

Proof. Invariants 1 to 6 given in Definition 2 hold in the initial state:
1. Only P (x1, . . . , xn) ∈ I ∪ M which is linear by definition.
2. Holds trivially, because I ∪ M contains only P (x1, . . . , xn).
3. The atom P (x1, . . . , xn) ∈ I ∪ M generalizes all ground atoms over Σ with
predicate P .
4. Holds trivially, because Δ = ∅.
5. The atom B of P (x1, . . . , xn) ∈ I generalizes all ground atoms over Σ with
predicate P , and any atom(L) ∈ Γ is one of those.
6. Holds trivially, because the maximal depth of P (x1, . . . , xn) ∈ I is equal to
one. �
Lemma 4. (Soundness of ⇒mod Rules). The rules of ⇒mod preserve state
soundness.

Proof. The proof is carried out by induction over the number of rule applications.
By the induction hypothesis, we assume Invariants 1 to 6 given in Definition 2
hold in a state (Γ ′;Δ′; I ′;M ′) and show that after the application of any rule
they are still met in the resulting state (Γ ;Δ; I;M).

Rule Refine. The literal L = P (t1, . . . , tn) ∈ I ′ is replaced by literals Li differing
from L solely in the position p, which now contains either a constant symbol or
a function symbol whose arguments are fresh different variables.
1. The literal L is linear by the induction hypothesis. The variables introduced
in the literals Li are fresh and different, hence all literals Li are linear, too. The
literals in M ′ are linear by the induction hypothesis and M ′ remains unaffected.
Therefore, all literals in I ∪ M are linear as well.
2. By the induction hypothesis, no two atoms in I ′ ∪M ′ are unifiable. This holds
in particular for the atom of L and any other atom in I ′∪M ′. The terms Li|p are
not unifiable by the definition of rule Refine, hence their atoms are not unifiable.
Since the literals Li are instances of L, their atoms are not unifiable with any
atom in (I ′ ∪ M ′) \ {L} and thus of I ∪ M . Moreover, the atoms I ′ ∪ M ′ \ {L}
are by induction hypothesis not unifiable with each other.
3. Let A be any ground atom. By the induction hypothesis, there exists a literal K
in I ′ ∪M ′ such that A is an instance of atom(K), i.e., there exists a substitution
σ such that A = atom(K)σ. If K is not the literal L that is refined, then K is
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still in I ∪ M and so the property holds for atom A. If K is the literal L that
is refined on position p with x = L|p, then we know that atom A has a term
A|p = fi(s1, . . . , ski

) at position p. This means A is also an instance of the literal
Li = P (t1, . . . , tn){x 
→ fi(yi1 , . . . , yki

)} that was newly added to I such that
A = atom(Li)σi, where σi = σ ∪ {yi1 
→ s1, . . . , yki


→ ski
}. Hence the property

holds for all ground atoms.
4. Both Δ′ and M ′ remain unaffected, and Invariant 4 still holds.
5. The set Γ ′ remains unaffected by rule Refine, and its atoms are ground atoms
over P . By the induction hypothesis, for any atom A in Γ ′ there exist a literal
K in I ′ with atom(K) = B′ and a σ such that B′σ = A. If K is not the literal
L that is refined, then K is still in I and so the property holds for atom A. If
K is the literal L that is refined at position p with x = L|p, then we know that
atom A has a term A|p = fi(s1, . . . , ski

) at position p. This means A is also an
instance of the literal Li = P (t1, . . . , tn){x 
→ fi(yi1 , . . . , yki

)} that was newly
added to I such that A = atom(Li)σi where σi = σ ∪ {yi1 
→ s1, . . . , yki


→ ski
}.

Hence the property holds for all atoms A in Γ .
6. By the definition of rule Refine, the depth of any literal Li added to I ′ can
be at most the depth of P (t1, . . . , tn) plus one, due to the introduction of a
function symbol at position p. Therefore, the maximal depth of the literals in I ′

may increase at most by one. However, the depth of any atom in Γ ′ which is an
instance of P (t1, . . . , tn) is at least equal to the one of P (t1, . . . , tn). Furthermore,
Γ ′, Δ′, and M ′ remain unaltered, and therefore Invariant 6 still holds after the
application of rule Refine.

Rule Clean.
1–3,5,6. The sets Γ ′ and Δ′ remain unaltered. The literal P (t1, . . . , tn) in I ′ is
moved from I ′ to I. It remains unaffected, just as any other literal in I ′ ∪ M ′,
and by the induction hypothesis, Invariants 1–3, 5, and 6 hold.
4. The ground set Δ′ remains unchanged, and no literal is removed from M ′,
therefore Invariant 4 still holds after executing rule Clean.

Rule Solve.
1–3,6. The literal P (t1, . . . , tn) is moved from I ′ to M , either with positive or
negative sign. Its atom remains unaffected, just as any other literal in I ′ ∪ M ′,
and by the induction hypothesis, Invariants 1–3, and 6 hold.
4. The literals added to Δ are ground instances of #P (t1, . . . , tn) added to M ,
and Invariant 4 is met after the application of rule Solve.
5. The literals removed from Γ ′ are ground instances of #P (t1, . . . , tn) and
P (t1, . . . , tn) is removed from I ′. Therefore, Invariant 5 still holds after applying
rule Solve.
6. The removal of P (t1, . . . , tn) from I ′ and the addition of #P (t1, . . . , tn) to M
do not affect the maximal depth of the atoms in I ′ ∪ M ′, and Γ ′ ∪ Δ′ remains
unaffected. Therefore, Invariant 6 still holds after applying rule Solve. �

Next we show termination and that ⇒mod does not get stuck and always
ends in a final state. From now on we only consider sound states.
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Lemma 5 (Termination and Runtime). ⇒mod terminates in polynomial
time O(size(Γ )2) with respect to the size of Γ .

Proof. For a state ({L1, . . . , Ln};Δ; I;M) let I ′ be a multiset of literals {K1,
. . ., Kn} out of literals from I such that atom(Li) = atom(Ki)σi for some σi.
Note that for a given {L1, . . . , Ln} and I the multiset I ′ is unique. This is a
result of a sound state and Invariant 2.2. Let

δ({L1, . . . , Ln}, {K1, . . . , Kn}) =
∑

1≤i≤n

size(σi).

Now the measure (δ({L1, . . . , Ln}, {K1, . . . , Kn}), |I|) with >lex strictly
decreases with each rule application: The rules Clean and Solve strictly decrease
the number of Li and/or |I|. For the rule Refine the atom P (t1, . . . , tn) has at
least two different instances among the Li and after application of the rule the
respective σi for all those instances decrease in size by one.

There are at most size(Γ ) many applications of Refine possible and for each
of these applications at most size(Γ ) many applications of Clean or Solve are
possible, resulting in the above upper bound. Please recall that the number of
symbols in Ω is also bound by size(Γ ). �
Lemma 6 (No Stuck States). If for a state (Γ ;Δ; I;M) we have Γ �= ∅ or
I �= ∅ then at least one ⇒mod rule is applicable.

Proof. Suppose Γ �= ∅ and L ∈ Γ . By soundness, Definition 2.5, there exists a
literal K ∈ I such that atom(L) is an instance of K. If in addition I contains
a literal H of sign opposite to the one of L where atom(H) is an instance of
K and a minimal variable position p in K such that atom(L)|p and atom(H)|p
are not unifiable, the preconditions of rule Refine are met. If instead all literals
H ∈ Γ , whose atoms are an instance of K, have the same sign as L, rule Solve
can be applied. By Definition 2.5, it can not happen that Γ �= ∅ and I = ∅. Now
assume Γ = ∅ and I �= ∅ and let L be a literal in I. No atom instance of L is
contained in Γ , and the preconditions of rule Clean are met. �

A consequence of Lemma 6 is that ⇒mod always makes progress, i.e., in any
non-terminal state, a rule is applicable. Finally, we prove that ⇒mod in fact
produces an overall interpretation satisfying the literals from the initial state.

Lemma 7 (All Literals are Considered). Let (Γ0; ∅; {P (x1, . . . , xn)}; ∅) be
an initial state. Then for any (possibly non-final) state (Γ ;Δ; I;M) obtained
during the execution of ⇒mod on the initial state, it holds that Γ ∪ Δ = Γ0.

Proof. In the initial state (Γ0;Δ0; {P (x1, . . . , xn)}; ∅), this is obviously the case
since Δ0 = ∅. For proving that this property holds throughout the execution of
⇒mod, we assume that it holds in a state (Γ ′;Δ′; I ′;M ′) and show that after
applying one rule, it is still met in the resulting state (Γ ;Δ; I;M).
Refine, Clean. Both Γ ′ and Δ′ remain unaltered, hence Γ ∪ Δ = Γ0.
Solve. Literals are moved from Γ0 to Δ, hence Γ ∪ Δ = Γ0 ∪ Δ0 = Γ0. �
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Lemma 8 (Complete Linear Literal Model). Let (Γ0; ∅; {P (x1, . . . ,
xn)}; ∅) be an initial state and (∅;Δ; ∅;M) a final state generated by executing
⇒mod on it. Then M is a complete linear literal model of Γ0.

Proof. M is a complete linear literal interpretation by Definition 2.1-3, Lemma 4.
By Lemma 7, we have Δ = Γ0. By Definition 2.4, the literals in M generalize
all literals in Δ and hence in Γ0. This proves that M is a model of Γ0. �

Our rules are not deterministic, and several factors affect the model obtained
by running ⇒mod with the same initial state (Γ0; ∅;P (x1, . . . , xn); ∅). If the pre-
conditions of multiple rules are met in a non-final state (Γ ;Δ; I;M), we are free
to choose the order in which we execute them. If there are literals L,K ∈ I
meeting the preconditions of Refine with respect to the same minimal variable
position p, either may be chosen. Thus applying ⇒mod to the same trail twice
might give us two literal interpretations of different size as shown by an example.

Example 9 (Model Size). Consider the signature Σ = ({a/0, g/1}, {R/2})
and Γ0 = {L1, L2, L3, L4, L5, L6} where L1 = ¬R(a, a), L2 = R(a, g(a)),
L3 = R(g(a), g(g(a))), L4 = R(a, g(g(a))), L5 = ¬R(g(a), g(a)), and L6 =
¬R(g(a), a)}. A possible run is shown below. The variables or literals we refine
in the next step or apply Solve or Clean to, respectively, are underlined.

0 : (Γ0; ∅; {R(x, y)}; ∅)
1 : ⇒Refine

mod (Γ0; ∅; {R(a, y), R(g(z), y)}; ∅)
2 : ⇒Refine

mod (Γ0; ∅; {R(a, a), R(a, g(u)), R(g(z), y)}; ∅)
3 : ⇒Solve*

mod (Γ1;Δ1; {R(g(z), y)};M1)
4 : ⇒Refine

mod (Γ1;Δ1; {R(g(z), a), R(g(z), g(v))};M1)
5 : ⇒Solve

mod (Γ2;Δ2; {R(g(z), g(v))};M2)
6 : ⇒Refine

mod (Γ2;Δ2; {R(g(z), g(a)), R(g(z), g(g(w)))};M2)
7 : ⇒Solve*

mod (Γ3;Δ3; ∅;M3)

The initial state is given by (Γ0; ∅; {R(x, y)}; ∅) (step 0). We choose to refine x at
position p = 1 in R(x, y), since L1 and L3 are instances of its atom with differing
signs and L1|1 and L3|1 are not unifiable. Rule Refine replaces R(x, y) by R(a, y)
and R(g(z), y) (step 1). Similarly, we refine the variable y at position p = 2 in
R(a, y), since L1 and L2 are instances of it having different sign and L1|2 and
L2|2 are not unifiable (step 2). Then rule Solve can be applied twice, namely
to R(a, a) and its negative instance L1 ∈ Γ0, and to R(a, g(u)) and its positive
instances L2, L4 ∈ Γ0. We obtain Γ1 = Γ0 \ {L1, L2, L4}, Δ1 = {L1, L2, L4},
and M1 = {¬R(a, a), R(a, g(u))} (step 3). Next, the variable y at position p = 2
in R(g(z), y) is refined, since L3 and L5 are instances of it having opposite
sign and their subterms at position 2 are not unifiable. The literal R(g(z), y)
is replaced by R(g(z), a) and R(g(z), g(v)) (step 4). Since Γ1 contains only a
positive instance of R(g(z), a), namely L6, rule Solve is applied resulting in
Γ2 = Γ1\{L6}, Δ2 = Δ1∪{L6}, and M2 = M1∪{¬R(g(z), a)} (step 5). The trail
Γ2 contains instances L3 and L5 of R(g(z), g(v)) with different sign. Variable v
at position 2 1 is chosen for refinement, since L3|2 1 and L5|2 1 are not unifiable,
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and R(g(z), g(v)) is replaced by R(g(z), g(a)) and R(g(z), g(g(w))) (step 6).
Now Γ2 contains only a positive instance of R(g(z), g(a)) and a negative one of
R(g(z), g(g(w))), and rule Solve is applicable. This gives us Γ3 = Γ2 \{L3, L5} =
∅, Δ3 = Δ2 ∪ {L3, L5} = Γ0, and M3 = M2 ∪ {¬R(g(z), g(a)), R(g(z), g(g(w)))}
with 5 literals (step 7).

The choice of the variable to be refined in step 1 is not deterministic, and
the following steps might lead to a different model. A different run for Γ ′

0 = Γ0

could be as follows:

0 : (Γ ′
0; ∅; {R(x, y)}; ∅)

1 : ⇒Refine
mod (Γ ′

0; ∅; {R(x, a), R(x, g(z))}; ∅)
2 : ⇒Solve

mod (Γ ′
1;Δ

′
1; {R(x, g(z))};M ′

1)
3 : ⇒Refine

mod (Γ ′
1;Δ

′
1; {R(a, g(z)), R(g(u), g(z))};M ′

1)
4 : ⇒Solve

mod (Γ ′
2;Δ

′
2; {R(g(u), g(z))};M ′

2)
5 : ⇒Refine

mod (Γ ′
2;Δ

′
2; {R(g(u), g(a)), R(g(u), g(g(v)))};M ′

2)
6 : ⇒Solve*

mod (Γ ′
3;Δ

′
3; ∅;M ′

3)

The first refinement step involves p = 2, y = R(x, y)|2 motivated by L1 and
L2 (step 1). Now we can execute Solve on R(x, y) since it has only negative
instances on Γ ′

0, which are L1 and L6 obtaining Γ ′
1 = Γ0 \ {L1, L6}, Δ′

1 =
Δ0 ∪ {L1, L6}, and M ′

1 = {¬R(x, a)} (step 2). The variable x at position 1
of R(x, g(z)) is refined, since L2 and L5 are a positive and negative instance,
respectively, of R(g(u), g(z)) and their subterms at position 1 are not unifiable,
by replacing R(x, g(z)) by R(a, g(z)) and R(g(u), g(z)) (step 3). Now rule Solve
can be executed on R(a, g(z)), which generalizes L2 and L4, which are both
positive. This results in Γ ′

2 = Γ ′
1 \ {L2, L4}, Δ′

2 = Δ′
1 ∪ {L2, L4}, and M ′

2 =
M ′

1∪{R(a, g(z))} (step 4). Next, a Refine step on z at position 2 1 in R(g(u), g(z))
is executed due to L3 and L5, which are instances of R(g(u), g(z)) of opposite sign
and whose subterms at position 2 1 are not unifiable. The literal R(g(u), g(z)) is
replaced by R(g(u), g(a)) and R(g(u), g(g(v))) (step 5), which have one instance
each in Γ ′

2. Rule Solve is applied twice, resulting in Γ ′
3 = Γ ′

2 \ {L3, L5} = ∅,
Δ′

3 = Δ′
2 ∪ {L3, L5} = Γ ′

0, and M ′
3 = M ′

2 ∪ {¬R(g(u), g(a)), R(g(u), g(g(v)))}
with 4 literals.

So M3 and M ′
3 not only differ syntactically, but also contain a different

number of literals. Refining x before y led to ¬R(a, a),¬R(g(z), a) ∈ M3, whereas
refining y before x resulted in ¬R(x, a) ∈ M ′

3, which generalizes both ¬R(a, a)
and ¬R(g(z), a).

In summary, ⇒mod computes an overall interpretation out of the initial finite
set of consistent ground literals in polynomial time. We shortly compare our
model representation formalism with the long standing literature, in particular
[10,17]. They suggested four postulates which should ideally be met by any
model representation formalism:

– Uniqueness. Each model representation M specifies a single interpretation
over Σ.
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– Atom Test. There exists a fast procedure to evaluate arbitrary ground
atoms over the signature Σ in M .

– Formula Evaluation. There exists an algorithm deciding the truth value
of an arbitrary formula over Σ in M .

– Equivalence Test. There exists an algorithm deciding whether two repre-
sentations M and M ′ over Σ describe the same interpretation.

The model M obtained by ⇒mod is a complete linear literal interpretation.
Our representation formalism is therefore a special case of an atomic represen-
tation (ARM) [10] if we leave out negative literals which are implicit for ARMs.
The validity of the four model building postulates has been shown for ARMs [10].
So the models computed by ⇒mod satisfy the four model building postulates.
Clause evaluation for our linear literal models M is straightforward: a clause C
is valid iff there is no substitution σ such that for each L ∈ C there is a literal
K ∈ M such that Lσ and Kσ are complementary. Recall that this is a conse-
quence of the fact that our literal interpretations are explicit and complete: for
any ground atom A over Σ there is a literal K in M such that A is a literal
instance of K. The respective procedure for ARMs is more involved [45], whereas
in our case established techniques for hyper-resolution apply [35,47,56].

Finally, we show consequences out of our model building procedure for non-
ground literals and the SCL calculus: if the computed interpretation does not
satisfy all clauses, then it can be used to effectively compute a minimal extension
to the ground literal restriction of the SCL calculus.

Theorem 10 (Non-ground Guarantees). Let Γ be a set of consistent
ground literals. Let M be a model generated by ⇒mod from Γ . Let L be a
(potentially non-ground,) linear literal with depth(atom(L)) = d. Let ε = 1
if L has a position p of depth d (i.e., |p| = d) such that L|p is a constant. Oth-
erwise, ε = 0. Let Γ contain all ground instances Lσ of L (i.e., Lσ ∈ Γ ) with
depth(atom(Lσ)) ≤ d + ε. Let Γ contain no ground instance of comp(L), i.e.,
for all K ∈ Γ it holds that K is not unifiable with comp(L). Then M |= L.

Proof. Proof by contradiction. We assume that all our assumptions hold, but
that M �|= L. By Definition 2.3 and Lemmas 3 and 4, M �|= L if there exists a
K ∈ M that is unifiable with comp(L). Moreover, Γ contains no ground instances
of comp(L) by assumption. We will now prove by induction that we can only
reach states (Γ ′;Δ; I;M) where A ∈ I is unifiable with atom(L) if A has depth
≤ d+ ε and Γ ′ contains all ground instances Lσ of L such that atom(Lσ) is also
a ground instance of A and depth(atom(Lσ)) ≤ d + ε. (Note that there always
exists at least one such ground instance because A has depth ≤ d + ε.) This
property guarantees that Clean can never be applied to an atom A ∈ I that
is unifiable with atom(L) and that Solve is only applicable to an atom A ∈ I
that is unifiable with atom(L) if there is also an instance atom(Lσ) of A in
Γ ′ that ensures that we assign A with the correct polarity. The induction base
holds trivially because in the state (Γ ; ∅; {P (x1, . . . , xn)}; ∅) the only atom in I
is P (x1, . . . , xn) and it has the minimal depth 1 and Γ contains by assumption
all ground instances of L with depth ≤ d + ε. For the induction step, we assume
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that (Γ ′;Δ; I;M) is a sound state that satisfies our property and prove that any
direct successor state (Γ ′′;Δ′; I ′;M ′) must again satisfy our property. We prove
this by case distinction:

1) Clean and Solve only remove elements A from I and all positive and
negative instances of A from Γ ′′. This together with Definition 2.2 guarantees
that the literals removed from Γ ′′ do not match with any of the remaining
elements of I ′. Therefore, the property still holds.

2) Refine on A, but A is not unifiable with atom(L). Trivial, because any of
the new elements in I ′ will also not be unifiable with L.

3) Refine on A, A is unifiable with atom(L), and depth(A) ≤ d + ε, and the
position p of the refined variable has depth |p| < d + ε. This means by induction
that Γ ′ = Γ ′′ contains all ground instances Lσ of L such that atom(Lσ) is also
a ground instance of A and depth(atom(Lσ)) ≤ d + ε. Moreover, any new atom
A′ ∈ I ′ \ I has at most depth |p| + 1 so still ≤ d + ε. And lastly, since A′ is an
instance of A, Γ ′ contains all ground instances Lσ of L such that atom(Lσ) is
also a ground instance of A′ and depth(atom(Lσ)) ≤ d + ε.

4) Refine on A, A is unifiable with atom(L), depth(A) = d + ε, and the
position p of the refined variable has depth |p| = d+ε. Let A∗ = mgu(A, atom(L))
as well as L∗ = A∗ and L′ = A if L is positive or else L∗ = ¬A∗ and L′ =
¬A. This means by induction that Γ ′ = Γ ′′ contains all ground instances L∗σ
with depth(atom(L∗σ)) ≤ d + ε and that they all have the same polarity as
L. Moreover, any variable in A has either a position q with depth |q| = d +
ε or there exist no (Aτ), (¬Aτ ′) ∈ Γ ′ such that (Aτ)|q and (Aτ ′)|q are not
unifiable. However, this means we also know that any ground instance (L∗[xq]q)σ
of (L∗[xq]q) must be in Γ ′ = Γ ′′ if q is the variable position of xq in A with
|q| < d+ε. Note that due to linearity of L and A (and assuming disjoint variables)
A∗|q �= A|q if and only if there exist q′, q′′ such that q = q′q′′, A|q′ is the position
of a variable xq′ , |q′| < d+ ε, L|q′ is defined and not a variable, and A∗|q′ = L|q′ .
This means that we get L′/A if we replace all positions q in L∗/A∗ with A|q if
A|q = xq and |q| < d + ε. If we use this together with the previous fact for all
variable positions |q| < d + ε, then we get that any ground instance L′σ of L′

must be in Γ ′ = Γ ′′ and therefore Refine is not applicable. A contradiction.
5) Refine on A, A is unifiable with atom(L), and depth(A) > d+ ε. This case

is impossible by induction hypothesis! �
The preconditions of Theorem 10 may look unrelated to its conlusion at first

sight. The first example shows why Γ needs to contain all ground instances Lσ
of L of depth depth(L). The reason is that Refine may lead to an atom K in I
that is unifiable with comp(L) but Γ contains no ground instances of comp(K).
In our example this is P (x, f(y)). The second example shows why Γ needs to
contain all ground instances Lσ of L of depth depth(L) + 1 if L has a constant
at a position p with depth d = depth(L). The reason is that an application of
Refine may lead to an atom K in I that is unifiable with comp(L) but has no
ground instances of comp(K). In our example this is P (f(x), y).

Example 11. (1) Let Γ = {¬P (a, a),¬P (f(a), a), P (a, f(a))} with signature
Σ = ({a/0, f/1}, {P}). Then for the input state (Γ ; ∅;P (x, y); ∅) the calculus
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returns the model M = {¬P (x, a), P (x, f(y))} because we first need to apply
Refine to position 2. Although for ¬P (f(x), y) there is no inconsistent atom in
Γ , M �|= ¬P (f(x), y).
(2) Let Γ = {¬P (a, a),¬P (a, b),¬P (b, a), P (b, b)} with signature Σ = ({a/0,
b/0, f/1}, {P}). Then for the input state (Γ ; ∅;P (x, y); ∅) the calculus can return
the model M = {¬P (a, y), P (f(x), y),¬P (b, a), P (b, b), P (b, f(y))} if we first
apply Refine to position 1. And although for ¬P (x, a) there is no inconsistent
atom in Γ , M �|= ¬P (x, a).

Theorem 12 (Non-ground Guarantees by Clean). Let Γ be a consistent
set of ground literals. Let M be a model generated by ⇒mod from Γ . Let d be
the maximal depth of any negative literal in Γ . Let A be a linear atom with
depth(A) ≤ d. Let Γ contain all ground instances of Aσ with depth(Aσ) ≤ d.
Then M |= A.

Proof. Note that the most general unifier of any two linear literals K,K ′ has
depth depth(K mgu(K,K ′)) = max(depth(K),depth(K ′)). Firstly, we show
that rule Solve can never add a negative literal ¬B to the model that is unifiable
with ¬A. In this case, Solve is only applicable if Γ contains a ground instance
¬Bσ and no ground instance Bσ. The first condition implies depth(¬B) ≤ d and
if B and A are unifiable Amgu(A,B) has depth ≤ d. However, since Γ contains
all ground instances of A with depth ≤ d this also means Γ contains all ground
instances of Amgu(A,B) with depth ≤ d. This means that our assumptions
guarantee that the second condition for Solve is not satisfied if ¬B is unifiable
with ¬A. So Solve will not add a literal ¬B that is unifiable with ¬A. Secondly,
in addition to Solve, only Clean adds literals to M . All literals added by Clean
are atoms, so they cannot unify with ¬A. Hence, M |= L. �
Lemma 13 (Lower Bound for SCL Refutations). Let Γ be the ground
partial model of an SCL stuck state for the input clause set N and bounded by
� and β. This means in particular that (i) every literal L ∈ Γ is ground and
bounded by � and β (i.e., L � β), (ii) every ground atom A � β is defined by Γ
(i.e., A ∈ Γ or ¬A ∈ Γ ), and (iii) for every clause C ∈ N and every grounding
σ of C either Γ |= Cσ or there exists a literal L ∈ Cσ such that L �� β. Let M be
a complete interpretation (i.e., for every ground atom A, M |= A or M |= ¬A)
that models Γ (i.e., M |= Γ ) but not the clause set N (i.e., M �|= N). Let β′ be
a smallest ground literal according to � such that there exists a clause C ∈ N ,
a grounding τ , where L � β′ holds for any literal L ∈ Cτ , and M �|= Cτ . Then
there exists no β∗ ≺ β′ such that an SCL run on N and bounded by ≺ and β∗

finds a refutation.

Proof. The assumptions for β′ and the completeness of M imply that M |= Cσ
for all clauses C ∈ N and all groundings σ, where L � β∗ for any literal L ∈ Cσ.
This means one valid SCL run for N , �, and β∗ can simply decide all ground
atoms A � β∗ according to M , i.e., according to whether M |= A or M |= ¬A,
without encountering any conflicts and ending in a stuck state with a set Γ ′

such that Γ ′ |= gnd�β∗
(N), where the function gnd�β∗

computes the set of all
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ground instances of a clause set where the grounding is restricted to produce
literals L with L � β∗. The existence of this stuck state proves that gnd�β∗

N
is satisfiable and that there exists no refutation for it. Hence, no SCL run for N ,
�, and β∗ can find a refutation. �

5 Conclusion and Future Work

Explicit model building is always a compromise between the expressivity of the
used language, its computational properties and the effort to actually compute
the model. Satisfiability of first-order logic clause sets is not even semi-decidable,
so there cannot be a general solution. In the context of SCL, efficient model
building and efficient clause evaluation are important aspects and our quite
simple model building language, namely complete linear literal interpretations,
nicely serves these two purposes. Still there may be room for improvement. For
example, the three clauses

¬R(x, x) R(x, g(x))
¬R(x, y) ∨ ¬R(y, z) ∨ R(x, z)

do not have a finite model. Linear literal interpretations have the finite model
property so there cannot be a finite representation of a model within this lan-
guage. It needs a more expressive language. For example, assuming an additional
constant a and a bound β = R(g(a), g(g(a))) a partial model computed by SCL
would be

[¬R(a, a), R(a, g(a)), R(g(a), g(g(a))), R(a, g(g(a))),¬R(g(a), g(a)),¬R(g(a), a)1]

The respective overall model could be represented by the linear Horn clause set

¬R(a, a) R(a, g(a))
¬R(x, y) → ¬R(g(x), y) R(x, y) → R(x, g(y))

¬R(x, y) → ¬R(g(x), g(y)) R(x, y) → R(g(x), g(y))

or by terms with exponents and constraints [4,13]

i ≥ j ‖ ¬R(gi(a), gj(a)) i < j ‖ R(gi(a), gj(a)) .

However, it is an open question how such representations can be actually com-
puted out of a set of ground literals and how they can be used to efficiently test
validity of clauses.

The rule Clean may actually add the respective literal wither positively or
negatively to M . In practice, such literals could be marked in M . Then in case
of starting from an SCL stuck trail where M is not a model for the clause set, a
small but useful extension is to check whether flipping the sign of some of these
literals turn M into a model.

In summary, we have presented an algorithm that computes in polynomial
time out of a finite consistent set of ground literals Γ a complete linear literal



First-Order Automatic Literal Model Generation 149

interpretation M such that M |= Γ . Furthermore, M can be effectively used
to evaluate clauses and to determine a minimal extension to the ground literal
restriction β out of an SCL stuck state.

Acknowledgements. We thank our anonymous reviewers for their constructive
comments.
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J., Hähnle, R. (eds.) IJCAR 2010. LNCS (LNAI), vol. 6173, pp. 441–456. Springer,
Heidelberg (2010). https://doi.org/10.1007/978-3-642-14203-1 38

54. Teucke, A., Weidenbach, C.: Decidability of the monadic shallow linear first-order
fragment with straight dismatching constraints. In: de Moura, L. (ed.) CADE 2017.
LNCS (LNAI), vol. 10395, pp. 202–219. Springer, Cham (2017). https://doi.org/
10.1007/978-3-319-63046-5 13

55. Weidenbach, C.: Towards an automatic analysis of security protocols in first-order
logic. In: CADE 1999. LNCS (LNAI), vol. 1632, pp. 314–328. Springer, Heidelberg
(1999). https://doi.org/10.1007/3-540-48660-7 29

56. Weidenbach, C., Dimova, D., Fietzke, A., Kumar, R., Suda, M., Wischnewski,
P.: SPASS version 3.5. In: Schmidt, R.A. (ed.) CADE 2009. LNCS (LNAI), vol.
5663, pp. 140–145. Springer, Heidelberg (2009). https://doi.org/10.1007/978-3-
642-02959-2 10

https://doi.org/10.1007/978-3-030-29436-6_29
https://doi.org/10.1007/3-540-58156-1_63
https://doi.org/10.1007/978-3-642-14203-1_38
https://doi.org/10.1007/978-3-319-63046-5_13
https://doi.org/10.1007/978-3-319-63046-5_13
https://doi.org/10.1007/3-540-48660-7_29
https://doi.org/10.1007/978-3-642-02959-2_10
https://doi.org/10.1007/978-3-642-02959-2_10


First-Order Automatic Literal Model Generation 153

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.
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