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jectory tracking, set-valued Coulomb’s friction, superpotential, proximal-point algorithms,
sliding mode control, finite-time convergence.

Abstract

This article is largely concerned with the design of trajectory tracking controllers
for a class of frictional oscillators, represented by differential inclusions with maxi-
mal monotone operators. A backstepping passivity-based control strategy is proposed,
which relies on set-valued friction and its monotonicity properties (hence the goal is
not to compensate for friction but to take advantage of it). Both the continuous-
time design and its discrete-time counterpart are analysed. Robustness with respect
to uncertainties in the friction coefficient is carefully analyzed in both continuous and
discrete time settings. Details about the set-valued controller implementation are pro-
vided. Numerical simulations illustrate the theoretical developments.

1 Introduction

1.1 Frictional oscillators

This article focuses on the control of one-degree-of-freedom oscillators, a class of systems
widely studied in the Applied Mathematics, Nonlinear Dynamics and in the Bifurcation and
Chaos scientific communities, see, e.g., [1, Chapter 9] [2, 3, 4, 5]. It may also be seen as
a simplified Burridge-Knopoff model [6]. The behaviour of the stick-slip oscillators with
various friction models has been studied see, e.g., [2, 7, 8, 9]. The existence and stability
analysis of periodic solutions of a periodically excited frictional oscillator was originally
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presented by [4, 5], see also [10, 3]. Externally excited frictional oscillators, as studied by
[11, 7, 8], may exhibit chaotic behaviour. They undergo rich bifurcational behaviour, see,
e.g., [12, 13, 2, 8]. Stick-slip vibrations, which are self-sustained oscillations induced by dry
friction are described in [11, 10]. Control techniques have been analyzed and implemented,
such as active feedback control to superimpose frictional force in [14], and control strategies
based on delayed time feedback in [15, 16].

1.2 Friction Modeling

The analysis and the control of systems with friction have witnessed a large number of articles
in both Automatic Control and the Nonlinear Dynamics. Roughly speaking, friction models
of interest for Control may be classified as follows: static models (which may be set-valued or
single-valued, with constant or with varying friction coefficient), and dynamic models which
incorporate pre-sliding, bristle, hysteretic effects, etc. Static models comprise Coulomb’s
friction with constant coefficient or varying coefficient (e.g., Stribeck [17], Dieterich-Ruina
[18, Equation (21)]), which are set-valued at zero relative tangential velocity, as well as
regularized models (for planar friction, where the set-valued signum function is replaced by
a single-valued saturation, or a sigmoid function). Set-valuedness at zero tangential velocity
allows to correctly handle sticking modes. It is thus crucial in multibody applications.
Dynamic models with internal state are numerous (LuGre, Leuven, Bliman-Sorine, Dahl,
elastoplastic etc [19]). They are better suited for modeling micro stick-slip effects, though
Coulomb with Stribeck coefficient of friction also provides good results in this respect [19].
Dynamic models also present severe drawbacks [20, 21]. Coulomb friction (with constant
coeffdynamicsicient) has limitations [18, 8], but it can also provide quite good results in
many instances, see, e.g., [22, 23, 8]. It is sometimes not an easy task to choose between a
regularized (around zero tangential velocity) model and a set-valued model, see, e.g., [24]. It
is inferred that conducting preliminary research work using the set-valued Coulomb’s model
(with constant coefficient of friction) is a reasonable path for trajectory tracking, especially
if robustness with respect to uncertain coefficients is shown.

1.3 Control with Friction

The subject of friction in controlled systems is wide. It has mainly concerned friction com-
pensation at low tangential velocity, see, e.g., [25] and references therein, or stability/sta-
bilization of equilibrium points or of sets of equilibria [17, 26]. To the best of the authors’
knowledge, the problem that is tackled in this article is original, because it is based on using
friction to achieve trajectory tracking with a backstepping passivity-based input.
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Figure 1: Frictional oscillator with Coulomb’s friction.

1.4 Controlled Frictional Oscillator’s Dynamics

Consider the frictional oscillator system depicted in Fig. 1. The objective is to perform
trajectory tracking for the mass with position q. Neglecting the frictional effects on the belt
dynamics so that the pulleys-belt’s velocity can be considered not influenced by the friction
with the mass, is a common assumption in the Nonlinear Dynamics literature [2, 3, 4, 5]. If
friction on the pulley-belt dynamics is not neglected, because it does not hold that rµmg

I
≪ 1,

the following set-valued dynamics is obtained:
mq̈(t) = −kq(t)− f q̇(t) + u1(t)− µmgλt(t) (1a)

Iθ̈(t) = τ(t) + rµmgλt(t) (1b)

λt(t) ∈ sgn(q̇(t)− rθ̇(t)) (1c)

where τ is the control torque applied on the pulleys, I is the inertia momentum of each
pulley, θ̇ = ω, µ > 0 is the friction coefficient, r is their radius, g is the gravity acceleration,
m kg the mass weight, k ≥ 0 is a stiffness, f ≥ 0 is a viscous friction coefficient, −µmgλt is
the tangential force exerted by the belt on the mass (thus, λt is a selection of the set-valued
signum function), q is the mass’ position, q̇ its velocity, q̈ its acceleration, θ is the pulley’s
angle, θ̇ its angular velocity, θ̈ its angular acceleration, sgn(x) = 1 if x > 0, −1 if x < 0,
[−1, 1] if x = 0. It may also be assumed that the spring is acted upon by the input u1

(which is a displacement instead of a force) instead of the mass [8]. Then the term −kq in
(1a) is replaced by −k(q + u1). Provided that k is known, this does not change the control
problem tackled in this article.

3



1.5 Backstepping Passivity-based Tracking Control

Let u1 = u1(q, q̇, t). Then a remarkable feature of (1) is that the only link between (1a)
and (1b) is made through the selection λt in (1c). The basic idea in this article is to
use a backstepping-like strategy to give λt a desired value which allows to control (1a),
using a suitable τ in (1b). To that aim we first recall how to achieve trajectory tracking
when rθ̇ is considered as a control input u2, using u = (u1, u2)

⊤. This is based on the
results in [27]. Then a fictitious input ϑ2 is used, and the error input ũ2 is forced to be
finite-time stable. The maximal monotonicity of the signum set-valued function is used to
show stability, in a similar way as in [28, 27]. It is noteworthy that this can be seen as
an extension of [29, 30] where backstepping is applied to mechanical systems where the
coupling between both (actuated, and non-actuated) dynamics is a force that derives from
the elasticity potential energy, which is a quadratic function of the positions. In (1) the
coupling λt derives from a nonsmooth potential x 7→ |x| with corresponding set-valued force
∂|x| = sgn(x), where ∂ is the subdifferential of Convex Analysis [31]. This is named a
superpotential or pseudopotential [32].

⇝ To the best of authors’ knowledge, this work is the first application of backstepping to
mechanical systems with superpotentials set-valued interconnections.

1.6 Article’s Outline

This article is organized as follows: section 2 recalls the results obtained when the belt’s
velocity is considered as the control input, as a consequence of the material in [27]; section
3 is dedicated to present the backstepping controller and its stability analysis; section 4
studies robustness of the backstepping scheme with respect to uncertain friction coefficients;
the discrete-time controller, its implementation, stability and robustness are analysed in
detail in section 5; numerical simulations illustrate the theoretical findings in section 6;
conclusions end the article in section 7.

Notation and Definitions A quadruple (A,B,C,D) is passive if there exists P = P⊤ ≽ 0

such that

(
−A⊤P − PA PB − C⊤

B⊤P − C D +D⊤

)
≽ 0 (this is called the passivity matrix inequality

PMI(A,B,C,D)). Equivalently, the system ẋ = Ax + Bu, y = Cx +Du is passive if there
exists a storage function V (x) = 1

2
x⊤Px such that for any t2 ≥ t1, V (x(t2)) − V (x(t1)) ≤∫ t2

t1
u(t)⊤y(t)dt. The system is strictly state passive if the PMI holds with −A⊤P −PA− εP

for some ε > 0 (then we speak of the SSPMI(A,B,C,D, ε)), and P ≻ 0. It is strongly
passive if the PMI(A,B,C,D) is satisfied with strict inequalities. Let M ∈ IRn×m, then
Mi,• is its i-th row and M•,i its i-th column. M ∈ IRn×n is a P-matrix if all its principal
minors are positive. Let K ⊆ IRn be a closed nonempty convex set. Its normal cone at
x ∈ K is NK(x) = {z ∈ IRn | z⊤(y − x) ≤ 0 ∀ y ∈ K}. Let M : IRn → IRn be a maximal
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monotone operator. Its resolvent of degree α is Jα
M = (Id + αM)−1, α > 0. It is Lipschitz

continuous, single-valued and non-expansive. The L∞-norm of a signal u : IR+ → IR is given
by ∥u∥L∞ = ess sup {u(t)|t ∈ [0,+∞)}. Let K ⊆ IRn be a set, the orthogonal projection of
x ∈ IRn onto K is denoted by projK(x). AC stands for absolutely continuous. GUUB stands
for globally uniformly ultimately bounded.

2 Direct Controller Design (u2 = rθ̇)

First let us assume that the pulley’s angular velocity can be given an arbitrary value, hence
the controlled system reduces to (1a), (1c) with control input u = (u1, u2)

⊤, u2 = rθ̇. The
objective is to track trajectories (qd(t), q̇d(t))

⊤. Following the passivity-based strategy in
[27], desired trajectories are generated by desired dynamics. The goal is not to compensate
for λt in (1a) using a sliding-mode input u1, but to use u2 through friction coupled to the
maximal monotonicity of the signum multifunction (similar to the maximal monotonicity of
the normal cone mapping in [27]). To that aim we set:

u = Ke+ ud(t) (2)

with e = (q̃, ˙̃q)⊤, q̃ = q − qd(t), K =

(
k11 k12
k21 k22

)
, and{

mq̈d(t) = −kqd(t)− f q̇d(t) + u1d(t)− µmgλt,d(t) (3a)

λt,d(t) ∈ sgn(q̇d(t)− u2d(t)) (3b)

is the desired dynamics which generates the desired trajectories (i.e., ud(t) has to be chosen
suitably to generate desired solutions, see [33, 34] for efficient solutions to compute periodic

solutions). Let us define the following matrices: Acl =

(
0 1

k11−k
m

k12−f
m

)
, Bcl =

(
0 0
−1 0

)
,

Ccl =

(
k21 −1 + k22
0 0

)
, Dcl =

(
0 1
−1 0

)
, λ = (λ1 λ2)

⊤, λd = (λ1d λ2d)
⊤. The closed-loop

error system (1a), (1c), (2), (3) writes as the linear complementarity system (LCS):
ė = Acle+ 2µgBcl(λ− λd(t))

0 ≤ λ ⊥ w = Ccle+Dclλ+

(
−q̇d(t) + u2d(t)

1

)
≥ 0

0 ≤ λd ⊥ wd = Dclλd +

(
−q̇d(t) + u2d(t)

1

)
≥ 0,

(4)

where the representation of the signum set-valued function in a complementarity framework
is used [35, 36], see Appendix A. Hence (4) is equivalent to the differential inclusion:

ė(t) ∈Acle(t) + µgEcl sgn(q̇d(t)− u2d(t))

− µgEcl sgn(−[Ccl]1,•e(t) + q̇d(t)− u2d(t)), (5)
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where λ1 = λt+1
2

∈ [0, 1], and Ecl = (0 1)⊤. We have λ1 = λt+1
2

, with λt in (1c). It
is noteworthy that µ does not play any role in the complementarity constraints, which
equivalently represent (1c) and (3b). Still following the developments in [27] (which deal
with LCS control) the following holds true:

Proposition 1 Consider the error dynamics in (4). Assume that the quadruple (Acl, Bcl, Ccl, Dcl)
is strictly state passive. Then e(t) → 0 as t → +∞ exponentially fast for any initial condi-
tion.

The SSPMI(Acl, Bcl, Ccl, Dcl, ϵ) with unknowns K and P [27, Section 3, Appendix C] is used
to calculate the gains. Numerical examples prove that the PMI is solvable, with −2p12µg =
k21 and −2p22µg = k22 − 1 < 0. The proof uses the monotonicity of the set-valued part,
and is led similarly as [27, Proposition 3.8]. It does not use the boundedness of the signum
function to compensate for it. The oscillator block diagram is depicted in Fig. 2. In addition,
some robustness results can be obtained, which are a particular case of [27, section 4] since
the matrix P is computed independently of the friction coefficient µ.

Mass

dynamics

q̇u1

−λt

-

u2
Signum
multifunction

constraints
or complementarity

1

Figure 2: Block diagram for (1a), (1c) (2) (two-channel set-valued system). Same applies to
(3) with u1d and u2d.

Remark 1 A summary of LCS well-posedness is proposed in [27, section 2]. Passivity is
used to prove that (4) possesses AC solutions with uniqueness. The desired dynamics always
has an AC solution imposing mild regularity conditions on u1d and u2d (relying for instance
on Filippov’s differential inclusions). Uniqueness may be obtained using LCS well-posedness
tools.

When k > 0 and f > 0, it is possible to solve the problem with k11 = k12 = 0 (provided
that the PMI has a solution). Then u1 reduces to a feedforward input u1(qd, q̇d, u1d), and
the control problem is that of a robot-object system [37].
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3 Backstepping Controller Design with Pulley-Belt’s

Dynamics

Consider the mass dynamics in (1a). For the sake of notation simplicity we assume without
loss of generality that k = 0 and f = 0 (or, we just replace formally k11 − k by k11 and
k12 − f by k12).

3.1 Controller Design

Define ϑ2
∆
= k21q̃ + k22 ˙̃q + u2d, then (1a) is equivalently rewritten as:

q̈(t) ∈ u1(t)

m
− µg sgn(q̇(t)− ϑ2(t)− ũ2(t)) (6)

with ũ2
∆
= rθ̇ − ϑ2. Here, ϑ2 plays the role of u2 in section 2. Thus using (3) and u1(q, q̇, t)

from (2), the error dynamics is:

¨̃q(t) =
1

m
(k11q̃(t) + k12 ˙̃q(t))− µg (λt(t)− λt,d) , (7)

where λt,d(t) ∈ sgn(q̇d(t)− u2d(t)) and λt(t) ∈ sgn(q̇(t)− ϑ2(t)− ũ2(t)). It is seen that (7)
and (1b) (1c) has the required structure for backstepping control. The objective is to design
the controller τ(·) such that ũ2 → 0, so that the control problem reduces to that of section
2 (and (7) becomes equal to (5)). Thus ˙̃u2 = rθ̈ − ϑ̇2, i.e.:

˙̃u2(t) ∈ r
I
τ(t) + r2µmg

I
sgn(q̇(t)− ϑ2(t)− ũ2(t))− k21 ˙̃q(t)− k22 ¨̃q(t)− u̇2d(t), (8)

where u2d(·) is assumed to be differentiable almost everywhere. Inserting (6) into (8) yields
the differential inclusion:

˙̃u2(t) ∈
r

I
τ(t)− k22k11

m
q̃(t)−

(
k21 +

k22k12
m

)
˙̃q(t)+

(
r2m

I
+ k22

)
µg sgn(q̇(t)−ϑ2(t)−ũ2(t))

− k22
m

u1d(t)− u̇2d(t) + k22q̈d(t). (9)

Consequently, it is possible to rewrite (9) as:

˙̃u2(t) ∈
r

I
τ(t)− Λ(q(t), q̇(t), qd(t), q̇d(t), t)

+

(
r2m

I
+ k22

)
µg sgn(q̇(t)− ϑ2(t)− ũ2(t)), (10)
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where Λ(q, q̇, qd, q̇d, t) = k21(q̇(t)− q̇d(t))+k22
u1(t)
m

−k22q̈d(t)+ u̇2d(t), with u1 = k11(q− qd)+
k12(q̇ − q̇d) + u1d. The next step is to design an input τ(·) such that ũ2 converges to zero.
For this purpose, let us choose τ(t) such that:

r

I
τ(t) = Λ(q, q̇, qd, q̇d, t) + τs(t), (11)

with
τs ∈ −ksl sgn(ũ2), (12)

and ksl > µg| r2m
I
+k22| (recall that ũ2(q, q̇, θ̇, qd, q̇d, u2d) is calculable from state measurement).

The closed-loop dynamics for ũ2 is the differential inclusion:

˙̃u2(t) ∈ −ksl sgn(ũ2(t)) + µg

(
r2m

I
+ k22

)
λt(t),

λt(t) ∈ sgn(q̇(t)− ϑ2(t)− ũ2(t)). (13)

Thus in this context of sliding mode control, λt which is a (at least Lebesgue measurable)
selection of the set-valued signum function, is considered as a bounded disturbance.

Remark 2 The closed-loop (1b) (11) (12) reads as Iθ̈ ∈ I
r
Λ(q, q̇, t) − I

r
ksl sgn(rθ̇ − k21q̃ −

k22 ˙̃q−u2d(t))+rµmgλt. The proposed strategy is thus quite different from classical first-order
sliding-mode control τsmc of the (θ, θ̇)-dynamics, which would aim at compensating rµmgλt

in (1b), treating it as a disturbance, and then designing a suitable desired θ̇d to be used as a

fictitious control (recall that u2 = rθ̇). Indeed, letting σ = ˙̃θ + aθ̃, θ̃ = θ − θd(t), a > 0, we

get τsmc = Iθ̈d − Ia ˙̃θ − α sgn(σ), α > rµmg
I

, so that σ̇ ∈ −α sgn(σ) + rµmg
I

λt: σ vanishes

in finite time, and both θ̃ and ˙̃θ → 0 exponentially globally. But this implies that θ̈d depends
on λt, which we do not assume to be available. Moreover the exponential convergence of

θ̇ to a suitable θ̇d implies the presence of a disturbance inside λt because ũ2 = r ˙̃θ vanishes
asymptotically only.

Notice that the controller τ can be computed online with measurements of q, q̇, θ̇, since
ũ2 = rθ̇ − ϑ2(q, q̇, u2d(t)). The dynamics for ũ2 in (13) is a consequence of the choice of
τ(q, q̇, θ̇, t) in (11) (12), it doesn’t need to be implemented.

3.2 Stability Analysis

The main stability result is stated.

Proposition 2 Consider the error dynamics in (7) with bounded initial data and functions
qd(·), q̇d(·), q̈d(·), u1d(·), u2d(·), u̇2d(·). Let K be chosen such that (Acl, Bcl, Ccl, Dcl) is strictly
state passive, and ksl > µg| r2m

I
+ k22| in (12). Then e = (q̃ ˙̃q)⊤ is bounded and converges

exponentially fast to zero. Moreover θ̇ and θ̈ are bounded on [0,+∞).
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PROOF: The proof is performed in three steps. First, the focus is on demonstrating the
finite time convergence of ũ2 in (13) to zero. Then, the stability of (7) is analysed when
ũ2 = 0. The third step demonstrates the boundedness of the variables.

• First step: Consider the dynamics of ˙̃u2(t) in (13). The objective is to show that ũ2 = 0
for all t ≥ t⋆ where t⋆ < ∞, under the sliding mode control (12), with the sliding surface
ũ2 = 0. Let us take the Lyapunov function V (ũ2(t)) = 1

2
ũ2
2(t), then along trajectories of

(13):

V̇ = ũ2
˙̃u2 = ũ2

(
τs +

(
r2µmg

I
+ k22µg

)
λt

)
= −kslũ2 sgn(ũ2) + ũ2

(
r2µmg

I
+ k22µg

)
λt

(14)

Given that λt ∈ [−1, 1] and ũ2 sgn(ũ2) = |ũ2|:

V̇ = −ksl|ũ2|+ ũ2

(
r2µmg

I
+ k22µg

)
λt

≤ −ksl|ũ2|+ |ũ2|
∣∣∣ r2µmg

I
+ k22µg

∣∣∣
≤ |ũ2|

(∣∣∣ r2µmg
I

+ k22µg
∣∣∣− ksl

) (15)

Considering that ksl >
∣∣∣ r2µmg

I
+ k22µg

∣∣∣, let us define −a
∆
=

∣∣∣ r2µmg
I

+ k22µg
∣∣∣ − ksl < 0 with

a > 0. Then: V̇ ≤ −a|ũ2| ≤ −a
√
2V

1
2 . Thus, according to [38, Theorem 4.2], the equilibrium

point ũ⋆
2 = 0 of the dynamics in (13) is globally finite-time-stable. Let t⋆ to be the finite

time required for ũ2 to reach zero (i.e., the solution ũ2(t) of (13) is defined on [0, t⋆] and

limt→t⋆ũ2(t) = 0). Applying [38, Theorem 4.2] yields t⋆ = 2V
1
2 (ũ2(0))

a
√
2

.

• Second step: In this step, the stability of (7) is analysed for all t ∈ [t⋆,∞) when ũ2(t) = 0.
The closed-loop system (6) is reduced to the following on [t⋆,∞):

q̈(t) ∈k11
m

q̃(t) +
k12
m

˙̃q(t) +
u1d(t)

m
− µg sgn

(
q̇(t)− k21q̃(t)− k22 ˙̃q(t)− u2d(t)

)
(16)

Consequently, the error dynamics in (7) is reduced on the interval [t⋆,∞) and is written as:

¨̃q(t) =
1

m
(k11q̃(t) + k12 ˙̃q(t)) + µg [λt,d(t)− λt(t)] (17)

where λt,d(t) ∈ sgn(q̇d(t) − u2d(t)) and λt(t) ∈ sgn(q̇(t) − ϑ2(t)). Given that ϑ2(t) =
k21(q(t)− qd(t)) + k22(q̇(t)− q̇d(t)) + u2d(t), the error dynamics in (17) are equivalent to the
error dynamics in (4) or (5). Hence a similar result as in [27, Proposition 3.8] is applied in this
step (it can be used to prove Proposition 1). Let us recall the proof for the sake of readability.
Let V (e) = 1

2
e⊤Pe, where P = P⊤ ≻ 0 is a solution of the SSPMI(Acl, Bcl, Ccl, Dcl, ε). Then

9



along the closed-loop trajectories:

V̇ (t) =
1

2
e⊤(A⊤

clP + PAcl)e+ µge⊤C⊤
cl (λ− λd)

=
1

2
e⊤(A⊤

clP + PAcl)e

+ µg(w − wd −Dcl(λ− λd))
⊤(λ− λd)

=
1

2
e⊤(A⊤

clP + PAcl)e+ µg(w − wd)
⊤(λ− λd)

≤ 1

2
e⊤(A⊤

clP + PAcl)e ≤ −εe⊤Pe. (18)

The fact that Dcl = −D⊤
cl ⇒ PBcl = C⊤

cl , the monotonicity for each t of the normal cone

mapping NS(t)(Ccle+Dclλ), S(t)
∆
= {ξ ∈ IRm | ξ + Cxd(t) + Fud(t) +

(
0
1

)
− Cclxd(t) ≥ 0},

and the fact that w(t)− wd(t) = Ccle(t) +Dcl(λ(t)− λd(t)), are used. Using (17) it follows
also that λ(t)− λd(t) → 0.

• Third step: This step is dedicated to show the boundedness of variables. Let us analyze
the dynamics in (1b). According to the analysis in section 2 and given that ũ2 = 0 for t ≥ t⋆,
it follows that the variables q(·), q̇(·) are bounded on [t⋆,+∞). Assuming that u̇2d(·), q̇d(·)
and q̈2d(·) are bounded, then q̈(·) is also bounded. Therefore, on [t⋆,+∞), and given that
rθ̈ = k21(q̇ − q̇d) + k22(q̈ − q̈d) + u̇2d, it follows that θ̈(·) and consequently τ(·) are bounded.
Similarly, θ̇(·) is bounded on [t⋆,+∞). Since θ is defined modulo 2π, its boundedness is a
secondary issue. The boundedness of all variables on [0, t⋆) is ensured from the fact that
there does not exist any finite escape in the closed-loop system, since all the right-hand sides
are sums of linear single-valued terms and bounded set-valued terms. □

Remark 3 It follows from (18) and as a consequence of the maximal monotonicity [39,
Section 4.3.3] that the system (4) is incrementally passive with supply rate (λ−λd)

⊤(w−wd)
and storage function 1

2
e⊤Pe = 1

2
(x − xd)

⊤P (x − xd), x = (q, q̇)⊤, xd = (qd, q̇d)
⊤. Similarly

to section 2, it is noticed that the backstepping scheme is still valid when µ = µ(q̇, θ̇, t) > 0,
provided the coefficient is known to design the desired system to obtain the error dynamics
(7).

4 Robustness Analysis: Unknown Friction Coefficient

µ

In this section it is assumed that the friction coefficient µ(q̇, θ̇, t) > 0 is an unknown function
(which is denoted by µ(t) in the sequel to simplify notation). It is also assumed that the
nominal value µ0(t) is uniformly bounded and an upper bound on its uncertainty ∆µ(t)
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(defined below) is known. Thus, in this new setting, the pulley-belt dynamics is still given
by (1), but the desired dynamics is given by

mq̈d(t) = −kqd(t)− f q̇d(t) + u1d(t)

− µ0(t)mgλt,d(t) (19a)

λt,d(t) ∈ sgn(q̇d(t)− u2d(t)), (19b)

where µ0(t) > 0 for all t ≥ 0. In other words, a time-varying coefficient is allowed in
the desired dynamics, since setting µ0(q̇d, θ̇, t) would destroy the independency of (19) with
respect to the plant’s dynamics (recall that θ̇d(t) is not defined as an arbitrary exogenous
signal).

Let us analyse the behaviour of the closed-loop system (4) when ∆µ(t)
∆
= µ(t)− µ0(t) ̸= 0.

The error dynamics is thus described by

ė(t) = Acle(t)− µ0(t)gEcl(λt(t)− λtd(t))−∆µ(t) gEclλtd(t), (20)

where Ecl is as in (5), λt and λt,d are as in (1c) and (19b), respectively. It is worth to
notice that the last term in (20) is globally bounded, by assumption. Thus, robustness of
the backstepping design, with respect to the friction coefficient, is expected.

Proposition 3 Consider the system (1) and the desired dynamics (19), with u1 = k11(q −
qd) + k21(q̇ − q̇d) + u1d and τ from the backstepping design, i.e.,

r

I
τ ∈ Λ(q, q̇, qd, q̇d, t)− ksl sgn(ũ2), (21)

where

ksl ≥ g

∣∣∣∣r2mI + k22

∣∣∣∣ ∥µ∥L∞ ,

Λ(q, q̇, qd, q̇d, t) = k21(q̇ − qd) − k22
m
u1 − u̇2d + k22q̈d, ũ2 = rθ̇ − ϑ2, and ϑ2 = k21(q − qd) +

k22(q̇ − q̇d) + u2d. Let SSPMI(Acl, Bcl, Ccl, Dcl, ϵ) have a solution P = P⊤ ≻ 0. Then the

origin of (20) is GUUB in a ball with radius ρ
√

λmax(P )
λmin(P )

, where ρ
∆
= g∥[Ccl]1,•∥

ελmin(P )
∥∆µ∥L∞, and

all signals are bounded.

PROOF: The proof follows the same steps as in the previous section. First, notice that
the dynamics of ũ2 in (13) remains unchanged for the case of unkown µ. Consequently,
the finite-time convergence of ũ2 to zero remains unchanged. For the second step, i.e., the
analysis of the error dynamics on the interval [t∗,∞), let us consider the Lyapunov function
candidate V (e) = 1

2
e⊤Pe, where P = P⊤ ≻ 0 is a solution of the SSPMI(Acl, Bcl, Ccl, Dcl, ε).

The time derivative of V along trajectories of (20) is given by

V̇ (e) =
1

2
e⊤(A⊤

clP + PAcl)e− µ(t)ge⊤PEcl(λt − λtd)

−∆µ(t) ge⊤PEclλtd . (22)
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Using the fact that PEcl = −[C⊤
cl ]•,1 =

(
−k21
1− k22

)
, and the maximal monotonicity of the

sign multifunction, it follows that

V̇ (e) ≤ −εe⊤Pe−∆µ(t) ge⊤PEclλtd

≤ − (ελmin(P )∥e∥ − g∥∆µ∥L∞ ∥[Ccl]1,•∥) ∥e∥.

Hence, whenever ∥e∥ > ρ, then V̇ (e) < 0. It follows from classical arguments, see, e.g., [40],
that the error converges towards the smallest level set of V containing the ball ρB. Hence,

the error is guaranteed to converge to a ball of radius ρ
√

λmax(P )
λmin(P )

. Boundedness of all signals

holds using the same arguments as in Proposition 2. □

5 The Backward-Euler Discrete-time Implementation

of the Backstepping Controller

It is of interest to analyse the discrete-time implementation of the controller (11) (12), which
is set-valued and thus prone to numerical chattering when badly implemented. Backward
Euler discretizations drastically decrease the digital chattering [41, 42, 43, 44, 45, 46, 47, 48,
49].

5.1 Plant and Controller Discretization

To that aim let us start with a backward (implicit) Euler discretization of the dynamics in
(1): 

q̇k+1 = q̇k +
h

m
u1,k − hµgλt,k+1 (23a)

qk+1 = qk + hq̇k (23b)

Iθ̇k+1 = Iθ̇k + hτk + hrµmgλt,k+1 (23c)

θk+1 = θk + hθ̇k (23d)

λt,k+1 ∈ sgn(q̇k+1 − rθ̇k+1) (23e)

with h > 0 the timestep. It is assumed in this section that µ is known. The scheme in (23) is
named implicit because it is implicit in the set-valued frictional terms (23e). This allows us
to get numerical results avoiding chattering at sticking modes [50]. In other words, backward
Euler schemes correctly approximate the contact force, while forward Euler schemes do not.
It is therefore postulated that (23) is a good time-discretization of the plant’s dynamics for
the analysis (see Appendix B). The discretization of (3) is given by (assuming f = 0 and
k = 0):  q̇d,k+1 = q̇d,k +

h
m
u1d,k − hµgλt,d,k+1

qd,k+1 = qd,k + hq̇d,k
λt,d,k+1 ∈ sgn(q̇d,k+1 − u2d,k+1)

(24)

12



Let us define ũ2,k = rθ̇k −ϑ2,k, where ϑ2,k = k21(qk − qd,k)+ k22(q̇k − q̇d,k)+u2d,k. After some
manipulations we obtain:

ũ2,k+1 = ũ2,k + h
r

I
τk − hΛd(q̇k, q̇d,k, k) + hµg

(
r2m

I
+ k22

)
λt,k+1 (25)

where

Λd(q̇k, q̇d,k, k) = k21(q̇k − q̇d,k)− k22

(
q̇d,k+1 − q̇d,k

h

)
+

k22
m

u1,k +
u2d,k+1 − u2d,k

h
. (26)

Mimicking the continuous-time case, let us consider the control input τk as{ r

I
τk = Λd(q̇k, q̇d,k, k)− kslλ3,k+1, (27a)

λ3,k+1 ∈ sgn(ũ2,k+1) . (27b)

This controller is an implicit (or backward) Euler discrete-time input, due to (27b). Indeed
the substitution of (27) into (25) yields the GE:

ũ2,k+1 = ũ2,k − hkslλ3,k+1

+ hµg

(
r2m

I
+ k22

)
λt,k+1 (28a)

λ3,k+1 ∈ sgn(ũ2,k+1) (28b)

The next step is to prove that the controller in (27) can be computed at t = tk, in a unique
way (i.e., it is well-posed).

5.2 Well-posedness of (23), (27), (28)

The system in (23),(27),(28) is a difference inclusion, which is a GE with unknowns q̇k+1,
θ̇k+1, λt,k+1, ũ2,k+1, λ3,k+1. The inclusion in (23e) is equivalently written as: q̇k+1 − rθ̇k+1 ∈
N[−1,1](λt,k+1). Using (23a), (23c), and (27), then:

q̇k + h
u1,k

m
− rθ̇k − hΛd(qk, q̇k, tk) + hkslλ3,k+1

− hµg

(
1 +

r2m

I

)
λt,k+1 ∈ N[−1,1](λt,k+1) (29)

with:
u1,k = k11(qk − qd,k) + k12(q̇k − q̇d,k) + u1d,k. (30)
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In a similar way, it follows from (28b) that ũ2,k+1 ∈ N[−1,1](λ3,k+1). Thus, the substitution
of (28a), leads us to

rθ̇k − ϑ2,k − hkslλ3,k+1 + hµg

(
k22 +

r2m

I

)
λt,k+1 ∈ N[−1,1](λ3,k+1) (31)

Combining (29) and (31), the following GE with unknown (λt,k+1, λ3,k+1) is obtained:

H(qk, q̇k, θ̇k, tk)−Mh

(
λt,k+1

λ3,k+1

)
∈ N[−1,1]2

(
λt,k+1

λ3,k+1.

)
(32)

with H = (H1, H2)
⊤, H1 = q̇k + h

u1,k

m
− rθ̇k − hΛd(q̇k, q̇d,k, k), H2 = rθ̇k − k21(qk − qd,k) −

k22(q̇k − q̇d,k − u2d,k, and Mh = h

 µg
(
1 + r2m

I

)
−ksl

−µg
(
k22 +

r2m
I

)
ksl

.

Lemma 1 Assume that k22 < 1, ksl > 0, and µ > 0. Then the GE in (32) has a unique
solution (λt,k+1, λ3,k+1) for any data qk, q̇k, θ̇k, tk, k ≥ 0.

PROOF: The GE in (32) can be written as an affine variational inequality AVI(K,H,Mh)
[51] where K = [−1, 1]2 is a bounded polyhedral set. It has a solution according to [51,
Corollary 2.2.5]. In order to show the uniqueness of the solution to (32), it is sufficient to
prove that the matrix Mh is P-matrix [52, Theorem 3]. It is sufficient to check that the
second principal minor kslµg(1− k22) > 0, which holds for all k22 < 1. Thus, the matrix Mh

is a P-matrix if k22 < 1. □

Therefore the controller τk in (27a) to be applied on [tk, tk+1), can be computed with
measurements of q, q̇ and θ̇ at t = tk.

Existence and uniqueness of the multipliers as shown in Lemma 1, prove that the following
is true.

Corollary 1 The difference inclusion in (23) (27) (28) is well-posed with unique solution
qk+1, q̇k+1, θk+1, θ̇k+1.

5.3 Controller Calculation

There is no unique way to compute the controller by solving the GE. Let us indicate one of
them. First it is possible to rewrite the GE (32) as a linear complementarity problem (LCP).

Let λ̄k+1
∆
= (λt,k+1 λ3,k+1)

⊤ and let us define C as the set of λ̄k+1 such that λ̄k+1 ∈ [−1, 1]2,
then:

C =
{
λ̄k+1 ∈ IR2 | Rλ̄k+1 + r ≥ 0

}
. (33)
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R =

(
1 −1 0 0
0 0 1 −1

)⊤
and r = (1 1 1 1)⊤. Let us define the normal cone to C at λ̄k+1 as

follows:

NC(λ̄k+1) = {z ∈ IR2 | z1 = −γ1 + γ2 and z2 = −γ3 + γ4, γi ≥ 0 for i ∈ {1, 2, 3, 4}}

= {z ∈ IR2 | z = −R⊤γ, 0 ≤ γ ⊥ Rλ̄k+1 + r ≥ 0}
(34)

where γ = (γ1, γ2, γ3, γ4)
⊤ is a vector of slack variables. Then, the GE in (32) is equivalently

written as the mixed LCP (MLCP):{
Mhλ̄k+1 −H(qk, q̇k, tk) = R⊤γ

0 ≤ γ ⊥ Rλ̄k+1 + r ≥ 0.
(35)

Given that Mh is P-matrix, the following LCP is derived:

0 ≤ γ ⊥ RM−1
h R⊤γ +RM−1

h H(qk, q̇k, tk) + r ≥ 0. (36)

By solving (36), the variables λt,k+1 and λ3,k+1 are obtained. The matrix RM−1
h R⊤ is not a

P-matrix, since it has low-rank 2 provided that k22 < 1. However it is noteworthy that the 4
constraints defining C in (33) cannot be activated simultaneously. Therefore an enumeration
procedure can be used to compute the solution, which exists with uniqueness. The controller
τk in (27a) to be applied on [tk, tk+1), can be computed with measurements of q, q̇ and θ̇ at
t = tk.
Another way to compute the multipliers λt,k+1 and λ3,k+1 in (32), consists in using proximal
splitting methods from convex optimization [53] (another way, not presented here, consists of
solving a linear complementarity problem). The following proposition, states the conditions
for convergence of the Douglas-Rachford splitting, when applied to the GE (32).

Proposition 4 Assume that k22 < 1, ksl > 0, and µ > 0. Let z0 ∈ IR2 be arbitrary, and
consider the following iteration in s ∈ N:

λ̂s = Proj[−1,1]2(zs), (37a)

zs+1 = zs − λ̂s + (I + δMh)
−1

(
2λ̂s − zs + δHk

)
, (37b)

where Mh and Hk = H(qk, q̇k, θ̇k, tk) are as in (32). If

β −
√

β2 − (µα2)2 < ksl < β +
√

β2 − (µα2)2, (38)

where β = µ(2α1−α2). Then, for any δ > 0, lims→∞ λ̂s = [λt,k+1, λ3,k+1]
⊤, solution of (32).
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PROOF: The proof relies on verifying that the map A(λ̂) = Mhλ̂−Hk is strongly monotone
and B(λ̂) = N[−1,1]2(λ̂) is maximal monotone and then applying [54, Theorem 25.6]. Since
B = ∂Ψ[−1,1]2 , it is maximal monotone [54, Theorem 20.40]. Regarding A, it is maximal
strongly monotone if and only if

1

2
(Mh +M⊤

h ) = h

[
µα1 −ksl+µα2

2

−ksl+µα2

2
ksl

]
≻ 0.

This last condition holds, if and only if, µα1 > 0, ksl > 0 and (38) holds. Therefore, under
the assumptions of Lemma 1, the GE: 0 ∈ A(λ̂) + B(λ̂) has a unique solution and [54,
Theorem 25.6] guarantees the convergence of λ̂s towards it. □

Under the assumptions of Proposition 4 the multiplier λ3,k+1 appearing in (27) can be ap-
proximated, at each time step, by the iteration (37). As demonstrated in section 6, such an
approximation is sufficiently accurate not to destroy the closed-loop properties.

5.4 Study of (28)

The input in (27) is the counterpart of (11)-(12), while (28) is the counterpart of (13). Thus,
similar to the continuous time case, ũ2,k is finite-time stable.

Lemma 2 Assume that k22 < 1, ksl > 0, and µ > 0. The GE (28) has always a unique
solution ũ2,k+1. Moreover for ksl > µg| r2m

I
+ k22|, the sequence {ũ2,k}k≥0 converges to zero

in a finite number of steps.

The proof is identical to the proofs that can be found in [41, 42] and it is omitted. If a
forward Euler discretization is chosen, then the sequence {ũ2,k}k≥0 does not converge to
zero. Consequently the multiplier λ3,k in (27b) keeps on oscillating between 1 and -1, and
chattering is present in the controller in (27a), see section 6.

5.5 Closed-loop Extended Proximal-Point Algorithm

Resolvants of maximal monotone operators and proximal-point algorithms are well-known in
Optimization and maximal monotone operators theory [54]. They also appear in backward
discretization of sliding-mode systems [44, 55]. Interestingly the following holds.

Proposition 5 Consider (23), (24), (27), (28), (30). Then:

ũ2,k+1 = Jhksl
sgn (ũ2,k + hαλt,k+1(qk, q̇k, θ̇k)), (39)

where α
∆
= µg

(
r2m
I

+ k22

)
, and

˙̃qk+1 =
1

1−k22
(J

(1−k22)hµg
sgn ((1− k22)(1 +

h
m
k12) ˙̃qk

+ζk(qk, q̇k, θ̇k, tk) + βk(qk, q̇k, θ̇k, tk))

−βk(qk, q̇k, θ̇k, tk))

(40)
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where ζk
∆
= h

m
k11(qk− qd,k)+ q̇d,k− q̇d,k+1+

h
m
u1d,k, and βk

∆
= −k21(qk+hq̇k− qd,k+1)−u2d,k+1,

1− k22 > 0, and

rθ̇k+1 − ϑ2,k+1 = Jhksl
sgn (rθ̇k − ϑ2,k + γk(qk, q̇k, θ̇k, tk)), (41)

with γk
∆
= ϑ2,k − ϑ2,k+1 + hΛ(qk, q̇k, tk) + h r2µmg

I
λt,k+1.

PROOF:

Proof of (39): From Lemma 1, λt,k+1 = λt,k+1(qk, q̇k, θ̇k). Then (39) is a direct consequence
of (28) and the definition of the resolvant.

Proof of (40): Using (23a) and (24) yields:

q̇k+1 − q̇d,k+1 =
(
1 + h

m
k11

)
(q̇k − q̇d,k) +

h
m
k12(qk − qd,k) + q̇d,k − q̇d,k+1

+ h
m
u1d,k − hµgλt,k+1.

(42)

Assume that ũ2,k = 0 for all k > k⋆ (from Lemma 2 such a k⋆ < +∞ exists), then rθ̇k = ϑ2,k

and:

q̇k+1 − q̇d,k+1 ∈
(
1 + h

m
k12

)
(q̇k − q̇d,k) +

h
m
k11(qk − qd,k) + q̇d,k − q̇d,k+1 +

h
m
u1d,k

−hµg sgn(q̇k+1 − k21(qk+1 − qd,k+1)− k22(q̇k+1 − q̇d,k+1)− u2d,k+1)
(43)

Then (43) is rewritten equivalently as:

q̇k+1 − q̇d,k+1 ∈
(
1 + h

m
k12

)
(q̇k − q̇d,k) + ζk − hµg sgn((1− k22)(q̇k+1 − q̇d,k+1) + βk).

(44)

Let us denote ˙̃qk
∆
= q̇k − q̇d,k. Then (44) is rewritten equivalently as:

˙̃qk+1 ∈
(
1 + h

m
k12

)
˙̃qk + ζk − hµg sgn((1− k22) ˙̃qk+1 + βk)

⇕
(1− k22) ˙̃qk+1 + βk ∈ βk + (1− k22)

(
1 + h

m
k12

)
˙̃qk

+ζk − (1− k22)hµg sgn((1− k22) ˙̃qk+1 + βk)
⇕
(1− k22) ˙̃qk+1 + βk = J

(1−k22)hµg
sgn

(
(1− k22)

(
1 + h

m
k12

)
˙̃qk + ζk + βk

)
,

(45)

where it is used that 1− k22 > 0 as in Lemmata 1 and 2. Equivalence with (40) follows. By
definition rθ̇k = ũ2,k+ϑ2,k. Therefore the above reasoning can be redone, introducing ũ2,k in
(43), in sgn(q̇k+1 − k21(qk+1 − x1d,k+1)− k22(q̇k+1 − x2d,k+1)− u2d,k+1 + ũ2,k+1) and adjusting
βk accordingly.
Proof of (41): We have ϑ2,k+1 = ϑ2,k+1(qk+1, q̇k+1, tk) = ϑ2,k+1(qk, q̇k, θ̇k, tk). Hence γk =
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γk(qk, q̇k, θ̇k, tk). Consider now (23c). Inserting (27) into (23c) yields:

rθ̇k+1 ∈ rθ̇k + hΛ(qk, q̇k, tk)

−hksl sgn(−ϑ2,k+1 + rθ̇k+1) + h r2µmg
I

λt,k+1

⇕
rθ̇k+1 − ϑ2,k+1 ∈ rθ̇k − ϑ2,k + ϑ2,k + hΛ(qk, q̇k, tk)

−ϑ2,k+1 − hksl sgn(−ϑ2,k+1 + rθ̇k+1) + h r2µmg
I

λt,k+1

⇕
rθ̇k+1 − ϑ2,k+1 ∈ rθ̇k − ϑ2,k + γk − hksl sgn(rθ̇k+1 − ϑ2,k+1).

(46)

This shows that (41) holds. □

It is noteworthy that (39), (40) and (41) are is similar to a proximal point algorithm [54].
However the presence of ”perturbations” introduces significant differences. They may be
named extended proximal-point algorithm. The behaviour of (39) is analysed in Lemma 2.
The behaviour of (40) and (41) is a consequence of the analysis in section 5.6. This allows
us to extend the results on classical proximal-point algorithms.

5.6 Stability Analysis

The stability analysis of (43) is inspired from its continuous-time counterpart. Using (23)-
(24) the discrete-time error dynamics are given by:



˙̃qk+1 = ˙̃qk + hµg(λt,d,k+1 − λt,k+1)

+
h

m
(u1,k − u1d,k) (47a)

u1,k = k11q̃k + k12 ˙̃qk + u1d,k (47b)

λt,d,k+1 ∈ sgn(q̇d,k+1 − u2d,k) (47c)

λt,k+1 ∈ sgn(q̇k+1 − rθ̇k+1) = sgn(q̇k+1 − ũ2,k+1

− ϑ2,k+1) (47d)

ϑ2,k = k21q̃k + k22 ˙̃qk + u2d,k (47e)

q̃k+1 = q̃k + h ˙̃qk. (47f)

with q̃k = qk−qd,k, ˙̃qk = q̇k−q̇d,k. Thus, similarly to the continuous-time design, we now focus
on the stability of the zero solution of the discrete error dynamics. Setting ek = [q̃k, ˙̃qk]

⊤, it
follows from (30) (47) that the discrete time error dynamics is given by:

ek+1 = (I + hAcl)ek − hµgEcl(λt,k+1 − λtd,k+1) (48a)

λt,k+1 ∈ sgn(q̇k+1 − rθ̇k+1) (48b)

λt,d,k+1 ∈ sgn(q̇d,k+1 − u2d,k+1) (48c)
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with the matrices Acl and Ecl as in (5) and θ̇k+1 satisfies (23c). Recalling that rθ̇k+1 =
ũ2,k+1 + ϑ2,k+1, (with ϑ2,k defined after (24)) and that ũ2,k+1 becomes zero after a finite
number of steps k∗ (Lemma 2), it is sufficient to study the difference inclusion (48) for
k ≥ k⋆, so that the error dynamics becomes equal to

ek+1 = (I + hAcl)ek − hµgEcl(λt,k+1 − λt,d,k+1) (49a)

λt,k+1 ∈ sgn(Cdek+1 + q̇d,k+1 − u2d,k+1) (49b)

λt,d,k+1 ∈ sgn(q̇d,k+1 − u2d,k+1) (49c)

where Cd = −[Ccl]1,• with Ccl as defined in Section 2. The following proposition states the
asymptotic stability of the discrete error dynamics.

Proposition 6 Let all the assumptions of Lemma 2 hold. Consider the difference inclusion
in (49), with bounded initial data. Assume that (Acl, Bcl, Ccl, Dcl) is strictly state passive, and
that P = P⊤ ≻ 0 is a solution to the SSPLMI(Acl, Bcl, Ccl, Dcl, ε). Thus, for h sufficiently
small, such that

εP − hA⊤
clPAcl ≻ 0, (50)

the origin of the error dynamics (49) is globally asymptotically stable.

PROOF: It is easy to see that any P = P⊤ ≻ 0 solution to the SSPLMI(Acl, Bcl, Ccl, Dcl, ε)
is also a solution to the SSPLMI(Acl, Ecl, Cd, 0, ε), with Cd = (−k21, 1−k22)

⊤. In particular:
i)A⊤

clP + PAcl ⪯ −εP and ii)PEcl = C⊤
d . Keeping this two facts in mind, consider the

candidate Lyapunov function V (ek) =
1
2
e⊤k Pek, and let ∆V = V (ek+1) − V (ek). It follows

from (49) that

∆V =
1

2
e⊤k+1Pek+1 −

1

2
e⊤k Pek

=
1

2
e⊤k (I + hAcl)P (I + hAcl)ek −

1

2
e⊤k Pek

− hµg ∆λ⊤
t,k+1E

⊤
clP (I + hAcl)ek +

(hµg)2

2
∆λt,k+1E

⊤
clPEcl ∆λt,k+1

=
1

2
e⊤k (I + hAcl)P (I + hAcl)ek −

1

2
e⊤k Pek − hµg ∆λ⊤

t,k+1E
⊤
clPek+1

− (hµg)2

2
∆λt,k+1E

⊤
clPEcl ∆λt,k+1, (51)

where ∆λt,k+1 = λt,k+1 − λt,d,k+1. Using E⊤
clP = Cd and the monotonicity of the sign

multifunction it follows from (49b) and (49c) that ∆λ⊤
t,k+1E

⊤
clPek+1 ≥ 0 and

∆V ≤ 1

2
e⊤k (I + hAcl)P (I + hAcl)ek −

1

2
e⊤k Pek

=
h

2
e⊤k (A

⊤
clP + PAcl + hA⊤

clPAcl)ek

≤ −h

2
e⊤k (εP − hA⊤

clPAcl)ek, (52)
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and the conclusion follows in view of (50). □

Remark 4 The variable θ̇k is uniformly bounded as well under the conditions in Lemma 2
and in Proposition 6. Indeed we have rθ̇k = ũ2,k+ϑ2,k = ũ2,k+k21(qk−qd,k)+k22(q̇k− q̇d,k)+
u2d,k. Lemma 2 and Proposition 6 allow us to conclude. After a finite number of steps it is
true that rθ̇k = ũ2,k + ϑ2,k = k21(qk − qd,k) + k22(q̇k − q̇d,k) + u2d,k.

5.7 Case with Unknown µ

Similarly to the continuous-time case, in this section we allow for µ to be time-dependent,
i.e., µk = µ(qk, q̇k, tk). The explicit expression for µk is assumed unknown, however, an upper
bound is assumed available, that is |µk| ≤ µ̄ for all k ∈ N and some known 0 ≤ µ̄ < ∞. In
this case, it is not possible to consider (27b) with this selection λ3,k+1. Indeed using (23a)
and (23c), it follows that ũ2,k+1 = rθ̇k+1 − ϑ2,k+1 depends on µ which is unknown. Another
way to see this is to consider that Mh in (32) depends on µ, hence λ3,k+1 in (27) used to
compute the controller, depends on µ. Therefore the reasoning in section 5.2 cannot be
applied directly to the current case.

5.7.1 Controller Calculation

To overcome this issue, the control input τk is modified in the following way

r

I
τk = Λd(q̇k, q̇d,k, k)− kslλ3,k+1 (53a)

λ3,k+1 ∈ sgn(H2,k − hkslλ3,k+1

+ hµ0,kα2λ̃t,k+1) (53b)

λ̃t,k+1 ∈ sgn(H1,k + hkslλ3,k+1

− hµ0,kα1λ̃t,k+1) (53c)

where µ0,k ≥ 0 denotes the nominal (known) value of the friction coefficient and, like above,

α1 = g
(

r2m
I

+ 1
)
and α2 = g

(
r2m
I

+ k22

)
. The arguments of the signum multifunction in

(53b) and (53c) replace the unknown λt,k+1 with its nominal value denoted λ̃t,k+1. Note that
(53) is independent of µk. Moreover, it is well-defined for all k ∈ N. Indeed, the subsystem
(53b)-(53c) can be rewritten equivalently as:

H(qk, q̇k, θ̇k, tk)− h

(
µ0,kα1 −ksl
−µ0,kα2 ksl

)(
λ̃t,k+1

λ3,k+1

)
∈ N[−1,1]2

(
λ̃t,k+1

λ3,k+1

)
(54)

with same matrices as in (32). Thus the well-posedness of the GE (54) is established, for
each k ∈ N, under the assumptions of Lemma 1. Hence, the control input τk in (53) is
uniquely defined for all k ∈ N. It is worth to remark that if µ0,k = 0, then the solution to the
GE (54) is not unique when H1,k + hkslλ3,k+1 = 0. Nevertheless, the multiplier (selection)
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λ3,k+1, and consequently the input τk, is always uniquely defined. Indeed, if µ0,k = 0 then
(53b) becomes

λ3,k+1 ∈ sgn(H2,k − hkslλ3,k+1) (55)

whose unique solution is

λ3,k+1 = Proj[−1,1]

(
H2,k

hksl

)
, (56)

such that τk is uniquely determined by (53a). Now, the new control input (53) transforms
the dynamics of ũ2,k+1 in (25) into

ũ2,k+1 = ϱk+1 + hα2(µkλt,k+1 − µ0,kλ̃t,k+1) (57a)

ϱk+1 = H2,k − hkslλ3,k+1 + hµ0,kα2λ̃t,k+1 (57b)

λ3,k+1 ∈ sgn(ϱk+1) (57c)

λ̃t,k+1 ∈ sgn(H1,k + hkslλ3,k+1

− hµ0,kα1λ̃t,k+1) (57d)

To see explicitly the difference between λt,k+1 and λ̃t,k+1, we recall using (23a) (23c) that
q̇k+1 − rθ̇k+1 = H1,k + hkslλ3,k+1 − hα1µkλt,k+1. Hence, under the assumption that µk > 0
for all k ∈ N, it follows from (23e) and [54, Example 23.4] that

λt,k+1 = Proj[−1,1]

(
H1,k + hkslλ3,k+1

hα1µk

)
, (58)

whereas, assuming that µ0,k > 0 for all k ∈ N, (53c) is equivalent to

λ̃t,k+1 = Proj[−1,1]

(
H1,k + hkslλ3,k+1

hα1µ0,k

)
, (59)

It is thus clear that when there is no uncertainty in the friction coefficient (i.e., µk = µ0,k for
all k ∈ N), then λt,k+1 = λ̃t,k+1, implying that ũ2,k+1 = ϱk+1 and the scheme (57) reduces to
(28). Notice also that the existence and uniqueness of λ3,k+1 implies that of λt,k+1 whenever
µk ̸= 0. On the other hand, if µk = 0, from (23e) we have λt,k+1 ∈ sgn(H1,k + hkslλ3,k+1) ⊆
[−1, 1], but in this case, the exact value of λt,k+1 becomes irrelevant, since it plays no role
in the dynamics (23) when µk = 0. We have thus proved the following.

Corollary 2 For any two sequences of uniformly bounded, non-negative friction coefficients,
{µk}k∈N and {µ0,k}k∈N, the controller τk is unique for all k ∈ N and the difference inclusion
(23), (53), (57) possesses a unique solution {qk}k∈N, {q̇k}k∈N, {θk}k∈N, {θ̇k}k∈N.

5.7.2 Stability Analysis

In what follows we focus on the stability properties of the zero solution of the closed-loop
error dynamics. We start with the study of the dymamics of ũ2,k+1 in (57).
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Proposition 7 Consider the scheme (57) and let 0 ≤ µ̄0 < ∞ be such that µ0,k ≤ µ̄0 for all
k ∈ N. If

ksl >

∣∣∣∣r2mI + k22

∣∣∣∣ (µ̄0 + sup
k∈N

|µk − µ0,k|
)

, (60)

then there is 0 < k∗ < ∞ such that ϱk+1 = 0 for all k ≥ k∗. In particular

|ũ2,k+1| ≤ h

∣∣∣∣r2mI + k22

∣∣∣∣ sup
k∈N

|µk − µ0,k| , (61)

for all k ≥ k∗.

PROOF: It follows from (57a)-(57b) that ϱk+1 satisfies

ϱk+1 = ϱk − hkslλ3,k+1 + hµ0,kα2λ̃t,k+1 + hα2

(
µk−1λt,k − µ0,k−1λ̃t,k

)
, (62)

since H2,k = rθ̇k − ϑ2,k = ũ2,k. Taking the candidate Lyapunov function V (ϱk) =
1
2
|ϱk|2, it

follows that

∆V = ϱ2k+1 −
1

2
(ϱ2k+1 + ϱ2k)

= ϱk+1

(
ϱk − hkslλ3,k+1 + hµ0,kα2λ̃t,k+1

hα2(µk−1λt,k − µ0,k−1λ̃t,k)
)
− 1

2
(ϱ2k+1 + ϱ2k)

≤ −1

2
(ϱk+1 − ϱk)

2 − h
(
ksl − |α2|(µ̄0

− |µk−1λt,k − µ0,k−1λ̃t,k|)
)
|ϱk+1|. (63)

Now, from (58)-(59), simple computations show that

µkλt,k+1 = Proj[−µk,µk]
(ak) , (64)

µ0,kλ̃t,k+1 = Proj[−µ0,k,µ0,k]
(ak) , (65)

where ak =
H1,k−1+hkslλ3,k

hα1
. Hence,

|µk−1λt,k − µ0,k−1λ̃t,k|

=
∣∣∣Proj[−µk−1,µk−1]

(ak)− Proj[−µ0,k−1,µ0,k−1]
(ak)

∣∣∣
≤ |µk−1 − µ0,k−1| ≤ sup

k∈N
|µk − µ0,k|. (66)

The conclusion follows by noticing that (60) and (66) imply in (63) that ∆V ≤ −ε|ϱk+1|,
for some ε > 0 sufficiently small, and the finite-time stability of the zero solution associated
with ϱk+1 follows. □
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Proposition 7 shows that ũ2,k+1 stays uniformly bounded for all k ∈ N, with an upper bound
proportional to the difference between the friction coefficients. Let us show that the error is
ultimately bounded. The associated error dynamics is now given by

ek+1 = (I + hAcl)ek

− hgEcl(µkλt,k+1 − µ0,kλt,d,k+1) (67a)

λt,k+1 ∈ sgn(Cdek+1 + q̇d,k+1

− u2d,k+1 − ũ2,k+1) (67b)

λt,d,k+1 ∈ sgn(q̇d,k+1 − u2d,k+1), (67c)

with ũ2,k+1 satisfying (57) and q̇d,k+1, λt,d,k+1 given by (24) with friction coefficient µ0,k.

Corollary 3 Consider the difference inclusion (57) and (67), with bounded initial data and
bounded friction coefficients (0 ≤ µk ≤ µ̄ and 0 ≤ µ0,k ≤ µ̄0 for all k ∈ N). Assume that
P = P⊤ ≻ 0 is a solution to the SSPLMI(Acl, Bcl, Ccl, Dcl, ε). If ksl > 0 satisfies (60) and
h > 0 is sufficiently small such that (50) holds, then the origin of (67) is GUUB in a ball

with radius ρ
√

λmax(P )
λmin(P )

where

ρ =

√
g∥∆µ∥l∞

λmin(εP − hA⊤
clPAcl)

Γ , (68)

Γ = ξ +
√
ξ2 + 2hλmin(εP − hA⊤

clPAcl)δ , (69)

ξ = ∥Cd(I + hAcl)∥
√

g∥∆µ∥l∞, and δ = 2µ̄α2 + g(µ̄+ µ̄0)∥Ecl∥.

PROOF: Similarly to the proof of Proposition 6, consider the function V (ek) = 1
2
e⊤k Pek.

This yields:

∆V ≤ −h

2
e⊤k (εP − hA⊤

clPAcl)ek − hg(µkλt,k+1 − µ0,kλtd,k+1)Cdek+1

− (hg)2

2
(µkλt,k+1 − µ0,kλtd,k+1)

2E⊤
clPEcl

≤ −h

2
e⊤k (εP − hA⊤

clPAcl)ek + hgµk(λt,k+1 − λtd,k+1)ũ2,k+1

− hg(µk − µ0,k)λt,k+1Cdek+1

≤ −h

2
e⊤k (εP − hA⊤

clPAcl)ek

+ hgµ̄|λt,k+1 − λtd,k+1||ũ2,k+1|+ hg|µk − µ0,k| (∥Cd(I + hAcl)ek∥
+hg(µ̄+ µ̄0)∥Ecl∥) , (70)
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where we have used the monotonicity property of the sign multifunction to get the second
inequality. Since, by assumption, ksl satisfies (60), it follows from (61) in Proposition 7 that,
after a finite number of steps, the difference ∆V satisfies

∆V ≤ −h

2
e⊤k (εP − hA⊤

clPAcl)ek

+ hg sup
k∈N

|µk − µ0,k|
(
2hµ̄α2

+ ∥Cd(I + hAcl)ek∥+ hg(µ̄+ µ̄0)∥Ecl∥
)
. (71)

Simple computations show that the right-hand side of (71) is negative whenever ∥ek∥2 > ρ.
The ultimate boundedness of the error ek follows in view of [56, Corollary 4.11.2]. □

6 Numerical Simulations

Consider the tracking problem for the plant (1) and (3), with the following parameters for
both systems: m = 1[Kg], k = 0[N/m], f = 0[(N/m)/s], r = 0.25[m], g = 9.81 [m/s2],
I = mr2

2
[Kg · m2]. The nominal friction coefficient of the desired system is set to the

constant value µ0 = 1.0, whereas the friction coefficient of the plant is set to

µ(t) = max
{
sin(5t) cos(t) + cos(πt) cos(t/

√
7), 0.1

}
. (72)

The inputs for the desired dynamics are set as

u1,d(t) = 1.5 cos(2πt) and u2,d(t) =
√
2 sin(

√
3t) . (73)

Two different discrete-time controllers are considered to address the tracking problem. The
first one is the controller (53) which is designed with a backward Euler discretization of (21).
As second controller, we consider the forward Euler discretization of (21)

r

I
τexp,k = Λd(q̇k, q̇d,k, tk)− kslsgn(rθ̇k − ϑ2,k) , (74)

with Λd(q̇k, q̇d,k, tk) as in (26) and ϑ2,k = k21(qk − qd,k) + k22(q̇k − q̇d,k) + u2,k. In what
follows the subindex ’exp’ is used to indicate the variables obtained from closing the loop
with (74). The resulting closed-loops are simulated considering a sampling time of h = 10−2

seconds. Regarding the parameters of each controller, the gain matrix K is computed from
the SSPLMI(Acl, Bcl, Ccl, Dcl, ε) with ε = 3.0 and with P satisfying (50) yielding

P =

[
45.42 8.52
8.52 2.9

]
, K =

[
−21.506 −6.995
−8.521 −1.902

]
. (75)
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Figure 3: Positions and velocities in (1) and (3) with the control laws (53) and (74).

For the controller (53), the computation of the multipliers λ̃t,k+1 and λ3,k+1 is done using
Proposition 4. Thus, with the above parameters, and taking into account the constraint
imposed by (60) in Proposition 7, the gain ksl is constrained to the set

1.56 < ksl < 115.806. (76)

In the following we set ksl = 15.0 for both control laws. Figures 3 through 8 show the time
evolution of closed-loop variables. Notably the proposed strategy (53) shows no chattering
in the input, leading to small tracking errors, contrary to the forward Euler controller (74),
where the input chattering propagates to the state q̇exp, affecting also the friction force
gµ(t)λt,exp(t). This chattering reduction is a landmark of backward Euler schemes [41, 42],
allowing better precision in the closed-loop. It is noteworthy that the splitting approach of
Proposition 4 converges to a solution of (54) with a precision of the order of 10−15, taking
in average 25 iterations at each time step. Pulleys’ angular velocity remains bounded (Fig.
7), while the relative velocity shows a stick/slip behaviour (Fig. 8). Due to lack of space
the issue of optimal choice of control gains in Proposition 3 and Corollary 3 is not tackled.
It can be formulated as an optimization problem under constraints.

7 Conclusions

This article is largely concerned with trajectory tracking control of frictional oscillators,
a class of set-valued nonsmooth dynamical systems which has received much attention in
the Nonlinear Dynamics scientific community. It is shown how backstepping and passivity
can be combined to achieve trajectory tracking when set-valued friction is considered, thus
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Figure 4: (Upper part) Position errors |qexp(t)−qd(t)| and |q(t)−qd(t)|, with controllers (74)
and (53), respectively. (Lower part) Velocity errors |q̇exp(t) − q̇d(t)| and |q̇(t) − q̇d(t)|, with
controllers (74) and (53), respectively.
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Figure 5: (Upper part) Control inputs (74) (gray line) and (53) (blue line). (Lower part)
Backstepping variables ũ2,exp(t) and ũ2(t).
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Figure 6: Friction forces f1(t) = gµ(t)λexp,t(t) (gray line), f1(t) = gµ(t)λt,d(t) (blue line),
and f1,d(t) = gµ0λt,d(t) (red line).
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Figure 7: Angular velocities θ̇exp and θ̇ with inputs (74) and (53), respectively.
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Figure 8: Relative velocities q̇rel,exp(t) = q̇exp(t) − rθ̇exp(t) and q̇rel(t) = q̇(t) − rθ̇(t) with
controllers (74) and (53), respectively.

extending backstepping to a class of maximal monotone interactions. Both the continuous
and the discrete-time cases are analysed. Robustness is studied carefully. It is noteworthy
that the results in this paper, extend naturally when the signum multifunction is replaced by
a bounded maximal monotone mapping λt ∈ M(q̇− rθ̇). The case of hypomonotone friction
(like Stribeck effects) is worth investigating: the addition of a linear feedback (using u1) from
both the mass and the pulley’s velocities may be necessary to recover the monotone case.
It would also be interesting to investigate whether or not the mass controller u1(qd, q̇d, q̈d)
could be generated through λt, without any direct action u1. Finally extension towards
higher dimensional systems (with several masses on the belt, or stacked masses) could be
tackled.

A Relay Systems and LCS

Consider the dynamics in (1a), (1c) with rθ̇ = u2. Using [35] this is equivalently rewritten
as: 

ẋ =

(
0 1
0 0

)
x+

(
0 0
1
m

0

)
u+

(
0
µg

)
+

(
0 0

−2µg 0

)
λ

0 ≤ λ ⊥ w =

(
0 1
0 0

)
u+

(
0
1

)
+

(
0 1
−1 0

)
λ

+

(
0 −1
0 0

)
x ≥ 0,

(77)
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with x = (q, q̇)⊤, λ = (λ1, λ2)
⊤, u = (u1, u2)

⊤. From the complementarity constraints:
λ1 ∈ [0, 1]. Same applies to (3). As alluded to above, uncertainties in µ do not affect
multipliers λ. The LCS in (77) is compactly written as ẋ(t) = Ax(t) + Eu(t) + E ′ +Bλ(t),
0 ≤ λ ⊥ Cx(t) + Dλ(t) + Fu(t) + F ′ ≥ 0. In (4) we have: Acl = A + EK, 2µgBcl = B,
Ccl = C + FK, Dcl = D. The multiplier λ1 satisfies 2µgλ1 ∈ sgn(q̇ − u2). Hence λ1 ∈
[− 1

2µg
, 1
2µg

]. The LCS form (77) shows that the controller acts in both the differential and
the complementarity parts of the dynamics, so that it is natural to follow a passivity-based
control strategy as in [27].

B Analysis of Convergence of Discrete-time Solutions

to Continuous-time Limits

This short section is a preliminary study of the convergence of piecewise-linear approxima-
tions (constructed from the discrete-time system’s variables). Let us consider a countable
sequence of positive timesteps {hk}k≥0, tk+1 − tk = hk > 0, and let T > 0 such that
T =

∑n
k=0 hk for some n ∈ IN . Let us analyze the convergence of the continuous piecewise-

linear functions:

ēn(t)
∆
= (ek+1 − ek)

t− tk
hk

+ ek, t ∈ [tk, tk+1), (78)

defined on [0, T ], and {ek}k≥0 is a trajectory of the difference inclusion (48) (or of (49)). Thus
we study the convergence of the sequences {ēn}n∈IN on [0, T ] as n → +∞. It is clear from
(78) and Proposition 6 that the sequence is uniformly bounded on [0, T ]. Secondly consider
||ēn(τ1)− ēn(τ2)|| for some n ∈ IN , τ1, τ2 ∈ [0, T ]. From continuity of the functions ēn(·), for
any ε > 0 there exists δ > 0 (that does not depend on n) such that ||ēn(τ1) − ēn(τ2)|| < ε
for any |τ1 − τ2| < δ. Thus the sequence {ēn(·)}n∈IN is uniformly equicontinuous. By the
Arzelà-Ascoli Theorem, it follows that there exists a subsequence {ēni

}i∈IN which converges
uniformly to a continuous limit ē(·) on [0, T ]. Consider now the functions:

˙̄en(t) =
ek+1 − ek

hk

, t ∈ [tk, tk+1), (79)

defined on [0, T ], which are the almost-everywhere derivatives of ēn(·). From Proposition
6 it follows that ˙̄en(t) is bounded, hence the sequence { ˙̄en(·)}n∈IN is uniformly bounded
on [0, T ]. From the Banach-Alaoglu Theorem, this sequence converges weakly⋆ towards a

bounded limit ˙̄e(·), i.e., for all φ ∈ L1([0, T ], IR
2): limn→+∞

∫ T

0
( ˙̄en(t) − ˙̄e(t))⊤φ(t)dt = 0.

Let λ̄⋆
t,n(t) = λt,k+1, and λ̄⋆

d,t,n(t) = λd,t,k+1, for all t ∈ [tk, tk+1). For identical reasons

(both multipliers are bounded) it follows that {λ̄⋆
t,n}n∈IN , {λ̄⋆

t,d,n}n∈IN converge weakly⋆ to

bounded limits λ̄t(·) and λ̄t,d(·), respectively, on [0, T ]. Notice that same results hold for the

sequences constructed from {θ̇k}k∈IN , i.e., ¯̇θn(t)
∆
= (θ̇k+1 − θ̇k)

t−tk
hk

+ θ̇k, t ∈ [tk, tk+1), and
˙̇̄
θn(t) =

θ̇k+1−θ̇k
hk

, t ∈ [tk, tk+1),, see Remark 4.
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The next step is to prove that limits are solutions of the closed-loop system (1) (11) (12),
equivalently of (47) or (49). From (49) the following holds for all t ∈ [tk, tk+1):

˙̄en(t) =
ek+1 − ek

hk

= Aclē
⋆
n(t)− µgEcl(λ̄

⋆
t,n(t)− λ̄⋆

d,t,n(t)), (80)

where ē⋆n(t) = ek, for all t ∈ [tk, tk+1). Mimicking [44, section 4.5], we have that ||ēn −
ē⋆n||2L2([0,T ]) ≤ C2T (supk hk)

2

3
where C is an upperbound of ˙̄en. It is deduced that {ē⋆n(·)}n≥0

converges to ē(·) strongly in L2([0, T ]). Now λt,k ∈ sgn(Cdek + q̇d,k − u2d,k), see (67b).
Thus λ̄⋆

t,n(t) ∈ sgn(Cdē
⋆
n(t) + q̇d,n(t) − u2d,n(t)) for all t ∈ [tk, tk+1), where both sequences

{q̇d,n(·)}n≥0 and {u2d,n(·)}n≥0 are constructed as in (78). Desired trajectories and inputs are
uniformly bounded, and we can assume that they satisfy regularity properties such that both
sequences converge uniformly to continuous qd(·) and u2d(·) on [0, T ]. Recalling that for a
compact set [0, T ]: L∞([0, T ]) ⊂ L2([0, T ]) ⊂ L1([0, T ]) and that the sequences {λ̄⋆

t,n}n∈N
and {λ̄⋆

d,t,n}n∈N converge in the weak⋆ topology of L∞([0, T ]), it follows that indeed both

sequences also converge in the weak topology of L2([0, T ]) towards λ̄t and λ̄d,t, respectively.
Now, using [54, Proposition 20.33] we deduce that λ̄t ∈ sgn(Cdē + q̇d − u2d) and λ̄d,t ∈
sgn(q̇d − u2d). Taking the limits of both sides in (80) it is inferred that the triplet of limit
functions (ē, λ̄t, λ̄d,t) are solution of (49).

⇝ This shows that the approximate discrete-time solutions obtained using the plant dis-
cretization in (23), are ”close” to the continuous-time differential inclusion.
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