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Abstract

Given a quantum Markovian noise model, we study the maximum dimension of

a classical or quantum system that can be stored for arbitrarily large time. We

show that, unlike the fixed time setting, in the limit of infinite time, the classical

and quantum capacities are characterized by efficiently computable properties of

the peripheral spectrum of the quantum channel. In addition, the capacities are

additive under tensor product, which implies in the language of Shannon theory

that the one-shot and the asymptotic i.i.d. capacities are the same. We also provide

an improved algorithm for computing the structure of the peripheral subspace of a

quantum channel, which might be of independent interest.

1 Introduction

Consider a quantum system that we would like to use for storing quantum or classical

information. This system is affected by noise that we assume is Markovian. It is natural

to ask what is the minimum error that can be achieved for storing logD (qu)bits of

information for some fixed time t. This is a typical question studied in Shannon theory,

but here we focus on the limit t → ∞, i.e., the information should remain in the system

for arbitrarily long times.

Building a quantum system able to store quantum information for large times is one of

the important goals of quantum information theory and it has been studied from different

angles. Quantum error correction gives a mechanism to actively preserve the quantum

information in a system undergoing local noise [19]. Such methods can achieve much

more than a memory and can be used for fault-tolerant quantum computation [8]. A

related important area of research is the study of self-correcting (or passive) quantum

memories [4], i.e., physical systems that are robust to different forms of imperfections

including thermal noise.
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In this paper, we study the question of quantum memory from an abstract Shannon

theory perspective where given a noise model, the objective is to characterize the fun-

damental limits that can be achieved without placing computational restrictions on the

encoding/decoding operations. As an example, we would like to characterize how many

qubits can be stored reliably for time t as a function of the noise model and t? Such

questions were studied in the recent work [15] and they obtained, among other results

about scrambling, conditions for the classical capacity to be zero as well as lower bounds

on the classical capacity of ergodic channels.

Our results In this work, we focus on the setting of arbitrarily large time, i.e., t→∞
and we characterize both the classical and quantum capacities for a fixed error δ in terms

of the peripheral spectrum of the noise model (Theorem 2.1). In addition, we show that

such capacities are additive for the tensor product of channels (Theorem 3.1) and can be

computed in polynomial-time in the dimension (Theorem 4.1). This algorithm for com-

puting the structure of the peripheral subspace (or the fixed point subspace) of a quantum

channel improves on previous works and might of independent interest. We note that the

fact that we can efficiently characterize the infinite-time capacities of noisy channels is

in contrast with other settings for which capacities or optimal success probabilities cor-

respond to hard problems, such as maximum independent set [14] or maximum coverage

problems [2].

2 Capacities of quantum noise models

For a Hilbert space H , we use the notation B(H) for the bounded linear operators on H .

When we do not need to make the Hilbert space explicit and when it has dimension d, we

denote the algebra of linear operators (or d × d complex matrices) by Md(C) or simply

Md for short. We recall that a quantum channel E : MD(C) → Md(C) is a completely

positive and trace preserving linear map. We refer to [21] for more detailed definitions

and properties of quantum channels.

We start with the standard definition of an error correcting code for a noisy quantum

channel T . Note that throughout the paper d ≥ 1 is an integer and T is a quantum

channel from Md(C) to Md(C).

Definition 2.1 (Classical and quantum codes). A quantum channel E :MD(C)→Md(C)

is a (D, δ) classical code for a channel T : Md(C) → Md(C) if there exists a recovery

channel R :Md(C)→MD(C) such that the average fidelity of the channel R◦T ◦E over

all diagonal density matrices inMD is at least 1− δ, i.e.,

1

D

D
∑

i=1

〈i|R ◦ T ◦ E(|i〉〈i|)|i〉 ≥ 1− δ, (1)
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where {|i〉}Di=1 is a fixed orthonormal basis of CD. We say that E is a (D, δ) quantum code

if there exist channel R such that the entanglement fidelity of R ◦ T ◦ E is at least 1− δ,
i.e.,

FE(R ◦ T ◦ E) = 〈Φ+| (I ⊗ (R ◦ T ◦ E))
(

|Φ+〉〈Φ+|
)

|Φ+〉 ≥ 1− δ, (2)

where |Φ+〉 = 1√
D

∑D
i=1 |i〉 ⊗ |i〉 ∈ (CD)⊗2 and I is the identity quantum channel on the

reference system of dimension D.

Then, we introduce the capacity as the dimension of the largest code for the channel

T for a fixed error parameter δ.

Definition 2.2 (Capacity). The (one-shot) classical capacity for a channel T is defined

as

Cδ(T ) = sup
E

logD,

where the supremum is over all possible (D, δ) classical codes E for T . Similarly, the

(one-shot) quantum capacity for the channel T is defined as

Qδ(T ) = sup
E

logD,

where the supremum is taken over all possible (D, δ) quantum codes.

We now see T as the noise that is applied for one time unit. Thus, by the Markov

assumption, after t time steps, the noise that is applied to the system is given by composing

T t times, which we denote by T t = T ◦ · · · ◦ T . As mentioned in the introduction, in

this paper, we are interested in the limit of large time t, which motivates the following

definition.

Definition 2.3. The infinite-time classical or quantum capacity of a quantum channel T
is defined as

C∞
δ (T ) = lim

t→∞
Cδ(T t) and Q∞

δ (T ) = lim
t→∞

Qδ(T t).

We make a few remarks about this definition.

Remark 2.1. In this definition, the encoding could in principle depend on the time t.

However, all the achievability results (i.e., lower bounds of the capacities) we obtain, the

same encoder E works for T t for all times t ≥ 1. In contrast, it is important for the results

to hold that the recovery channel R does depend on the time t.

Remark 2.2. This definition is concerned about passive error correction where no recovery

is allowed at regular intervals. One could define an active capacity as follows:

Q
active,t
δ (T ) = log{maxD : ∃E ,R1, . . . ,Rt s.t. FE(Rt ◦ T ◦ · · · ◦ T ◦ R1 ◦ T ◦ E) ≥ 1− δ},

where E : MD → Md and Ri : Md → Md for 1 ≤ i ≤ t − 1 and Rt : Md → MD are

quantum channels. Note that the active capacity can be larger than the passive one; in
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particular, it is simple to see that for any t ≥ 1, Qactive,t
0 (T ) = Q0(T ) by choosing the

recovery maps Ri to decode and re-encode information. The works [13, 6] have studied

some Shannon-theoretic aspects of active error correction.

Remark 2.3. Note that in general T t does not have a limit as t→∞, but for the capacities

Cδ(T t) and Qδ(T t), the limits exist as they are nonnegative nonincreasing sequences.

The characterization of both the classical and quantum capacities will be in terms of the

peripheral subspace χT of the quantum channel T . The following proposition summarizes

the definition and key properties about the peripheral subspace that will be used in this

paper. A proof of these statements and more properties can be found in [21, Section 6.5].

Proposition 2.1. The peripheral subspace of a quantum channel T is defined by

χT = span{X ∈Md(C) : T (X) = λX, for some |λ| = 1}.

It satisfies the following:

• There exists a direct sum decomposition of the Hilbert space Cd = H0⊕
⊕K

k=1(Hk,1⊗
Hk,2) for some nonnegative integer K such that

χT = 0⊕
K
⊕

k=1

Mdk(C)⊗ ωk, (3)

where Mdk(C) is the full matrix algebra on Hk,1, with dk = dimHk,1, and ωk is a

density operator on Hk,2.

• There exists unitaries Uk acting on Hk,1 and a permutation π which permutes systems

{1, . . . , K} having the same dimension such that for every X ∈ χT of the form

X = 0⊕
⊕K

k=1 xk ⊗ ωk, we have

T (X) = 0⊕
K
⊕

k=1

Ukxπ−1(k)U
†
k ⊗ ωk.

We are now ready to state our main theorem.

Theorem 2.1. Let T : Md → Md be a quantum channel and let K and {dk}Kk=1 be the

integers from the peripheral subspace decomposition in (3).

For any δ ∈ [0, 1), the infinite time classical capacity of T is given by

C∞
δ (T ) = log

(⌊∑

k dk

1− δ

⌋)

, (4)

and the quantum capacity can be bounded as

log

(⌊

maxk dk√
1− δ

⌋)

≤ Q∞
δ (T ) ≤ log(max

k
dk) + log

(

1

1− δ

)

. (5)

In addition, as shown in Theorem 4.1 below, the values {dk}k determining the structure

of χT can be computed in time polynomial in d given the description of T .
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We note that, in independent work, the special case δ = 0 of (4) and (5) were proved

in [16]. Before proving the Theorem, we make a few remarks.

Remark 2.4. For the quantum capacity, we do not have an exact expression for the capacity

but upper and lower bounds that differ by roughly 1
2

log(1 − δ). The upper and lower

bounds we establish in the proof is slightly stronger and it is simpler to express in terms

of the optimal error δ for a fixed code size D:

max
(γk)k

∑K
k=1 γ

2
k

D2
≤ sup{1− δ : ∃(D, δ) quantum code for T } ≤ max

(γk)k

∑K
k=1 dkγk

D2
(6)

where the supremum is taken over integers γk satisfying γk ≤ dk and
∑K

k=1 γk ≤ D. Note

that it is simple to see that the optimal choice for γk is simply to take γ1 = d1, . . . , γs = ds

and γs+1 = D−
∑s

k=1 γk where s = arg max{s :
∑s

k=1 dk < D}. When D is the sum of the

largest r elements of (dk)k, then the upper and lower bounds match and we obtain an exact

characterization. Observe that (5) follows from (6) by observing that max(γk)k

∑K

k=1 γ
2
k ≥

min (D2,maxk d
2
k) and

∑K
k=1 dkγk ≤ (maxk dk)D. We leave the problem of computing the

exact optimal fidelity as an open problem.

Remark 2.5 (Classical special case). Note that a classical stochastic d × d matrix M can

be seen as a special case of a quantum channel T (|i〉〈i′|) = 0 if i 6= i′ and T (|i〉〈i|) =
∑

j Mj,i|j〉〈j|. It is straightforward to verify that the eigenvalues of M are the eigenvalues

of T and that the quantity
∑K

k=1 dk for such a channel is the number of eigenvalues of M

of modulus 1 counted with multiplicity or the dimension of the peripheral subspace. This

quantity even has a combinatorial interpretation as the sum of the periods of the bottom

strongly connected components of the directed graph associated with the Markov chain

M , as shown in [9]. Note that this combinatorial interpretation holds more generally for

nonnegative matrices and such a decomposition into bottom strongly connected compo-

nents is sometimes called the Frobenious normal form of the matrix [1, Section 1.7], see

also e.g., in [11, Theorem 8.5.3 and Remark 8.5.4] for the period of each component. Using

the combinatorial interpretation, one can find an algorithm running in linear time in the

size of the graph for computing the capacity by using e.g., Tarjan’s algorithm [18] to find

the bottom strongly connected components and then find the periods of each component

using [5].

Proof. We start with the achievability statement, i.e., lower bounds on the capacities.

Using the decomposition of the space in Proposition 2.1, Cd = H0 ⊕
⊕K

k=1(Hk,1 ⊗ Hk,2),

let {|ek,j〉}dkj=1 be orthonormal bases of Hk,1. For different Hk,1 having the same dimension,

we will identify the orthonormal bases.

We define the classical code E as follows. Let σ :
{

1, . . . ,
∑K

k=1 dk

}

→ {(k, j) : k ∈
{1, . . . , K}, j ∈ {1, . . . , dk}} be an arbitrary bijection, then

E(|i〉〈i|) =

{

|eσ(i)〉〈eσ(i)| ⊗ ωk if 1 ≤ i ≤
∑K

k=1 dk

|e1〉〈e1| ⊗ ωk if
∑K

k=1 dk < i ≤ D.
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For 1 ≤ i ≤
∑K

k=1 dk, we have E(|i〉〈i|) = |ek,j〉〈ek,j|⊗ωk ∈ B(Hk,1⊗Hk,2) with (k, j) = σ(i).

As a result, applying T , we get

T (E(|i〉〈i|)) = Uπ(k)|ek,j〉〈ek,j| ⊗ ωπ(k)Uπ(k) ∈ B(Hπ(k),1 ⊗Hπ(k),2),

using Proposition 2.1. Composing t times the map T , we get

T t(E(|i〉〈i|)) = Uπt(k) · · ·Uπ(k)|ek,j〉〈ek,j|U †
π(k) · · ·U

†
πt(k) ⊗ ωπt(k) ∈ B(Hπt(k),1 ⊗Hπt(k),2).

Note that we always have T t(E(|i〉〈i|)) ∈ χT . For a time t, we choose a recovery map R
defined by

R(X) =

K
∑

k=1

VkU
†
π(k) · · ·U

†
πt(k)trHπt(k),2

(Pπt(k)XPπt(k))Uπt(k) · · ·Uπ(k)V
†
k ,

where Pk is the orthogonal projection onto Hk,1 ⊗ Hk,2 and Vk =
∑dk

j=1 |σ−1(k, j)〉〈ek,j|.
Clearly, an error occurs only if i >

∑K

i=1 dK and as such the success probability is given

by

1

D

D
∑

i=1

〈i|R ◦ T t ◦ E(|i〉〈i|)|i〉 = min(1,

∑D

k=1 dk

D
).

As a result, if we choose D =
⌊∑K

k=1 dk
1−δ

⌋

, we obtain the desired achievability.

Now let us construct a quantum code of dimension D satisfying the condition max(γk)k{
∑K

k=1 γ
2
k

D2 } ≥
1 − δ. Let γk achieve the maximum. It is convenient to label the basis of C

D by

elements in S ∪ S ′, where S = {(k, j) : k ∈ {1, . . . , K}, j = 1 ∈ {1, . . . , γk}} and

S ′ = {1, . . . , D − ∑K

k=1 γk}. By the condition
∑K

k=1 γk ≤ D, the set S is of size at

most D.

In order to define our encoding map E , we first define the Kraus operators Ek =
∑γk

j=1 |ek,j〉〈(k, j)| for k = 1 to K, and Fi = |e(1,1)〉〈i| for i ∈ S ′. Then for X ∈ MD(C) we

define E(X) =
∑K

k=1(EkXE
†
k)⊗ ωk +

∑

i∈S′ FiXF
†
i ⊗ ω1. As a result, we have

E(|(k, j)〉〈(k, j′)|) = |ek,j〉〈ek,j′| ⊗ ωk,

and E(|(k, j)〉〈(k′, j′)|) = 0 for k 6= k′. For i, i′ ∈ S ′ we get

E(|(k, j)〉〈i|) = 0,

E(|i〉〈i|) = |e1,1〉〈e1,1| ⊗ ω1 and E(|i〉〈i′|) = 0 for i 6= i′.

Thus, applying T t, we get

(T t ◦ E)(|(k, j)〉〈(k, j′)|) = Uπt(k) · · ·Uπ(k)|ek,j〉〈ek,j′|U †
π(k) · · ·U

†
πt(k) ⊗ ωπt(k).

6



Note that T t ◦ E(|(k, j)〉〈(k′, j′)|) ∈ χT . We choose R as

R(X) =

K
∑

k=1

VkU
†
π(k) · · ·U

†
πt(k)trHπt(k),2

(Pπt(k)XPπt(k))Uπt(k) · · ·Uπ(k)V
†
k ,

where Pk is the orthogonal projection onto Hk,1 ⊗Hk,2 and Vk =
∑γk

j=1 |(k, j)〉〈ek,j|.
Then we can compute the entanglement fidelity as

〈Φ+|
(

I ⊗ R ◦ T t ◦ E
) (

|Φ+〉〈Φ+|
)

|Φ+〉

≥ 1

D2

∑

(k,j),(k′,j′)∈S
〈(k, j)|R ◦ T t ◦ E(|(k, j)〉〈(k′, j′)|)|(k′, j′)〉

=
1

D2

K
∑

k=1

γk
∑

j,j′=1

1

=

∑K

k=1 γ
2
k

D2

≥ 1− γ,

which proves the desired result.

We now move to the converse bound. For this, it is convenient to consider the peripheral

projection channel TP [21, Proposition 6.3] which satisfies the following properties: [21]

• TP (Md) = χT

• there exist an increasing sequence {ti} such that limi→∞ T ti = TP

• TP (X) = X for any X ∈ χT .

Note that if E is a (D, δ) code for T , and ‖T − T ′‖⋄ ≤ η, where the diamond norm is

defined as ‖T − T ′‖⋄ = supρ ‖(I ⊗ (T − T ′))(ρ)‖1, then E is also a (D, δ+ η) code for T ′.

Consider a sequence ti such that limi→∞ T ti = TP and let ηi = ‖T ti − TP‖⋄. Let Ei
be a (D, δ) code for the channel T ti . Then Ei is also a (D, δ + ηi) code for the channel

TP . Thus Cδ(T ti) ≤ Cδ+ηi(TP ). Taking the limit i → ∞, we have that supδ′<δ Cδ′(TP ) ≤
C∞

δ (T ) ≤ infδ′>δ Cδ′(TP ). The exact same result holds for the quantum capacity as well.

It now suffices to find upper bounds on the capacities of the channel TP .

First, let us show that the classical and quantum capacities of TP and
∑K

k=0Ak ◦ TP
are the same, where we define Ak as follows. Define P0 to be the orthogonal projector

onto H0 and A0(X) = P0XP0. Then define Pk to be the orthogonal projector onto

Hk,1 ⊗ Hk,2 and Ak : B(Cd) → B(Hk,1) by Ak(X) = trHk,2
(PkXPk). Then

∑K

k=0Ak ◦ TP
is clearly a quantum channel. As TP (Md) = χT ,

∑K
k=0Ak ◦ TP =

∑K
k=1Ak ◦ TP so

∑K

k=1Ak ◦ TP is a quantum channel mapping B(Cd) to
⊕K

k=1B(Hk,1). The inequality

Cδ(
∑K

k=1Ak ◦ TP ) ≤ Cδ(TP ) is clear. For the other inequality, let E be a code for TP and

7



R be a corresponding recovery map. We define the recovery map R′ =
∑K

k=1R◦Bk where

Bk : B(Hk,1)→ B(Hk,1 ⊗Hk,2) and maps Bk(xk) = xk ⊗ ωk. It is easy to see that

R′ ◦
K
∑

k=1

Ak ◦ TP ◦ E = R ◦ TP ◦ E ,

which proves the desired statement. For this reason, in what follows, we assume that

dimH0 = 0 and dimHk,2 = 1 and the space decomposes as Cd =
⊕K

k=1Hk,1.

Let E be a (D, δ) classical code for TP and R a corresponding recovery channel. Note

that because TP (Md) = χT , for any density operator ρ ∈ B(Cd), there exists positive

operators ρk on Hk,1, TP (ρ) =
⊕K

k=1 ρk. In addition, as TP is trace-preserving
∑

k tr(ρk) =

1 and ρk ≤ IHk,1
, where IHk,1

is the identity on Hk,1. As a result, TP (ρ) ≤
⊕K

k=1 IHk,1
.

Thus,

1

D

D
∑

i=1

〈i|R ◦ TP ◦ E(|i〉〈i|)|i〉 ≤ 1

D

D
∑

i=1

〈i|R
(

K
⊕

k=1

IHk,1

)

|i〉

=
1

D
tr

(

K
⊕

k=1

IHk,1

)

=

∑K

k=1 dk

D
.

Thus, for any (D, δ) code, we should have
∑K

k=1 dk
D

≥ 1 − δ which implies D ≤
⌊∑K

k=1 dk
1−δ

⌋

.

This implies that Cδ(TP ) ≤
⌊∑K

k=1 dk
1−δ

⌋

. As a result C∞
δ (T ) ≤

⌊∑K
k=1 dk
1−δ′

⌋

for any δ′ > δ

which gives the desired result.

Let us now move to the quantum capacity. Let E be a (D, δ) classical code for TP
and R a corresponding recovery channel. In order to compute the entanglement fidelity,

recall that the entanglement fidelity of channel E with Kraus operators {Ei} is given by

FE(E) =
∑

i |tr(Ei)|2. Let us introduce Kraus operators for {Ej}j for TP ◦ E , {Ri}i for R.

As TP (Md) = χT , the operator {PkEj}k,j are also Kraus operators for the map TP ◦ E ,

where we recall that Pk is the projector onto Hk,1.

Then we have

FE(R ◦ TP ◦ E) =
1

D2

∑

i,j,k

|tr(RiPkEj)|2 .

Let us denote α2
k =

∑

i,j |tr(RiPkEj)|2. We show two properties on αk: α2
k ≤ dkβk with

∑

k βk = D and α2
k ≤ d2k. We start with the first property

α2
k ≤

∑

i,j

tr(RiPkP
†
kR

†
i )tr(E

†
jP

†
kPkEj)

= tr(Pk)
∑

j

tr
(

E
†
jPkEj

)

.

8



For the first inequality, we used the Cauchy-Schwarz inequality |tr(A†B)|2 ≤ tr(A†A)tr(B†B).

Then we used the fact that R is trace preserving. Now note that because TP ◦E is a quan-

tum channel, we have
∑

k,j tr
(

E
†
jP

†
kPkEj

)

= D. Calling βk =
∑

j tr
(

E
†
jP

†
kPkEj

)

, we

proved the first claimed inequality.

To show the second inequality α2
k ≤ d2k, we write

α2
k ≤

∑

i,j

tr(EjRiPkP
†
kR

†
iE

†
j )tr(P

†
kPk)

= tr(Pk)dk

= d2k.

where we used again the Cauchy-Schwarz inequality and the fact that TP ◦ E ◦R is trace-

preserving. Defining γk = min(dk, βk), we have that
∑K

k=1 γk ≤ D and γk ≤ dk and the

entanglement fidelity can be bounded as

FE(R ◦ TP ◦ E) ≤ 1

D2

K
∑

k=1

α2
k

≤ 1

D2

K
∑

k=1

dkγk,

which concludes the proof of (6).

2.1 Continuous-time dynamical system

We now consider a quantum Markovian evolution with a continuous time parameter. Such

an evolution is called a quantum dynamical semigroup or quantum Markov semigroup and

is a family of quantum channels (Tt)t≥0 satisfying the property Tt+s = Tt ◦ Ts for t, s ≥ 0.

As we show below, the infinite-time capacities of such evolutions can be easily related

to the discrete time case considered above. We note that a quantum Markov semigroup

(Tt)t≥0 is characterized by a linear map L (called the generator) satisfying Tt = eLt: (Tt)t≥0

forms a quantum Markov semigroup if and only if there exists a Hermitian matrix H and

matrices {Lj}j such that [7, 12][21, Theorem 7.1]

L(ρ) = i[ρ,H ] +
∑

j

LjρL
†
j −

1

2

(

L
†
jLjρ+ ρL

†
jLj

)

. (7)

Proposition 2.2. Let (Tt)t≥0 be a quantum Markov semigroup. Then we have

lim
t→∞

Cδ(Tt) = C∞
δ (T1)

lim
t→∞

Qδ(Tt) = Q∞
δ (T1).

In addition, the peripheral subspace χT1 can be expressed in terms of the spectrum of

generator L as follows:

χT1 = span{X ∈Md(C)|∃θ ∈ R, L(X) = iθX}.

9



Proof. Let E be a (D, δ) classical (or quantum) code for Tt, and R be its corresponding

recovery channel. If t′ ≤ t, then E is a (D, δ) classical (or quantum) code for Tt′ with

recovery operator R ◦ Tt−t′ . Therefore, we have the following inequalities:

Cδ(T⌊t⌋) ≥ Cδ(Tt) ≥ Cδ(T⌈t⌉)

and

Qδ(T⌊t⌋) ≥ Qδ(Tt) ≥ Qδ(T⌈t⌉).
In the limit as t→∞, both Cδ(T⌊t⌋) and Cδ(T⌈t⌉) converge to C∞

δ (T1). Therefore, we have

lim
t→∞

Cδ(Tt) = C∞
δ (T1) and lim

t→∞
Qδ(Tt) = Q∞

δ (T1).

Next, we examine the peripheral subspace of T1. It is straightforward to see that if

L(X) = iθX for some operator X and real number θ, then Tt(X) = etL(X) = eiθtX , which

implies X ∈ χTt . Consequently, if X is spanned by eigenoperators of L corresponding to

imaginary eigenvalues, then X belongs to χT1 .

To show the converse, we use the “super-operator form” which represents the linear

map E as a matrix Ê acting on the vector space of operators. Specifically, for a quantum

channel E and a density matrix ρ, the action of E can be written as vec(E(ρ)) = Êvec(ρ),

where vec(·) denotes the column-stacking vectorization of a matrix. Let L be the super-

operator form of L, with a Jordan decomposition given by

L = V

(

s
⊕

ℓ=1

Jℓ(λℓ)

)

V −1,

where Jℓ(λℓ) is a Jordan block corresponding to an eigenvalue λℓ of L, i.e., Jℓ(λℓ) =

λℓI + Jℓ(0) with Jℓ(0) =













0 1 0 . . . 0

0 0 1 . . . 0
...

...
. . .

...
...

0 . . . . . . . . . 0













∈Mdℓ , where dℓ is the size of the block.

Thus the super-operator of T1 = eL has the form

eL = V

(

s
⊕

ℓ=1

eJℓ(λℓ)

)

V −1, (8)

with

eJℓ(λℓ) = eλℓ ·



















1 1 1
2!
· · · 1

(dℓ−1)!

0 1 1 · · · 1
(dℓ−2)!

0 0 1 · · · 1
(dℓ−3)!

...
...

...
. . .

...

0 0 0 · · · 1



















.

Thus the eigenvalues of T1 are {eλℓ}ℓ. Now let X be an eigenvector of T1 with eigenvalue

eλℓ with |eλℓ| = 1. We know from [21, Proposition 6.2] that for such eigenvalues dℓ = 1.

Therefore, X is also an eigenvector of L with eigenvalue λℓ and λℓ is pure imaginary.
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3 Tensor Product of Quantum Channels

In this Section, we show the the infinite-time capacities are basically additive under tensor

product. To show that, we start with the following lemma about the peripheral subspace.

Lemma 3.1. Consider two quantum channels, T :Md(C)→Md(C) and S :Md′(C)→
Md′(C), with their respective peripheral projections denoted by TP and SP , and their re-

spective peripheral subspaces denoted by χT and χS . For the tensor product of these chan-

nels, T ⊗S, the peripheral projection is given by TP ⊗SP , and the corresponding peripheral

subspace is χT ⊗ χS .

Proof. By definition there exist increasing sequences {mi}, {ni}, and {ki} such that

lim
i→∞
T mi = TP , lim

i→∞
Sni = SP , and lim

i→∞
(T ⊗ S)ki = (T ⊗ S)P .

Since any power of a peripheral projection is itself, we have

lim
i→∞
T miniki = TP , lim

i→∞
Sminiki = SP , and lim

i→∞
(T ⊗ S)miniki = (T ⊗ S)P .

Therefore, (T ⊗ S)P = TP ⊗ SP .

Next, we consider the peripheral subspaces. The peripheral subspace is the fixed-

point subspace of the peripheral projection. If X ∈ χT ⊗ χS , then it can be written as

X =
∑

i Yi ⊗ Zi where Yi ∈ χT and Zi ∈ χS . So we have

TP ⊗ SP (X) =
∑

i

TP (Yi)⊗ SP (Zi) =
∑

i

Yi ⊗ Zi = X,

showing that X is a fixed point of TP ⊗ SP . Therefore χT ⊗ χS ⊆ χT ⊗S .

For the other direction, let X ∈ Md(C) ⊗Md′(C) belongs to peripheral subspace of

T ⊗ S, and decompose X as X =
∑

i Yi ⊗ Zi where Yi ∈Md(C) and Zi ∈Md′(C). Since

X is a fixed point of TP ⊗ SP , we have

X = TP ⊗ SP (X) =
∑

i

TP (Yi)⊗ SP (Zi).

Because TP (Yi) ∈ χT and SP (Zi) ∈ χS , it follows thatX ∈ χT⊗χS . Thus χT ⊗S ⊆ χT⊗χS .

Therefore, we conclude that χT ⊗S = χT ⊗ χS .

Theorem 3.1. For any two quantum channels T and S, the infinite-time zero-error clas-

sical and quantum capacities are additive under the tensor product. Specifically, we have:

C∞
0 (T ⊗ S) = C∞

0 (T ) + C∞
0 (S) ,

Q∞
0 (T ⊗ S) = Q∞

0 (T ) +Q∞
0 (S) .
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Proof. By Lemma 3.1, the peripheral subspace of T ⊗ S is the tensor product of the

peripheral subspace of T and S. So if χT = 0⊕
⊕K

k=1Mdk(C)⊗ωk for the decomposition

Cd = H0 ⊕
⊕K

k=1Hk,1 ⊗ Hk,2 and χS = 0 ⊕
⊕K ′

k′=1Md′
k′

(C) ⊗ ω′
k′ for the decomposition

Cd′ = H ′
0 ⊕

⊕K ′

k′=1H
′
k′,1 ⊗H ′

k′,2, then we can decompose

C
d ⊗ C

d′ = H0 ⊕
⊕

k∈{1,...,K},k′∈{1,...,K ′}
Hk,1 ⊗H ′

k′,1 ⊗Hk,2 ⊗H ′
k′,2,

where

H0 = (H0 ⊗H ′
0)⊕

(

H0 ⊗ (
K ′

⊕

k′=1

H ′
k′,1 ⊗H ′

k′,2)

)

⊕
(

(
K
⊕

k=1

Hk,1 ⊗Hk,2)⊗H ′
0

)

and get for this decomposition

χT ⊗S = 0⊕
⊕

k,k′

Mdk×d′
k′

(C)⊗ ωk ⊗ ω′
k′.

By Theorem 2.1, C∞
0 (T ⊗S) = log(

∑

k,k′ dkd
′
k′) = C∞

0 (T ) +C∞
0 (S) and Q∞

0 (T ⊗S) =

log(maxk,k′ dkd
′
k′) = Q∞

0 (T ) +Q∞
0 (S).

A simple corollary is that when taking tensor powers of a channel, as is common in

Shannon theory, the classical and quantum capacities are given by the zero-error capacities

at infinite time.

Proposition 3.1. Let δ ∈ [0, 1) and T :Md →Md be a quantum channel. Then

lim
m→∞

1

m
C∞

δ

(

T ⊗m
)

= C∞
0 (T ),

and

lim
m→∞

1

m
Q∞

δ

(

T ⊗m
)

= Q∞
0 (T ).

Proof. By Theorem 2.1 and Theorem 3.1, we have

C∞
δ (T ⊗m) = log

(⌊

2C∞
0 (T ⊗m)

1− δ

⌋)

= log

(⌊

2mC∞
0 (T )

1− δ

⌋)

.

But

mC∞
0 (T ) + log

(

1

1− δ

)

− 1 ≤ log

(⌊

2mC∞
0 (T )

1− δ

⌋)

≤ mC∞
0 (T ) + log

(

1

1− δ

)

,

which proves the desired result.

For the quantum capacity, the same argument gives

mQ∞
0 (T ) +

1

2
log

(

1

1− δ

)

− 1 ≤ Q∞
δ

(

T ⊗m
)

≤ mQ∞
0 (T ) + log

(

1

1− δ

)

,

which proves the desired result.
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4 An efficient algorithm for the structure of the pe-

ripheral subspace

In this section, we describe an algorithm to efficiently determine the structure of the

peripheral subspace of a quantum channel. An algorithm using O(d8) operations for this

task was previously described in [22] and a related algorithm in [9]. Here, we improve it

and show that it can be done in O(d6 log d). The paper [3] also describes an algorithm

to represent the peripheral subspace as a linear span but relies on [10] for the structure,

and for the latter, it is not clear whether it is efficient. Note that here, we work under

a simplifying assumption that standard operations on a d × d matrix can be done in

time O(d3) (e.g., matrix multiplication, spectral decomposition, Jordan normal form). We

leave for future work a more detailed complexity analysis for finding the structure of the

peripheral subspace.

Theorem 4.1. Let T : Md(C) → Md(C) be a quantum channel, and let χT = 0 ⊕
⊕K

k=1Mdk(C)⊗ ωk be the decomposition of its peripheral subspace as described in Propo-

sition 2.1. Algorithm 1, takes the super-operator form of T as input and returns a rep-

resentation of the Hilbert space decomposition and the fixed density matrices ωk in time

O(d6 log d).

Remark 4.1. An implementation of this algorithm with examples can be found in [17].

Proof. The first step is to compute the peripheral projection channel TP . Let T̂ ∈ Md2

be the super-operator form of T . Using the Jordan normal form, we can express T̂ as

T̂ =
∑s

ℓ=1 λℓPℓ + Nℓ, where λℓ are the eigenvalues of T̂ , Pℓ are projections and Nℓ are

nilpotent. The super-operator form of TP is given by [21, Proposition 6.3]

T̂P =
∑

ℓ:|λℓ|=1

Pℓ.

Thus, T̂P can be computed using the Jordan normal form of T̂ which can be obtained in

time O((d2)3) = O(d6).

Recall that χT = Fix(TP ), where Fix(S) is the fixed point space of a map S, i.e.,

Fix(S) = span{X ∈ Md : S(X) = X}. The rest of the algorithm computes the structure

of the fixed point space of the quantum channel TP .

Let χT = Fix(TP ) = 0⊕
⊕K

k=1Mdk ⊗ ωk for the Hilbert space decomposition

C
d = H0 ⊕

K
⊕

k=1

Hk,1 ⊗Hk,2. (9)

Instead of working directly with χT , it is convenient to work with the matrix algebra

A ⊆ B(Cd) which is defined as

A =

K
⊕

k=1

Mdk ⊗ Id′k . (10)
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for the Hilbert space decompostion (9) with dk = dimHk,1 and d′k = dimHk,2. Then, χT

is called a distortion of the matrix algebra A =
⊕K

k=1Mdk⊗Id′k , i.e., there is a completely

positive map D such that D(A) = χT .

In [3, Theorem 5 and Section V], an algorithm is given to find operators A1, . . . , AN ∈
Md such that A = span(A1, . . . , AN). This is done by computing left and right eigenvec-

tors of T̂ and thus can be done in time O(d6).

What remains is now to determine the structure of A. Let us call Pk the orthogonal

projector on Hk,1 ⊗ Hk,2. The first step is to compute the projectors Pk and the second

step is to find the dimensions dk and d′k.

We start with the first step, i.e., computing Pk. For that we use that the projectors Pk

are the minimal projections in the center of A. Recall that the center Z(A) = {X ∈ A :

XY = Y X ∀Y ∈ A} and that Z(A) = A ∩ A′ where A′ is the commutant of A defined

by A′ = {X ∈ B(Cd) : XY = Y X ∀Y ∈ A}.
Note that for the matrix algebra A in (10), we haveA′ =

⊕K
k=1 IHk,1

⊗Md′
k

and Z(A) =
⊕K

k=1CIHk,1
⊗ IHk,2

. Given an algebra B, a minimal projection in B is an orthogonal

projection P such that PBP = CP [10]. The minimal projections of Z(A), that are also

called the minimal central projections, are exactly the projectors Pk we are looking for.

Thus, in order to compute the projectors {Pk}Kk=1, we first compute a representation

of Z(A) as a linear span. We do this by computing a representation of the commutant

A′ as the linear span of some operators B1, . . . , BN ′ , which can be done by computing

the kernel of the matrix Γ described in Lemma 4.1. Then, the center can be computed

by taking the intersection of subspaces A and A′; see Algorithm 3. Then Algorithm 6

described a general algorithm to find all minimal projections of an algebra in B(Cd) in

time O(Nd3 log d), where N is the number of operators describing the algebra as a linear

span. Note that the center Z(A) has dimension at most d and so we may assume N ≤ d.

As such, we have computed all the {Pk}Kk=1 in time O(d5 log d).

Now, the second step is within each block k, we want to compute dk = dimHk,1

and d′k = dimHk,2. For that we now compute minimal projections Pk,j in A satisfying

Pk,jPk = Pk,j in algebra A by using Algorithm 6 with inputs Pk and {A1, . . . , AN}. From

the form of the algebra A, we know that any minimal projection Q with QPk = Q is of

the form Q = |ψ〉〈ψ| ⊗ IHk,2
for some |ψ〉 ∈ Hk,1. As a result, there exists orthogonal unit

vectors |ek,j〉 such that Pk,j = |ek,j〉〈ek,j| ⊗ IHk,2
. We have that d′k = rank(Pk,j) and dk is

the number of minimal projections found {Pk,j}j. For each k, the runtime for finding the

minimal projections {Pk,j}kj=1 O(dk × d5 log d) (as the dimension N of the algebra A can

be up to d2). As
∑K

k=1 dk ≤ d, the runtime of this step is O(d6 log d).

Below we provide a lemma that was used in the above proof. For this lemma we need

the concept of operator-vector correspondence: given a matrix X ∈Mn(C), it represents

a vector, |X〉〉 ∈ C
n ⊗ C

n.
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Lemma 4.1. Let A be a matrix algebra generated by {A1, · · · , AN}, and A′ be the com-

mutant of A. Then X belongs to A′ if and only if |X〉〉 belongs to the kernel of Γ, where

Γ =
N
∑

i=1

(

Ai ⊗ I − I ⊗ AT
i

)† (
Ai ⊗ I − I ⊗AT

i

)

. (11)

Proof. By the fact that A⊗ B|C〉〉 = |ACBT 〉〉 (see [20, Proposition 2.20]) applies if the

dimensions of A, B, and C indicate ACBT is a valid matrix. So X ⊗ I|Y 〉〉 = |XY 〉〉 and

I ⊗XT |Y 〉〉 = |Y X〉〉. Therefore if we define

ΓAi
:=
(

Ai ⊗ I − I ⊗ AT
i

)† (
Ai ⊗ I − I ⊗AT

i

)

,

then an operator X commutes with Ai if and only if ΓAi
|X〉〉 = 0. As ΓAi

is positive,

the kernel of Γ is the intersection of kernels of all ΓAi
. Thus, X ∈ A′ if and only if

|X〉〉 ∈ Γ.

Algorithm 1 Find the structure of χT

1: Input: T̂ , the super-operator form of T
2: Output: The structure of χT as in (3)

3: procedure Peripheral-Subspace-Structure(T )
4: T̂ =

∑s

ℓ=1
λℓPℓ +Nℓ ⊲ Jordan decomposition

5: T̂P ←
∑

ℓ:|λℓ|=1
Pℓ

6: return Fixed-Subspace-Structure(T̂P ) ⊲ Algorithm 2

7: end procedure

Algorithm 2 Find the fixed point structure Fix(S)

1: Input: Ŝ, the super-operator form of S
2: Output: The structure of Fix(S)
3: procedure Fixed-Subspace-Structure(S)
4: {A1, . . . , AN} ← Per-algebra-as-linear-span(S) ⊲ [3] repr. of A as a linear span

5: {C1, . . . , CM} ← Center-of-algebra(A1, . . . , AN ) ⊲ Algorithm 3

6: Ensure {Aj}j and {Cj}j are Hermitian via A→ A+A† and A→ i(A−A†)

7: P ← projector on support of the center of A ⊲ P projector onto ⊕K
k=1

Hk,1 ⊗Hk,2

8: minimalCentralProj ← Minimal-projections(P, {Ci}) ⊲ Algorithm 6

9: for k ← 1 to K do

10: Pk ← minimalCentralProj[k]

11: minimalProj[k] ← Find-minimal-projections(Pk , {Ai}) ⊲ Algorithm 6

12: Construct basis {|ek,j〉}dk

j=1
of Hk,1

13: end for

14: Compute {ωk} as in [3, Lemma 5.4]

15: return for each k = 1, . . . ,K, minimalCentralProj, minimalProj, a basis {|ek,j〉}dk

j=1
of Hk,1 and

ωk

16: end procedure
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Algorithm 3 Compute center of algebra A = span{A1, . . . , AN}
1: Input: A1, A2, . . . , AN ∈ Md ⊲ A = span(A1, . . . , AN )

2: Output: {C1, . . . , CM} that span the center of A
3: procedure Center-of-algebra(A1 , A2, . . . , AN )

4: Γ←∑

i(A
†
iAi)⊗ I −A†

i ⊗AT
i −Ai ⊗Ai + I ⊗ (AiA

T
i ) ⊲ Ā is the complex conjugate of A

5: Compute the kernel of Γ as span{B1, . . . , BN ′} ⊲ See Lemma 4.1, span{B1, . . . , BN ′} = A′

6: Γ′ ←∑

i(B
†
iBi)⊗ I −B†

i ⊗BT
i −Bi ⊗Bi + I ⊗ (BiB

T
i ) ⊲ ker Γ′ corresponds to A′′ = A

7: Compute the kernel of Γ + Γ′ as span{C1, . . . , CM} ⊲ Γ,Γ′ ≥ 0, so ker Γ + Γ′ = kerΓ ∩ ker Γ′

8: return {C1, . . . , CM}
9: end procedure ⊲ The runtime of this procedure is O(Nd4 + d6)

Algorithm 4 Find projection smaller than P

1: Input: Orthogonal projection P and {Ai}Ni=1
spanning A

2: Output: Projection Q ∈ A such that QP = Q, and tr(Q) ≤ tr(P )/2 if P is not minimal

3: procedure Reduce-Projection(P, {Ai} )
4: if ∃i is such that PAiP 6∈ CP then ⊲ P is not minimal

5: Write spectral decomposition PAiP =
∑

j λjPj ⊲ At least 2 nonzero eigenvalues

6: ⊲ [10] shows that Pj ∈ A for all j

7: return Q = argmin{tr(Pj)} ⊲ We have tr(Q) ≤ tr(P )/2 as
∑

j Pj ≤ P

8: else ⊲ P is minimal

9: Return P

10: end if

11: end procedure ⊲ The runtime of this procedure is O(Nd3)

Algorithm 5 Find one minimal projection in the range of projection P

1: Input: Orthogonal projection P and {Ai} spanning A
2: Output: A minimal projection Q ∈ A such that Q ≤ P

3: procedure Find-one-minimal-projection(P, {Ai})
4: Q← Reduce-Projection(P, {Ai}) ⊲ Algorithm 4

5: while P 6= Q do ⊲ As the trace is divided by 2 at each step, at most log d steps

6: P ← Q

7: Q← Reduce-Projection(P, {Ai})
8: end while

9: return P

10: end procedure ⊲ Reduce-Projection is called at most log d times
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Algorithm 6 Decomposing P to minimal projection in algebra A
1: Input: Orthogonal projection P ∈ A and {Ai} spanning A
2: Output: A set of minimal projections Q1, . . . , Qs in A such that Q1 + · · ·+Qs = P

3: procedure Find-minimal-projections(P, {Ai})
4: minimalProjections ← {}
5: while P 6= 0 do ⊲ Iterate until P becomes zero

6: Q← Find-one-minimal-projection(P ) ⊲ Algorithm 5

7: Add Q to minimalProjections

8: P ← P −Q ⊲ Update P by removing the minimal projector that was found

9: ⊲ Note that P −Q is also an orthogonal projector

10: end while

11: return minimalProjections

12: end procedure

5 Concluding remarks

In summary, we have shown that in the setting of infinite time, the classical and quantum

capacities are essentially given by the zero-error capacities and can be efficiently computed,

unlike the fixed time setting. We see this result as a first step towards understanding

channel capacities for quantum evolutions. It would be interesting to study the behaviour

of capacities for finite t both for active and passive error correction.
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