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polling systems⋆
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{khushboo.agarwal, eitan.altman}@inria.fr

Abstract. The paper focuses on a particular polling system known as
the cyclic Bernoulli polling (CBP) system, where a server moves cycli-
cally between the stations and serves the queue at a station with a certain
probability when polled. Each station follows either a gated or partially
exhaustive service discipline.
In the steady state of such a system, we study a new game-theoretic as-
pect, where, the stations strategically choose the probability of accepting
or rejecting the service from the server when polled. We examine three
variants of non-cooperative games among stations: (i) each station self-
ishly minimizes its expected waiting time, (ii) a team game where each
station minimizes the expected workload of the system, and (iii) stations
act with partial cooperation, incurring an additional linear cost.
We begin by presenting a new result for the CBP system regarding
the continuity of expected waiting times in relation to the probabili-
ties selected by the stations. For each game, we then investigate the
existence and uniqueness of the Nash equilibrium (NE). In some cases,
the NE is explicitly derived, while in others, characterizing the NE re-
mains challenging due to the complex dependence of waiting times on
the non-trivial buffer occupancy equations. Nonetheless, we analyze the
NE and its properties through numerical experiments. Notably, in many
instances, stations opt to accept service with a probability less than 1 —
a trend observed even among selfish stations.

Keywords: Strategic stations · Cyclic Bernoulli polling · Game theory.

1 Introduction

Queues are everywhere; therefore, it is no surprise that the study of queuing
systems is rich today. The questions about whether or not to queue, where to
queue, when to queue, etc. are all explored to great lengths [2]. The polling
system is a particular queuing system that caters to several applications like
computer networks, telecommunications, production systems, traffic and trans-
portation systems [6], and is of interest to us. In the simplest form and words,
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via the project n°ANR-22-PEFT-0010 of the France 2030 program PEPR réseaux
du futur, and partially by DST-INRIA project LION.
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there is a single server in a polling system which moves in a given (random or
fixed) order around the stations to check if there are customers queued up at
the stations (polls) and then serves some or all customers at the polled station.
The literature on polling systems is vast, and critical metrics like cycle dura-
tion, mean waiting times, and mean number of jobs waiting are analyzed for
different kinds of routing mechanisms of the server(s), service discipline used by
the queues, and in both discrete/continuous framework; one should refer to the
excellent work culminated in [21,22], along with [15,16,23,24], for example.

The authors in [4] deviated from the classical polling systems by studying
‘cyclic Bernoulli polling (CBP) systems’ where the server moves cyclically among
N < ∞ stations, and it may or may not provide service to the polled station
with some probability. Here, the switching time (between two stations) is the
sum of walking time (required to move) and the switch-in time (incurred while
setting up the server if service is provided).

In this paper, we further deviate from the work in [4] as follows: when the
server polls a station, the station accepts or rejects the service from the server
with some probability. The system evolves in continuous time and reaches a
steady state under natural assumptions. In such a state of the system, we study
the non-cooperative game among stations that attempt to minimize some cost
function, where pure strategies refer to the probability of accepting or rejecting
the service. Thus, the strategy space for each station is a closed, convex set.
Each station makes its decision by anticipating the decisions taken by the other
stations.

To our knowledge, the literature on games in polling systems is limited to
the work in [1] and [9]. In [1], a routing game is studied for customers in a two-
queue polling system. While in [9], there is a game between the server and the
customers in a tandem queue: the server decides the operating scheme and the
price charged to the customers; the customers decide whether to join the queue
or balk. Our work is novel for analyzing strategic stations in polling systems. This
new line of research parallels the sub-field of queuing theory, named strategic
queuing, where customers, servers, etc., make decisions. For a compact reference
on strategic queuing, see the books [13,14] and recent studies like [5, 8, 12,18].

We specifically consider three kinds of cost functions for each station, which
implies three different games:

– expected waiting time, leading to the game among selfish stations;

– expected workload in the system, which represents the team approach to
cooperative stations;

– expected workload in the system plus the linear cost, leads to the game
among partially-cooperative stations.

In the first game, all the stations either use gated or partially exhaustive service
discipline, each of which is explained below:

– gated service: all the customers present at the arrival instant of the server
are served by the server, and no other customer is served;
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– partially exhaustive service: all the customers present at the polling instant
and arriving during the service of the customers at the queue are served;
however, the customers arriving during the switch-in time are not served.

A mix of service disciplines is allowed in the other two games.
In Section 2, we summarize the CBP systems which form the necessary back-

ground for our study. The games are introduced formally in Section 3 and ana-
lyzed in Section 4.

The key metric for the game among selfish stations is the expected wait-
ing time, which is evaluated via a set of N3 linear equations known as buffer
occupancy equations. It is first shown that these equations admit a unique so-
lution for the CBP system, and then we show that the expected waiting time is
continuous in the probabilities of accepting the service concerning each station.
Finally, the existence of a mixed strategy Nash equilibrium (NE) is proved. Here,
it is important to note that further theoretical analysis is challenged due to the
non-trivial form of the buffer-occupancy equations.

Further, the NE is shown to exist for the game among cooperative or par-
tially cooperative stations. In many cases, the NE is pure and unique, and is
characterized explicitly when the switch-in times are zero. In Section 5, we nu-
merically study if a station accepts or rejects service with probability (w.p.)
lesser or equal to one, how the cost varies at equilibrium and the price of an-
archy. Interestingly, we show that in a competitive environment, even a selfish
station does not accept the service w.p. 1. Also, contrary to the anticipation,
costs at NE do not always increase with switch-in time, and the system perfor-
mance at NE improves as the expected switch-in time increases. We conclude
the work and provide several possible future research directions in Section 6.

2 Background

Following [4], the paper considers the cyclic Bernoulli polling (CBP) system
with N < ∞ stations. Each station has a queue of customers who need service.
However, unlike the classical polling models, we examine the decision-making of
the stations which strategically decide to accept/reject service from the server,
with a certain probability, to minimize specific cost functions. Under the steady
state of CBP system, these interactions are modelled as a non-cooperative game
among the stations. To this end, it is first essential to understand the CBP
system, and we focus precisely on this in the immediate next.

Consider a polling system with N stations, each consisting of a queue. For
queue i ∈ {1, . . . , N}, the inter-arrival time for customers is distributed as an
exponential random variable with rate λi. The customers in each station/queue
are served by a single server, which moves cyclically. The time taken for a cus-
tomer to be served in queue i is distributed as Bi such that the expected service

time is bi and the second moment of service time is b
(2)
i . Thus, each queue is

modelled as a M/G/1 queuing system. Note that the words station and queue are
sometimes used interchangeably, and the usage will be evident per the context.
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The traffic offered to queue i is given by ρi := λibi, and we assume the
following to ensure the stability of the system:

K1: The traffic offered to the system ρ :=
∑N

i=1 ρi < 1.

The time instant when the server arrives at a queue is called the polling
instant. At each arrival instant, the server chooses to provide or not provide the
service to the station. This decision with respect to (w.r.t.) station i is assumed
to be Bernoulli distributed with parameter pi; thus, pi are the control variables
for the server. To ensure that the system remains stable, in addition to K1, it is
further assumed that:

K2: The probability pi > 0 for each i.

If the server does not provide the service to the customers waiting at sta-
tion/queue i, it simply moves on to the next station/queue, as depicted in Fig-

ure 1. The time taken to walk is then denoted by Di, which has di and d
(2)
i as

the expectation and second moment, respectively. The total walking time in a
complete cycle is given by D :=

∑N
i=1 Di, with the first and second moment

represented by d and d(2) respectively.

Station i Station (i + 1)Server

walking-time = Di

Instant service completes Polling instant

Server

Station does not receive/accept service

w.p. 1 − pi+1

Server moves ahead

New arrivals are possible

 during this time, in each station!

3 customers in 
the queue

Fig. 1: Timeline of events in CBP system: when the server does not provide
service to queue i + 1 (in game-theoretic framework, it represents the scenario
where the station rejects the service)

However, if the station i receives service from the server, then it takes some
time to start the service after arrival; new arrivals are possible during this time,
which may or may not be served depending upon the service discipline used by
the station; this scenario is depicted in Figure 2. The time difference between
the start of the service at queue i and the polling instant of queue i is called the
i-th switch-in time (denoted as Ri). The expectation and the second moment

for Ri are represented by ri and r
(2)
i , respectively. After service completion, the

server again takes a random amount of time (Di) to walk between the departure
instant (when service ends) of queue i and the polling instant for queue (i+ 1).
As in [4], we assume that:
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K3: The inter-arrival, service and walking times are mutually independent.

Station (i + 1)Server

Polling instant

Station receives/accepts 

service, w.p. pi+1

Service starts
switch-in time = Ri+1

New 
arrival

Server

Instant service completes

total service time

New 
arrival

Bi+1 Bi+1

New arrivals are possible

 during this time, in other stations

2 more 
arrivals

Fig. 2: Timeline of events in CBP system: when the server provides service to
station i+1 ∈ G (in game-theoretic framework, it represents the scenario where
the station accepts the service)

Further, we assume each queue can be served according to the gated (G) or the
partially exhaustive (P) discipline. With slight abuse of notation, we represent
the set of queues served according to the gated and exhaustive discipline by G
and P, respectively.

Let X̃j
n be the number of customers in queue j at n-th time that a queue is

polled. Then, under K1-K3, using [3, Proposition 3.2], it can be shown that the

Markov chain {X̃1
n, . . . , X̃

N
n }n is ergodic. Let Xj

i be the number of customers at
queue j when queue i is polled in the steady state. The evolution of these random
variables (Xj

i ) is described in [4, (1)] for gated and in [4, (13)] for partially
exhaustive disciplines. This completes the description of the CBP system.

With this background, we finally proceed towards the game formulation. Note
that the rest of the paper assumes the system to be in a steady state under the
assumptions K1-K3.

3 Non-cooperative games in CBP systems

Consider the CBP system from the previous section. However, now, focus on
the scenarios where the stations are decision-makers instead of the server being
a decision-maker. Thus, the server does not decide the probability of providing
service to a station; instead, the stations decide the probability with which they
accept the service from the server when polled by the server.

The probability that station i accepts the service is again denoted by pi ∈
(0, 1] for each i. Recall that pi ̸= 0, as it leads to an explosive, and thus an
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unstable, system. Each station knows the system parameters (like mean arrival,
service, switch-in and walking times) and the service discipline used by each
station. However, the position of the server and the lengths of other queues
may not be observable to the stations. In such a situation, each station chooses
the probability (of accepting/rejecting the service) given a specific cost, which is
affected not only by its choice but also by the choices made by the other stations.

Thus, the resultant interaction leads to a non-cooperative game, which we
formally define by the tuple ⟨N , (Ai)i, (ci)i⟩, where:

– Each station acts as a player, and thus, N := {1, . . . , N} is the set of players;
– The probability pi > 0 is a strategy for the station i. For mathematical

tractability, we assume that pi ≥ p
i
, for some p

i
> 0, for each i. Therefore,

Ai := [p
i
, 1] is set of strategies;

– The cost function of the station i (in steady state) is denoted by ci :∏N
i=1 Ai → R. That is, if the station i chooses strategy pi and all other

stations choose p−i := (p1, . . . , pi−1, pi+1, . . . , pN ), then it incurs a cost of
ci(pi, p−i).

We emphasize that pi is a pure strategy for the station i. The mixed strategy for
player i is a probability distribution over pure strategies in Ai, and the formal
description is as below:

Definition 1. [17] For a station i with Ai as the set of pure strategies, σi :
Ai → [0, 1] is a mixed strategy if it assigns to each pure strategy pi ∈ Ai, a
probability σi(pi) such that

∑
pi∈Ai

σi(pi) = 1.

In the coming, we question the existence of Nash equilibrium (defined in the
immediate next) for various games among stations, dictated by the cost functions
that stations attempt to optimize.

Definition 2. [11] For a non-cooperative game ⟨N , (Ai)i, (ci)i⟩, a (mixed) strat-
egy profile (σ∗

1 , . . . , σ
∗
N ) is called a Nash equilibrium if:

ci(σ
∗
i , σ

∗
−i) ≤ ci(pi, σ

∗
−i), for all pi ∈ Ai, for all i ∈ N .

If a mixed Nash equilibrium is such that σ∗
i (p

∗
i ) = 1 for some p∗i ∈ Ai for

all i ∈ N , then, the strategy profile p∗ := (p∗i , p
∗
−i) is known as a pure strategy

Nash equilibrium.

Game among selfish stations

Let Wi be the waiting time of a customer in queue i. The first game that we
consider is the one where the station i decides its strategy to minimize its cus-
tomers’ expected waiting time (E[Wi]). Here, we study two scenarios: (i) all the
stations use G-discipline, and (ii) all the stations use P-discipline. The waiting
time w.r.t. the station/queue i not only depends on pi, but also on the proba-
bilities with which other stations take the service (p−i). To be precise, the cost
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function for station i is given by (see [4, (8), (12)] for gated, and [4, (12), (28)]
for partially-exhaustive station):

ci(p) := E[Wi(p)] =

{
1+ρi

2λi

fi(i,i;p)
fi(i;p)

+ ri, if i ∈ G,
λib

(2)
i

2(1−ρi)
+ fi(i,i;p)

2λifi(i;p)
+ ri, if i ∈ P,

(1)

where fk(i;p) := E[Xi
k] is the expected number of customers in queue i, when

station k is polled and

fk(l, i;p) :=

{
E[X l

kX
i
k], if k ̸= l ̸= i,

E[Xi
i (X

i
i − 1)], if k = l = i.

(2)

The exact form of fi(i;p) is provided in [4], however, this is not the case for
fi(i, i;p). The latter is obtained via the solution of some linear equations. We
discuss these equations more and write the explicit forms of the cost functions
in the next section, where we analyze the game.

Notice from (1) that via this game, we attempt to study selfish strategic
stations with selfish objectives of minimizing their expected waiting times. In
such a scenario, one would anticipate that all the stations would choose to accept
the service w.p. 1 at equilibrium, as otherwise, the one with less probability may
observe a large waiting time. However, surprisingly, the contrary occurs as we
illustrate later — all the stations can choose to accept the service w.p. < 1 at
the equilibrium.

Team approach to cooperative stations

We consider the same framework as the above-decentralized setting; however,
now, the stations share the common objective of minimizing the expected work-
load in the system. Thus, the stations collaboratively attempt to minimize the
following cost function:

ci(p) :=

N∑
i=1

ρiE[Wi(p)]

= ρ

∑N
i=1 λib

(2)
i

2(1− ρ)
+

ρ2 −
∑N

i=1 ρ
2
i

2(1− ρ)

N∑
i=1

(di + piri)

+ ρ

(
d(2) + 2d

∑N
i=1 piri +

∑N
i=1 pir

(2)
i +

∑N
i=1,i̸=j pipjrirj

2
∑N

i=1(di + piri)

)

+
∑
i∈G

ρi

[
piri +

∑N
j=1(dj + pjrj)

(1− ρ)

(
1

pi
− (1− ρi)

)]

+
∑
i∈P

ρi

[
piri +

∑N
j=1(dj + pjrj)(1− ρi)

(1− ρ)

(
1

pi
− 1

)]
.

(3)
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where the last equality follows by [4, (36)]. Observe from the equation above
that here we allow some stations to use the G-discipline, while others can use
the P-discipline. Using this game, we aim to understand the effect of strategic
decision-making of stations on the overall system performance.

Game among partially-cooperative stations

In the last variant, we model stations which act as a team player in the sense of
(3), but also incur an additional cost for accessing service with higher probability.
In particular, we consider that the station i incurs a linear (perceived) cost Qipi,
for some Qi ≥ 0, if it accepts the service w.p. pi; here, Qi > 0 at least for one
station. Thus, the cost function for station i in such a case is given as below:

ci(p) :=

(
N∑
i=1

ρiE[Wi(p)]

)
+Qipi. (4)

Observe from above that the stations in this case are not fully cooperative (like
team players, discussed previously) but act in a slightly selfish and partially
cooperative manner due to the additional cost.

Remark 1. As the cost functions in (3), (4) are the same for all the players, the
two respective games fall into a sub-category of non-cooperative games, called
‘common payoff/cost games’ or ‘coordination games’. Unlike the name suggests,
a NE need not lead to the minimum possible cost; for instance, see the simple
example in [17, sub-section 4.5].

4 Analysis

As with any game theory-based analysis, the first question to address is the
existence of an equilibrium. In this section, we specifically examine this issue
in relation to the previously introduced games. Notably, the strategy space in
our case is not finite but forms a compact convex set. Therefore, we discuss the
existence of NE by drawing on the results from [11].

4.1 Analysis for the game among selfish stations

Recall from (1) that the cost function depends on the first (fi(i;p)) and second
(fi(i, i;p)) moments of the number of customers waiting at each station when
it is polled. Thus, we begin the analysis by explicitly writing the cost function
only in terms of the system parameters and the strategies chosen by the stations.
At station i, the server incurs di amount of time to walk, and then it further
incurs ri time (on average) to set up if the station accepts the service. Therefore,
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di := di + ripi is the switching time of i-th station and d :=
∑N

i=1 di is the total
switching time. From [4], the first moment fi(i;p) is explicitly given by:

fi(i;p) =

{
λid

(1−ρ)pi
, if i ∈ G,

λid(1−ρi)
(1−ρ)pi

, if i ∈ P.
(5)

The derivation of second moments via fi(i, i) is not straightforward in any polling
model. One uses the state-transition equations for the number of customers in
the system at the polling instants to derive these moments (see [4, 7, 21]). The
resultant leads to N3 linear equations for fk(l, i;p) (see (2)); newer methods
require only N2 linear equations (see [10,21]). For the CBP system, [4] provides
its own set of so-called buffer occupancy equations, with some errors, which we
correct here and re-write below.

Buffer occupancy equations when all stations use G-discipline

• when k ̸= i, k ̸= l:

fk+1(i, l) = pk

{
λiλl[d

(2)
k + 2dkrk + r

(2)
k ] + (dk + rk)[λlfk(i) + λifk(l)]

+ fk(k)λiλl[2(dk + rk)bk + b
(2)
k ] + fk(i, l) + bkλlfk(k, i) + bkλifk(k, l)

+ b2kλiλlfk(k, k)

}
+ (1− pk)

{
λiλld

(2)
k + [λifk(l) + λlfk(i)]dk + fk(i, l)

}
.

(6)

• when k ̸= l:

fk+1(k, l) = pk

{
λkλl[d

(2)
k + 2dkrk + r

(2)
k ] + (dk + rk)λkfk(l)

+ fk(k)λkλl[2(dk + rk)bk + b
(2)
k ] + bkλkfk(k, l) + b2kλkλlfk(k, k)

}
+ (1− pk)

{
λkλld

(2)
k + [λkfk(l) + λlfk(k)]dk + fk(k, l)

}
.

(7)

• for any k:

fk+1(k, k) = pk

{
λ2
k[d

(2)
k + 2dkrk + r

(2)
k ] + fk(k)λ

2
k[2(dk + rk)bk + b

(2)
k ]

+ b2kλ
2
kfk(k, k)

}
+ (1− pk)

{
λ2
kd

(2)
k + 2λkdkfk(k) + fk(k, k)

}
.

(8)

In the above, fN+1 is interpreted as f1 due to the cyclic nature of the equa-
tions (governed by the cyclic movement of the server).

Buffer occupancy equations when all stations use P-discipline



10 Khushboo Agarwal and Eitan Altman

• when k ̸= i, k ̸= l:

fk+1(i, l) = pk

{
λiλl[d

(2)
k + 2dkrk + r

(2)
k ] + (dk + rk)[λlfk(i) + λifk(l)] + fk(i, l)

+ fk(k)λiλl

[
2(dk + rk)bk

1− ρk
+

b
(2)
k

(1− ρk)3

]
+

bk
1− ρk

[λlfk(k, i) + λifk(k, l)]

+
b2kλiλlfk(k, k)

(1− ρk)2

}
+ (1− pk)

{
λiλld

(2)
k + [λifk(l) + λlfk(i)]dk + fk(i, l)

}
.

(9)

• when k ̸= l:

fk+1(k, l) = pk

{
λkλl[d

(2)
k + 2dkrk + r

(2)
k ] + (dk + rk)λk

[
fk(l) +

fk(k)λlbk
1− ρk

]}
+ (1− pk)

{
λkλld

(2)
k + [λkfk(l) + λlfk(k)]dk + fk(k, l)

}
. (10)

• for any k:

fk+1(k, k) = pkλ
2
k

{
d
(2)
k + 2dkrk + r

(2)
k

}
+ (1− pk)

{
λ2
kd

(2)
k + 2λkdkfk(k) + fk(k, k)

}
.

(11)

Finally, the cost function (1) is simplified using (5) and the solutions of the
equations (6)-(11). Now, at this point, it is important to note that the game
formulation is meaningful if the cost function is well-defined, which holds only
if there is a unique solution to the equations in (15). We prove the latter in the
immediate next.

Theorem 1. The buffer occupancy equations for the system with all stations
using G or P-discipline admit a unique solution.

Proof. Fix a service discipline (gated or partially exhaustive). For each sta-
tion/queue k ∈ {1, . . . , N}, define the vector

fk := (fk(1, 1), . . . , fk(1, N), . . . , fk(N, 1), . . . , fk(N,N))T .

The main idea is to define a mapping T : RN2 → RN2

such that T (f1) = f1,
and show that this mapping is a contraction. Then, the Banach fixed point
Theorem implies the claim for f1. Similar steps can be followed for fk, k > 1.
This approach is as in [15] but is adopted here for the Bernoulli setting. We
prove the steps explicitly in Appendix 7.

The above result confirms that the game is indeed well-defined. Notice here
that the cost function in this game is complex, and to the best of our knowledge,
there is no characterization of the expected waiting times (cost function) which
can be exploited to comment on the existence of NE. Therefore, we prove another
important result for CBP system:
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Theorem 2. The expected waiting time E[Wi(p)] is continuous in p, for each
station i.

Proof. From (1) and (5), it is clear that E[Wi(p)] is continuous in p if fi(i, i;p)
is continuous in p. Thus, the idea is to construct an appropriate optimization
problem, parameterized by p, whose optimizer is f := (f1, . . . , fN ). Then, we
apply the Maximum Theorem [20, Theorem 9.14] to complete the proof. The
exact details are provided in the Appendix 7.

As a result of Theorem 2, the existence of the NE is guaranteed using [11,
Theorem 1.3].

Theorem 3. Consider the game among selfish stations. If all the stations use
G-discipline, then a mixed strategy NE exists. The same holds for the game when
each station uses P-discipline. □

As noted in the introduction, theoretical analysis of this game becomes chal-
lenging beyond this stage. To understand this, note that the derivation of the
best response of player i against the strategies chosen by others p−i requires the
following:

∂ci(p)

∂pi
=

1 + ρi
2λi

fi(i;p)
∂fi(i,i;p)

∂pi
− fi(i, i;p)

∂fi(i;p)
∂pi

(fi(i;p))2
, if i ∈ G.

Similar expression can be derived if i ∈ P. Now, due to the inherent com-
plex structure of the buffer occupancy equations (and thus, of second moments
fi(i, i;p)) (see (1) and (6)-(11)), it is not easy to analyze the above equation fur-
ther. In future, one can leverage upon the insights derived from the numerical
analysis presented in Section 5 and further analyze the game.

4.2 Analysis of game among (partially) cooperative stations

In this sub-section, we provide the combined analysis of the two games among
cooperative and partially cooperative stations. To begin with, let us consider the
simple case where the server only incurs the walking time but no switch-in time
for any station, i.e., ri = 0 for each i. This condition implies that the server can
start the service immediately after arrival if the station accepts the service.

Define the following required to characterize the NE for the underlying game:

p̃i =

√
dρi

(1− ρ)Qi
1i∈G +

√
dρi(1− ρi)

(1− ρ)Qi
1i∈P . (12)

Theorem 4. Let ri = 0 for each station i. Then, the following statements hold:

(i) For the game among fully cooperative stations, a unique pure strategy NE
exists such that p∗i = 1 for each i.

(ii) For the game among partially cooperative stations, a unique pure strategy

NE exists such that p∗i = min
{
1,max

{
p
i
, p̃i

}}
for each i.
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Proof. See Appendix 7.

Thus, the above result not only implies the existence of ‘pure’ strategy NE,
but it also asserts that the NE is unique.

Further, if the stations act as team players (when Qi = 0), all the stations
choose to accept the service w.p. 1. Observe that the game, in this case, is exactly
the same as the optimization problem considered in [4], where the server chooses
the probabilities of providing service to the stations to minimize the system’s
expected workload. Thus, the solution to the optimization problem,

min
p=(p1,...,pN )

N∑
i=1

ρiE[Wi(p)] subject to pi ∈ [0, 1],

is also p = (1, . . . , 1); this result is proved in [4, Proposition 1] only with a single
station.

However, when stations are partially cooperative, a threshold-based equilib-
rium strategy exists, dependent on Qi and the type of service discipline the
station uses. At equilibrium, the station i chooses service w.p. 1, if Qi ≤ ∆i and
chooses service w.p. max{p̃i, pi} < 1 otherwise, where the threshold

∆i :=
dρi
1− ρ

1i∈G +
dρi(1− ρi)

1− ρ
1i∈P .

Notice that p̃i decreases in the additional cost Qi, see (12); thus, if the stations
perceive taking service to be more expensive, then (naturally) the equilibrium
strategy is to accept the service with lower probability. However, it is important
to note that the stations with G-discipline have higher tolerance for an additional
cost, as they take service w.p. 1 for larger values of Qi (observe that ∆i∈G >
∆i∈P). Also, as one may anticipate, the overall system performance degrades
when the stations are partially cooperative.

Next, we analyze the two games when the server invests some time in set-up
before actually starting the service after arrival at a station.

Theorem 5. When ri > 0 for each station i, then the following statements hold
for the game among team stations:

(i) There exists a mixed strategy NE.
(ii) There exists ρ

i
∈ (0, 1) for each i such that for all ρi ≥ ρ

i
, there exists a

unique pure strategy NE.

The above is true even for the game among partially cooperative stations.

Proof. See Appendix 7.

Therefore, a NE exists for the game among (partially) cooperative stations.
A stronger conclusion can be drawn when the traffic load at each station is
sufficiently high, as a unique pure strategy NE is guaranteed in such cases. The
exact NE can be obtained by solving for the smallest zero (in Ai) of the function
(of degree four) given in (20) in the Appendix 7, for each i.
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5 Numerical analysis

For all the games discussed in this paper, it has been shown that a NE exists;
it is further shown to be unique in some cases of the team game and the game
among partially cooperative stations. Beyond this point, one may ponder over
the following questions:

– Is NE strategy for a player lesser than or equal to 1 in different settings?
That is, does a station accepts service from the server w.p. less than or equal
to 1?

– How does the cost vary at equilibrium?
– How does the (in)efficiency of the system compare w.r.t. that at the NE?

We attempt to answer all these questions in this section using numerical exper-
iments, and obtain some interesting insights. For the last question, we use the
well-known metric named Price of Anarchy (PoA)1:

PoA =
maxp∗

∑N
i=1 ci(p

∗)

minp∈A1×···×AN

∑N
i=1 ci(p)

,

where p∗ is an equilibrium strategy profile. For the sake of experiments, we
consider only two stations. For each station, p

i
= 0.01, and thus, Ai = [0.01, 1]

for each i ∈ {1, 2}. The strategy space is partitioned with the step size of 0.001.
The NE is evaluated by comparing the best responses, and in all experiments, a
unique pure strategy NE is obtained.

5.1 Numerical analysis of the game among selfish players

Recall here that in this game, each player (station) selfishly chooses the proba-
bility of accepting service from the server to minimize the expected waiting time
of customers in its queue. As commented before, the analysis of this game is not
straightforward, and the equations for the second moments (see (6)-(11)) seem
to be the bottleneck. Nonetheless, some observations can be made with the aid
of numerical experiments. We fix the following parameters (written here with
accuracy upto 3 decimal places):

Setting 1 : λ1 = 0.393, λ2 = 0.420, d1 = 0.137, d2 = 0.292, b1 = 0.009,

b2 = 2.210, b
(2)
1 = 4.999, b

(2)
2 = 9.000, d

(2)
1 = 0.609, d

(2)
2 = 0.892

(13)

and consider that r1 = r2 = r with r
(2)
i = θi+ r2 for θi

d
= Unif(0, 1). In Figure 3,

for the two games with both stations using G-discipline (black curves) or P-
discipline (red curves), we illustrate the behaviour of NE, cost of each player at
NE and the PoA for the game. From the left sub-figure, one can see that the two
stations using G-discipline greedily choose p∗i = 1 for all values of r. However,
under P-discipline, the NE p∗ ̸= (1, 1) always (see red curves), but eventually,
p∗ = (1, 1) as the mean switch-in time (r) increases.

1 The PoA of the two games among selfish and cooperative players can not be com-
pared, as the NE(s) of the two games can not be immediately compared.
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Fig. 3: Understanding NE for the game among selfish stations

Interestingly, one might expect the cost (i.e., expected waiting time) at the
Nash equilibrium (c∗i := ci(p

∗)) to increase monotonically with r, but this is
not the case (as shown in the middle sub-figure). Further, recall that in the P-
discipline, customers arriving at a queue during an ongoing service are served,
whereas, in the G discipline, they are not. As a result, under the G discipline,
stations with higher arrival rates (λ) experience greater costs because new ar-
rivals must wait for the server to return after completing the current service (see
the comparison between two black curves). In contrast, under the P discipline,
these new arrivals are served during the ongoing service, leading to lower costs
for stations with higher λ (compare the red curves).

Lastly, the right sub-figure indicates that the stations may incur slightly
more cumulative cost at equilibrium than the social optimum (PoA> 1), which
gradually equalizes (PoA= 1) as r increases. Thus, at equilibrium, the system’s
performance improves when the server takes some time to set up.

5.2 Numerical analysis of the team game

In Figure 4, we analyze the game among cooperative stations for the following
parameters:

Setting 2 : λ1 = 0.153, λ2 = 0.341, d1 = 0.607, d2 = 0.192, b1 = 4.835,

b2 = 0.766, b
(2)
1 = 32, b

(2)
2 = 3, d

(2)
1 = 0.917, d

(2)
2 = 0.269

(14)

and again consider that r1 = r2 = r with r
(2)
i = θi+r2 for θi

d
= Unif(0, 1). Three

scenarios are compared here: (i) stations 1, 2 ∈ G (black curves), (ii) stations
1, 2 ∈ P (red curves), and (iii) stations 1 ∈ G, 2 ∈ P (blue curves).

Recall that in this game, all the stations try to optimize the ‘same’ cost func-
tion (see (3)). Thus, as the expected switch-in time (r) increases, the station with
a lesser workload (ρi) makes a strategic compromise and accepts service with
lesser probability. This observation again goes in line with the paradox observed
in [4] for the same objective function — neither the server would optimally give
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Fig. 4: Understanding NE for the team game

service to the stations w.p. 1, nor all the stations would accept service w.p. 1 in
a strategic framework.

Further, note that the expected workload of the system (cost) increases with
r, and following holds:

c∗i |1,2∈G > c∗i |1∈G,2∈P > c∗i |1,2∈P , for each i ∈ {1, 2}.

Furthermore, the last sub-figure shows that PoA= 1; thus, the system is as
efficient at NE as possible.

5.3 Numerical analysis of the game among partially cooperative
players

In this sub-section, the aim is to understand the effect of additional (linear) cost
introduced in a team game on the equilibrium. Towards this, we consider an
interesting scenario where the station has to pay more to accept the service with
higher probability, an urgency which may be caused due to higher workload (ρi).
In particular, it is assumed that Qi =

ρid
1−ρ +100. The analysis is summarised in

Figure 5, for the same parameters as in setting 2 (see (14)).
Now, observe that when 1, 2 ∈ G, the station with higher workload (i.e., sta-

tion 1) accepts the service with higher probability, and this probability increases
as r increases; interestingly, all of this occurs despite the higher cost Q. While
if 1, 2 ∈ P, then the station with less workload (and thus lesser cost Q) accepts
service with higher probability. And as one would anticipate, if the stations use
different service disciplines, then the station 1 ∈ G needs to take service with
higher probability (as even the new arrivals during the service at station 2 are
served by the server, when station 2 is polled, thus possibly leading to higher
queues at station 1). Here again, the NE p∗ ̸= (1, 1) always.

The trends for the costs incurred at equilibrium are the same as in the team
game, except for the fact that the station with a higher workload (and thus,
higher additional cost) incurs more cost. Further, the last sub-figure suggests
that the system is inefficient at equilibrium when the stations use P-discipline,
which is surprising.
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Fig. 5: Understanding NE for the game among partially-cooperative stations

6 Conclusions

In a cyclic Bernoulli polling (CBP) system, there is a single server which moves in
a cyclic manner and provides service to the polled station with some probability.
In this paper, we proposed a novel game formulation concerning such polling
systems where the stations are decision-makers. In particular, they can accept
or reject the service from the server, when polled, with some probability, so as to
minimize some cost function. Thus, the resultant is a continuous non-cooperative
game, where a pure strategy signifies the probability of acceptance of service.
Three different variants of games are examined with (i) fully selfish stations, (ii)
fully cooperative stations, and (iii) partially cooperative stations, governed by
the specific cost functions in each game.

The stations can use either the gated or partially exhaustive service disci-
pline. In each game, we prove that a (mixed/pure) strategy Nash equilibrium
(NE) exists; further, in some cases, it is shown to be unique and explicitly charac-
terized. Additionally, we present two new results for CBP systems, including the
uniqueness of buffer occupancy solutions and the continuity of expected waiting
times w.r.t. the acceptance probabilities.

Through numerical experiments, we observed that NE is always unique, and
interestingly, stations (even the selfish ones) do not accept the service w.p. one
at equilibrium.

Future directions: This work is an initial exploration of strategic decision-
making by the stations in polling systems. Future research could focus on char-
acterizing the NE in unresolved cases, studying alternative service disciplines
and routing mechanisms, and investigating the cooperative counterpart to the
non-cooperative games analyzed here.
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7 Appendix

Proof of Theorem 1: The proof of the underlying Theorem follows exactly as
in [15] (where every station is served w.p. 1). Nonetheless, we explicitly provide
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the proof for N = 2 in CBP framework, when both stations use G-policy, to
illustrate the necessary steps with minimal notations — these steps can be easily
extended for any 1 < N < ∞, as in [15].

The equations (6)-(8) corresponding to fk can be written compactly as:

fk+1 = Wkfk + bk, where (15)

the matrix Wk for each k is:

W1 :=


1 − p1(1 − ρ21) 0 0 0

p1ρ1b1λ2 1 − p1(1 − ρ1) 0 0
p1ρ1b1λ2 0 1 − p1(1 − ρ1) 0

p1b21λ2
2 p1λ2b1 p1λ2b1 1

 ,

W2 :=


1 p2λ1b2 p2λ1b2 p2b22λ2

1
0 1 − p2(1 − ρ2) 0 p2ρ2b2λ1
0 0 1 − p2(1 − ρ2) p2ρ2b2λ1
0 0 0 1 − p2(1 − ρ22)

 ,

and an appropriate vector bk for each k with terms composed of system param-
eters and p1, p2.

Now, define the transformation Ti : fi 7→ Wifi+bi, for each i. Further, define
T = T2 ◦T1. Observe that f1 is a fixed point of T . For each i, k, l ∈ {1, 2}, define
(as in [15, (4.2)])

gk(i, l) := biblfk(i, l) (16)

and then, let gk := (gk(1, 1), gk(1, 2), gk(2, 1), gk(2, 2))
T , for each k. Again, from

(15), we have gk+1 = T̃k(gk) where T̃k : gk 7→ W̃kgk + b̃k for b̃k obtained by

appropriately scaling bk and the matrices W̃k given as below:

W̃1 :=


1 − p1(1 − ρ21) 0 0 0

p1ρ1ρ2 1 − p1(1 − ρ1) 0 0
p1ρ1ρ2 0 1 − p1(1 − ρ1) 0

p1ρ22 p1ρ2 p1ρ2 1

 , and

W̃2 :=


1 p2ρ1 p2ρ1 p2ρ21
0 1 − p2(1 − ρ2) 0 p2ρ2ρ1
0 0 1 − p2(1 − ρ2) p2ρ2ρ1
0 0 0 1 − p2(1 − ρ22)

 .

Define T̃ = T̃2 ◦ T̃1 and observe that g1 is a fixed point of T̃ . We claim that
T̃ is a contraction under the vector norm || · ||1. Define W̃ to be product W̃2W̃1.

Let W̃ (j, k; l,m) be the element of the matrix W̃ corresponding to row (l,m)

and column (j, k); for example, W̃ (1, 2; 2, 2) refers to element of W̃ in second
row and fourth column. Now, note that:

||T̃ (g1)− T̃ (g′1)||1 = ||W̃ (g1 − g′1)||1 =
∑
j,k

∑
l,m

|W̃ (j, k; l,m)||(g1 − g′1)(j, k)|.

At first, observe that all the entries of the matrices W̃1 and W̃2 are non-negative,
therefore,

∑
l,m |W̃ (j, k; l,m)| =

∑
l,m W̃ (j, k; l,m). In the coming, we upper-

bound this summation term, for each j, k, by a quantity strictly smaller than 1;
this would conclude the proof.
(i) For column (2, 2),

∑
l,m W̃ (2, 2; l,m) = 1− p2(1− ρ2) =: c1 < 1.
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(ii) For column (1, 2) and (2, 1), define θ := 1− p1p2(1− ρ2), and observe,∑
l,m

W̃ (2, 1; l,m) =
∑
l,m

W̃ (1, 2; l,m)

= p2ρ1{1− p1(1− ρ1)}+ p1p2ρ
2
1ρ2 + 2p1p2ρ1ρ

2
2

+ (1− p1(1− ρ1))(1− p2(1− ρ2)) + {1− p2(1− ρ22)}p1ρ2
= θ − 1 + p1p2(1− ρ2) + p2ρ1(1− p1(1− ρ1)) + p1p2ρ

2
1ρ2 + 2p1p2ρ1ρ

2
2

+ (1− p1(1− ρ1))(1− p2(1− ρ2)) + (1− p2(1− ρ22))p1ρ2

= θ + p1p2 − 1− p1p2t1 + p2ρ1(1− p1(1− ρ1))

+ (1− p1(1− ρ1))(1− p2(1− ρ2)) + (1− p2(1− ρ22))p1ρ2,

where t1 := ρ2 − ρ21ρ2 − 2ρ1ρ
2
2 = (ρ21 + 2ρ1ρ2)(1− ρ2) + ρ22. On substitution and

further simplification, we get:∑
l,m

W̃ (2, 1; l,m) =
∑
l,m

W̃ (1, 2; l,m)

= θ − 1 + p1p2(1− ρ2)(1− ρ2) + p1p2ρ2(1− ρ22)

+ (1− p1(1− ρ1))(1− p2(1− ρ)) + (1− p2(1− ρ22))p1ρ2

= θ − 1 + p1p2(1− ρ2)(1− ρ2) + (1− p1(1− ρ1))(1− p2(1− ρ)) + p1ρ2

< θ − 1 + p1p2(1− ρ2) + (1− p1(1− ρ1))(1− p2(1− ρ)) + p1ρ2

= (1− p1(1− ρ1))(1− p2(1− ρ)) + p1ρ2

< 1− p1(1− ρ1) + p1ρ2 = 1− p1(1− ρ) =: c2 < 1.

(iii) For column (1, 1),∑
l,m

W̃ (1, 1; l,m) = 1− p1(1− ρ21) + 2p1p2ρ
2
1ρ2 + p1p2ρ

2
1ρ

2
2

+ 2{1− p2(1− ρ2)}p1ρ1ρ2 + p1p2ρ1ρ
3
2 + {1− p2(1− ρ22)}p1ρ22

= 1− p1(1− ρ2)− p1p2
(
2ρ1ρ2(1− ρ) + ρ22(1− ρ2)

)
=: c3 < 1.

Using (i)-(iii), we obtain that ||T̃ (g1) − T̃ (g′1)||1 ≤ c||g1 − g′1||1, where c :=
max{c1, c2, c3} < 1.

Importantly, note that the transformation (16) is required even for the case
with partially exhaustive discipline. □

Proof of Theorem 2: Let C : A1 × · · · × AN → P (RN3

) be such that the

set C(p) is compact, where P (RN3

) represents the set of all nonempty subsets

of RN3

. Recall the iterative form of fi from (15) and (similar to the notation
defined in the proof of Theorem 1) let Wi(l,m; j, k) be the element of Wi matrix
from (l,m)-th column and (j, k)-th row. Let the vector f := (f1, . . . , fN ) and

consider the function F : C(p)×
∏N

i=1 Ai → R+ ∪ {0} defined as:
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F (f ;p) = −
∑
i

∑
j,k

(
fi+1(j, k; p)−

(∑
l,m

Wi(l,m; j, k; p)fi(l,m; p) + bi(j, k; p)

))2

.

(17)

Further, consider the following optimization problem, parameterized by p:

sup
f∈C(p)

F (f ;p), for each p ∈
N∏
i=1

Ai. (18)

By Theorem 1, it is easy to see that the optimizer of (18):

f∗(p) := arg supf∈C(p)F (f ;p) for each p ∈
N∏
i=1

Ai,

is uniquely given by the solution of (15) for each k, if f∗(p) ∈ C(p).
In order to prove that f∗(p) ∈ C(p), observe 0 ≤ f∗

k (l, i;p) = E[Xi
kX

l
k] ≤

(E[(X l
k)

2]E[(Xi
k)

2])1/2, by Cauchy-Schwartz inequality. Further, f∗
i (i, i;p) =

E[Xi
i (X

i
i − 1)] ∈ [0, E[Xi

i ]
2]. Thus, |f∗

k (l, i;p)| ≤ γ for some constant γ < ∞,
for each k, l, i. This implies that f∗

k lies in the projection Ck of C. Since each Ck

is compact, therefore, f∗(p) ∈ C(p) =
∏

i Ci(p), where the latter is compact by
Tychonoff’s Theorem [19].

Note that all elements of the matrix Wi and vector bi are continuous in p
and thus, it is easy to observe from (17) that F (f ;p) is continuous in (f ;p).
Finally, Maximum Theorem implies that f∗(·) is upper-semi continuous, and to
be precise, f∗(·) is continuous by [20, Theorem 9.12]. Thus, E[Wi(p)], a function
of fi(i, i;p), is continuous in p. □

Proof of Theorem 4: Given ri = 0 for each i, and thus, from (3) and (4), the
cost function for station i is given by:

ci(p) = constant +
d

1− ρ

∑
i∈G

ρi
pi

+
d

1− ρ

∑
i∈P

ρi(1− ρi)

pi
, (19)

where the constant is easily identified. Now, note that:

∂ci(p)

∂pi
= − d

1− ρ

ρi
(pi)2

+Qi, and
∂2ci(p)

∂(pi)2
=

2d

1− ρ

ρi
(pi)3

, if i ∈ G,

∂ci(p)

∂pi
= − d

1− ρ

ρi(1− ρi)

(pi)2
+Qi, and

∂2ci(p)

∂(pi)2
=

2d

1− ρ

ρi(1− ρi)

(pi)3
, if i ∈ P.

It is clear that the cost function ci(p) is convex, and the minimizer of this
function in R+ ∪ {0} is p̃i, given the actions chosen by other stations p−i. Thus,
the best response of station i against p−i is uniquely given by p̃i if p̃i ∈ [p

i
, 1],

or by p
i
if p̃i < p

i
, or by 1 if p̃i > 1. This completes the proof. □
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Proof of Theorem 5: (i) It is clear from (3) and (4) that the cost function
ci(p) is continuous in p, for each i. Thus, by [11, Theorem 1.3], the game has a
mixed strategy NE.

(ii) Consider the station i ∈ G. Further, define

h1(p) := d(2) + 2d

N∑
i=1

piri +

N∑
i=1

pir
(2)
i +

N∑
i=1,i̸=j

pipjrirj .

Observe that:

∂ci(p)

∂pi
=

ρ2 −
∑N

i=1 ρ
2
i

2(1− ρ)
ri +

ρ

2

h2(p)

d
2 +

∑
j∈G,j ̸=i

riρj
1− ρ

(
1

pj
− (1− ρj)

)

+ ρi

{
ri

(
1− 1− ρi

1− ρ

)
+

ripi − d

(1− ρ)(pi)2

}
+Qi, where

h2(p) := d

2dri + r
(2)
i +

∑
j ̸=i

pjrirj

− h1(p)ri.

(20)

Thus, we have:

∂2ci(p)

∂(pi)2
=

2ρi
1− ρ

(d+
∑

j ̸=i pjrj

(pi)3
− ρh2(p)ri

(d)3
.

Since d > piri and ρ < 1, therefore, ∂2ci(p)
∂(pi)2

> 1
(pi)3

g(ρi), where, the function

g : R → R is defined as:

g(x) =
2x

1− x
(d+

∑
j ̸=i

pjrj)−
h2(p)

(ri)2
.

Observe that g(0) < 0, g(1) = +∞ and g is a convex increasing function in
[0, 1]. Thus, there exists a ρ

i
∈ (0, 1) such that g(x) > 0 for all x ≥ ρ

i
. Here

onwards, consider ρi ≥ ρ
i
. Then, it is proved that ∂2ci(p)

∂(pi)2
> 0, which implies that

the cost function ci(p) is convex (and thus, quasi-convex) in pi, for each i ∈ G.
This conclusion can be derived even for the stations using partially exhaustive
discipline. Thus, by [11, Theorem 1.2], there exists a pure strategy NE.

From (20), it is clear that there are at most four zeroes of ci(p) in [0, 1].
Further, since the ci(p) is convex in pi, therefore, there exists a unique minimizer
of ci(p) in [p

i
, 1]. Using same arguments as in Theorem 4, we conclude that there

exists a unique pure strategy NE. □
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