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Abstract. Modern neural networks require long training to reach decent
performance on massive datasets. One common approach to speed up
training is model parallelization, where large neural networks are split
across multiple devices. However, different device placements of the same
neural network lead to different training times. Most of the existing
device placement solutions treat the problem as sequential decision-
making by traversing neural network graphs and assigning their neurons
to different devices. This work studies the impact of neural network graph
traversal orders on device placement. In particular, we empirically study
how different graph traversal orders of neural networks lead to different
device placements, which in turn affects the training time of the neural
network. Our experiment results show that the best graph traversal order
depends on the type of neural networks and their computation graphs
features. In this work, we also provide recommendations on choosing
effective graph traversal orders in device placement for various neural
network families to improve the training time in model parallelization.

Keywords: Device Placement · Model Parallelization · Deep
Learning · Graph Traversal Order

1 Introduction

Recent years have seen the prevalence of Deep Learning (DL) with larger and
deeper models with billions of neurons [2,29]. Together with the performance
boost of DL models comes the increasing computation demand for model train-
ing. Most solutions seek to parallelize the training on GPU clusters to meet the
requirement of computation power. Data parallelization [27] and model paral-
lelization [29] of DL models are the most common parallelization strategies. In
data parallelization, data are distributed among several servers (a.k.a. devices)
in a GPU cluster. In contrast, in model parallelization, the DL model is split
into multiple parts and distributed among devices. Assigning different parts of
a DL model to different devices is known as device placement.
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Finding the optimal device placement of DL models in model parallelization
is a challenging task. It is mainly due to the large search spaces of potential
parallelization strategies, model architectures, and device characteristics [38].
Despite lots of efforts to improve device placements, it still takes a long time for
device placement methods to train [1,3,4,19,38]. The first effort in automating
device placement combines global partitioning and local scheduling by using
heuristic strategies to first partition the DL model into smaller parts and then
determine the execution schedule of neurons within each part [17].

The state-of-the-art device placement methods use a combination of Graph
Neural Network (GNN) and Reinforcement Learning (RL) to find the placement
of DL models [1,38]. In these solutions, a DL neural network graph is represented
as a Directed Acyclic Graph (DAG), in which each node of the DAG represents a
single operation or a group of operations, e.g., convolutions. In a typical setting,
a GNN takes a DAG of a DL model and its nodes’ features as input and generates
node embeddings, which summarize the attributes and neighborhood topology
of each node [1,38]. An RL agent then processes the node embeddings and uses a
policy to predict device placements for all nodes in the DAG on the given device
cluster. To this end, the RL agent needs to traverse all the nodes in the DAG
and learn to propose placements to reduce the training time of the DL model.

Identifying a good graph traversal order can decrease the time to train the
RL agent and potentially help the RL agent to find better placements to reduce
the DL model training time. In this work, we empirically study the relation-
ship between graph traversal orders and the learning efficiency of the RL agent
for finding device placement during the training process. We look into six dif-
ferent graph traversal orders and show how they affect the training process of
Placeto [1], a state-of-the-art device placement method on three different families
of neural networks. Each family of neural networks contains structurally similar
DL models [25]. Our initial results suggest that different traversal orders are
better suited for different types of neural networks, and the best graph traversal
order to use depends on the attributes of the DL model.

We also explain how our traversal order recommendation can be used in DL
models built for Remote Sensing (RS) and Earth Observation (EO) applications.
RS and EO are domains where there is a need to provide near real-time services
and products for global monitoring of planet earth. EO satellites developed over
the years have provided an unprecedented amount of data that need to be pro-
cessed [6,40]. Model parallelization methods can contribute to these domains by
distributing the computation and memory requirement for training large models
on large datasets.

Our contributions are summarized as follows.

1. We empirically study the impact of the graph traversal orders on finding the
best device placement for the model parallelization of DL models and, conse-
quently, their training times. In this study, we consider different architectures
of DL models, such as Convolutional Neural Network (CNN) and Recurrent
Neural Network (RNN). Our study shows that different graph traversal orders
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triumph at finding the best device placements efficiently for different types of
DL models.

2. Based on our empirical evaluation of graph traversal orders in device place-
ment for different model parallelization of DL architectures, we summarize
and provide guidelines on identifying the best graph traversal order for a
given DL model based on its characteristics. For example, we recommend
using Breadth-First Search (BFS) traversal order for model parallelization of
RNNs with large average degrees to perform device placement.

3. In the context of RS and EO, we show how our methods on identifying the
best graph traversal order can be used on different DL models, e.g., CNN
models for satellite image classification and RNN models for sequence clas-
sification. Choosing a proper graph traversal method in device placement
improves the DL models’ training time and enables us to train them on larger
datasets within a certain (the same) amount of time. The above two-fold ben-
efit enables real-time online training of model parallelization of DL models
with time deadlines.

2 Preliminaries

In this section, we discuss the problem formulation of device placement and
present Placeto [1] as a state-of-the-art device placement method and show how it
uses GNN and RL for device placement. Moreover, we review the graph traversal
order methods we use in this work.

2.1 Device Placement

Let G(V,E) be a DAG that represents the computation graph of a neural net-
work. Each node v ∈ V describes a single computation operation (e.g., convo-
lution) or a predefined small group of operations (e.g., groups of convolutions
nearby) that we are interested in predicting its device placement. Each edge
e ∈ E models the data dependencies between the vertices. Let D denote a given
device cluster (e.g., GPU clusters) where d ∈ D characterizes a single device
in D. A placement p : V → D assigns each node v ∈ V to a device d ∈ D.
Our goal in device placement is to find a placement p to minimize the training
time of G (i.e., the DL model) on the given device cluster D while satisfying the
memory constraints of every device in the cluster. When given a fixed number
of devices, we can treat the device placement task as a classification problem by
considering each device identifier as a label. The classification model takes the
DAG of a computation graph G as input and classifies every node or group of
nodes of G into devices in D.

2.2 Placeto

Placeto [1] models a device placement task as finding a sequence of iterative
placement improvements. In each training round, Placeto takes the current place-
ment of the DAG and the representation of one of its nodes as input and predicts
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that node’s placement. Each training episode lasts until the placements of all the
nodes have been updated once. The Placeto method, in general, consists of two
parts, (i) using GNN [26] for making node embeddings of the input DAG, and
(ii) using RL for assigning nodes of the DAG to devices. The Placeto model’s
parameters are shared across episodes, allowing to learn placement policies that
generalize well to unseen graphs [1]. Below, we elaborate on these two parts in
more detail.

Graph Neural Network. What matters in node embeddings of a computation
graph is not only the features of the nodes but also their topological relationship.
If two connected nodes are placed on two different devices, there will be data
transfer between two devices in both the forward and backward path of model
training, which is expensive. Things become even more complicated when there
are more complex graph and sub-graph structures. For example, convolution
blocks [30] contain parallel computation threads that depend on the same node
for input data and send the result to another node for intermediate result con-
catenation, or temporal dependency [8] during the training of recurrent neural
networks can also incur a lot of data communication if the nodes that construct
the recurrent unit are located on different devices. Thus, it is crucial to consider
the relationships among the nodes while making graph representations.

GNN [26] can generate graph embeddings for each node in a given graph that
can generalize to unseen graphs. Placeto [1] uses a graph embedding architecture
that computes node attributes (e.g., the execution time of operation, total size
of output tensor), summarizes the topology of a local neighborhood through
message passing, and uses pooling operations for creating a global summary of
the entire graph. Mitropolitsky et al. [22] study the impact of different graph
embedding techniques on the training time of DL models. By explicitly modeling
the relationships between nodes in a computation graph, better placement can
be found by auto device placement methods.

Reinforcement Learning. After generating node embeddings of the input
DAG, Placeto uses a RL agent to predict the device placement of the DAG’s
nodes. The RL agent takes the node embeddings of the DAG as input and gen-
erates the probability distribution of the current node over candidate devices
as the output. During the training process, the RL agent interacts with the
training environment and uses the training time of the input DL model as a
reward function to guide the training process. Thus, the RL agent aims to min-
imize the training time of the DL model across different episodes of training. In
each episode of training, Placeto updates the placement of each node one time.
Placeto uses REINFORCE policy-gradient method [34] to train the RL agent.
Placeto also has a simulator to predict the training time of the DL model, which
helps to speed up the training process of RL agent by avoiding taking DL model
training time measurement of placements on real hardware.
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2.3 Graph Traversal Order

Since the device placement problem is treated as a sequential decision-making
task [19], we need to convert the computation graph into a sequence of node
embeddings. Placeto formulated the device placement problem as Markov Deci-
sion Process (MDP), where the RL agent selects to update the placement for a
node in the computation graph in each state. Thus, we need to form a sequence
by traversing the computation graph, which is represented as a DAG. Below, we
review some of the graph traversal orders on DAG that one can consider using.

Topological. Topological ordering [9] on the DAG of a computation graph
defines a graph traversal order such that for every directed edge u → v from
node u to node v, u must appear before v in the traversal order. Topological
ordering can be used to represent dependencies in a DAG where we only visit a
node once all its dependencies have been met.

Reversed Topological. A reversed topological ordering of a DAG of a com-
putation graph is simply the reversed order of its topological ordering.

Depth-First Search. Depth-First Search (DFS) is a graph traversal method
that starts at source nodes (input nodes of a DAG) and explores the DAG as
far as possible by continuously visiting the children nodes of the current node
first before visiting the sibling nodes. A DFS ordering is an enumeration of the
nodes that is a possible output of applying DFS on the graph. A DFS preorder
is a list of nodes that are in the order of when they are first visited by DFS.
A DFS postorder is a list of nodes that are in the order of when they are last
visited by DFS.

Breadth-First Search. Breadth-First Search (BFS) is a graph traversal
method that starts at source nodes (input nodes of a DAG) and explores the
DAG by first visiting all the sibling nodes of the current nodes before moving
to children nodes. A BFS order of a graph is an enumeration of its nodes that
is one possible output of applying BFS on the graph.

Lexicographical. Lexicographical order is an order where the strings are placed
in order based on the position of each character in the string and their position
in the alphabet. For example, given the names of two nodes in a DAG are
a = a1a2 · · · ak and b = b1b2 · · · bk, the order of the name of the two nodes
depends on the alphabetical order of the characters in the first place i that a
and b differs. If ai < bi then a < b, otherwise a > b.

3 Graph Traversal Orders in Device Placement

In this section, we discuss challenges in device placement and the impact of
graph traversal orders.
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3.1 Challenges in Device Placement

Finding a good placement for model parallelization is challenging. Most of the
state-of-the-art methods use RL to find placements; however, RL agents still
require a long time to train before they can find suitable placements. Mirhoseini
et al. [21] find that it takes 12 to 27 hours for their RL method to find the best
placement. Although lots of efforts have been made in reducing the complexity
of the problem [19], making the training method more efficient [3,4], and gener-
alizing them better on unseen computation graph [1,38,39], the RL agent still
needs a long time to train.

One of the challenges in device placement is defining order for nodes in
a DAG. Unlike text and image data, the nodes in DAGs reside in a multi-
dimensional space that are linked by edges to represent connectivity [36]. Since
a node in a graph might have an arbitrary number of edges, it is challenging
for a DL model to encode the structural information of a graph. Recent work
in graph representation learning [36] has shown that successfully learning struc-
tural information of graphs helps better represent them, which in turn leads to
performance improvement of downstream tasks that utilize the graph represen-
tations. In Placeto [1], the structural information is (partially) reflected in the
sequential order that the device placement method iterates through the nodes
of the DAG.

Another challenge in device placement concerns the expressiveness of GNN
that are used to generate node embeddings. The GNN that are used by state-of-
the-art device placement methods mostly follow the message-passing paradigm,
which is known to have inherent limitations. For example, the expressiveness
of such GNN is bounded by the Weisfeiler-Lehman isomorphism hierarchy [14].
Also, GNNs are known to suffer from over-squashing [32], where there is a distor-
tion of information propagation between distant nodes. Due to these limitations,
the node embeddings created by GNN have limited expressiveness. In such cases,
different graph traversal orders in device placement can lead to placements with
different DL model training time.

3.2 Impact of Graph Traversal Orders

A graph traversal order determines the order where an RL agent learns the
placement of each node in a DAG. We believe that a proper graph traversal order
can help the RL agent to learn appropriate placements with a lower DL training
time faster. One approach to help the RL agent finds better placements is to
prioritize learning the placement of important nodes that have more impact on
the DL model training time, e.g., to place the nodes with heavy communications
first. On the other hand, misplacement of such nodes can lead to longer DL model
training time due to extra data communications between different devices. The
placement order in a local neighborhood could also play an important role in
finding a suitable device placement. Apart from the straggler problem caused
by the unbalanced distribution of computation where all the other devices will
have to wait for the slowest device, data communication is also challenging.
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Table 1. Computation Graph Datasets Summary

Features Dataset
nmt ptb cifar10

#nodes (avg) 179.44 500.75 303.44
#edges (avg) 476.25 1285.44 444.22

node degree (avg) 2.65 2.56 1.47
diameter (avg) 63.13 316.09 95.63

diameter (min, max) (41, 69) (216, 450) (74, 154)

For example, many of the modern DL models consist of several computation
blocks, where each block has multiple parallel threads sharing the same input
and whose output should be concatenated to serve as the input for the next
computation block [8,30,33]. Suppose these computation threads are placed on
different devices; thus, the input of a computation block needs to be replicated
and sent to these parallel threads to perform the computation independently.
All the intermediate results from these parallel threads are later concatenated
that will serve as the input of the next computation block. If the RL agent can
not anticipate the concatenation of results from parallel computation threads, it
might misplace the threads on different devices, which incurs a lot of data trans-
fer for the concatenation node. However, if the RL agent learns the placement of
the concatenation node first, it can anticipate placements of predecessor nodes
in the computation block to better balance computation and communication.

4 Evaluation

In this section, we present the details of the empirical evaluation setup, results,
experiment analysis, and guidelines for choosing an effective graph traversal
order for a given DL model.

4.1 Datasets

We conduct our experiments on three different datasets nmt, ptb, and cifar10 as
in [1,22]. The nmt dataset contains 32 variations of Neural Machine Translation
(NMT) [35] with different number of unrolled steps. The computation graphs in
nmt are a family of encoder-decoder networks with attention structures. The ptb
and cifar10 are generated using an RL-based method ENAS [25] that finds the
optimal subgraph within a larger graph search space. The ptb dataset consists
of 32 computation graphs for language modeling tasks, and the cifar10 dataset
consists of 32 computation graphs of CNNs for image classification tasks. The
nodes of computation graphs are pre-grouped together in all three datasets to
reduce graph sizes in the same way as in [21]. The computation graphs in nmt,
ptb, and cifar10 have on average 180, 500, and 300 nodes. Table 1 summarizes
the three datasets.
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Overall, the datasets we are studying for device place are similar to the mod-
els in EO. For example, CNN models are used for satellite image classification
and detection tasks. RNN models are used to learn from time series of satellite
data to monitor an area over different times of the year. Based on the results
of our empirical evaluation, we provide guidelines on choosing graph traversal
orders for EO tasks in Sect. 4.4.

4.2 Experiment Setup

We implement all the graph traversal orders in Sect. 2.3 using NetworkX [5] and
refer to them as topo, reversed-topo, dfs-preorder, dfs-postorder, bfs,
and lexico hereafter for Topological, Reversed Topological, DFS preorder, DFS
postorder, BFS, and Lexicographical, respectively. For the implementation of
Placeto, we use the implementation provided in [22], which is based on the origi-
nal implementation [1]. We use the same simulator in the original implementation
to simulate the physical execution environment with different numbers of devices
that a neural network can be placed on. We use the same graph traversal order
in one experiment, and this order is fixed across different episodes that happened
in the experiment.

We conduct experiments on the graphs from each of the three datasets with
three, five, and eight devices, in line with [22]. We run independent experi-
ments with the same setting (dataset and number of devices) to account for the
stochastic and randomness that might lead to differences in experiment results.
We compare different settings for the number of repeated runs on a subset of the
whole datasets and found that 10 repeated runs offer a good balance between
computation load and the reproducibility of the result.

The experiments are run on a standalone benchmark machine with AMD
Ryzen Threadripper 2920X 12-Core Processor and 128 GB of RAM. Since we
have 3 × 32 × 3 × 6 × 10 = 17280 (3 datasets, 32 graphs in each dataset, 3
different number of devices, 6 graph traversal orders, and 10 repeat for each
experiment) experiments to run, we use parallel Docker containers that each have
one experiment to speed up the process. We give each graph traversal order the
same number of training episodes to run, and it approximately takes a few hours
to finish each experiment on the CPU. We empirically found that the metrics
we measure in the experiment are not sensitive to the number of parallel Docker
containers running simultaneously. We use TensorFlow and NetworkX libraries
for the experiment, and we refer the readers to this repository1 for experiment
code and the specific version of the libraries and other software settings.

4.3 Results and Analysis

Through the training process of device placement, the RL agent aims to find
device placements with lower training times for the input DL models (i.e., the
DAGs). However, the device placement processes might have different learning
1 https://github.com/bwhub/Graph_Traversal_Order_in_Device_Placement.

https://github.com/bwhub/Graph_Traversal_Order_in_Device_Placement
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speeds using different graph traversal orders, meaning that the RL agent can
find a placement with lower training times for the input DL model faster if it
uses a proper graph traversal order.

Table 2. The number of times graph traversal orders find the placement with the
lowest training time on the nmt dataset.

nmt Graph Traversal Order
#dev episode lexico topo dfs-preorder reversed-topo dfs-postorder bfs

3 dev 9 0 2 0 22 1 7
19 0 0 1 23 1 7
49 0 0 1 24 1 6

5 dev 9 0 0 1 24 1 6
19 0 0 2 26 0 4
49 0 0 0 27 0 5

8 dev 9 0 0 0 23 3 6
19 0 0 0 24 1 7
49 0 0 0 24 3 5

We empirically observe that the training process of the RL agent is roughly
divided into three phases: (i) episodes 1 to 9, (ii) episodes 10 to 19, and (iii)
episodes 20 to 49. In the first phase (episode 1 to 9), the RL agent learns effi-
ciently and finds a better placement across different training episodes. This can
be explained by the fact that the learning process just started, and finding a good
enough placement that is better than a random strategy is not very hard. In the
second phase (episode 10 to 19), the learning process slows down, and the RL
agent cannot always find drastically better placements than in the first phase.
This reflects that the learning process plateaus, and we see diminishing returns.
In the third phase (episode 20 to 49), the RL agent overcomes the plateau and
finds better placements thanks to the more extended training budget and the
knowledge learned through the process. In the rest of the experiments, we com-
pare the best placement training time of different graph traversal orders at these
three episodes: 9, 19, and 49.

We report the number of times each graph traversal order finds the placement
with the lowest training time for the input DL models in the given dataset.
Table 2 shows the result of experiments on the nmt dataset. Each row shows the
number of times each graph traversal order, compared to other graph traversal
orders, finds placements with the lowest training time of the DL model at the
given training episode (i.e., 9, 19, or 49) and the number of devices (i.e., 3, 5, or
8). Since there are 32 computation graphs of DL models in each dataset, each
row in the table should sum to 32. The comparison between training time is
based on 10 repeated experiments to minimize random factors in the training
process.

As Table 2 shows, in the nmt dataset, the reversed-topo order domi-
nates and gives the best result. This can be explained by the fact that the



Accelerate DL Training Using Effective Graph Traversal in Device Placement 123

reversed-topo order considers how intermediate results are concatenated in
the DAG. The RL agent can decide the placement of the concatenation oper-
ation first. Then it is easier for the RL agent to collocate the input operations
nodes to the concatenation node to minimize expensive data transfer and syn-
chronization between devices during training. In such cases, starting from the
nodes in the output layers of the DAG also helps. The dfs-postorder order
does not work well on the nmt dataset (unlike on the cifar10 dataset that we
show) as it has a larger average node degree of 2.65 compared to the average
node degree of 1.47 of cifar10. This increases the effort for the RL agent to
collocate the sibling nodes that are far away in the placement sequence gener-
ated using the dfs-postorder order. Better collocation of sibling nodes can also
potentially explain why the bfs order is the graph traversal order that finds the
placement with the lowest training time.

Table 3 shows the result of experiments on the ptb dataset. The bfs order
is the graph traversal order that achieves the best learning efficiency on this
dataset. This can be explained by the fact that the DAGs in the ptb dataset have
more nodes and edges than the cifar10 and nmt datasets. There are potentially
more sibling nodes that the RL agent needs to consider when performing the
placement. Since sibling nodes in a local neighborhood will be put close together
in the traversal sequence generated by bfs, it is easier for the RL agent to learn
to collocate these nodes together to avoid unnecessary data transfer between
devices. In this way, the RL agent does not need to worry too much about
long-range dependencies in large DAGs.

Table 3. The number of times graph traversal orders find the placement with the
lowest training time on the ptb dataset.

ptb Graph Traversal Order
#dev episode lexico topo dfs-preorder reversed-topo dfs-postorder bfs

3 dev 9 0 1 6 1 0 24
19 0 1 10 1 2 18
49 0 1 8 5 2 16

5 dev 9 0 0 3 0 2 27
19 0 1 3 2 2 24
49 0 1 2 6 5 18

8 dev 9 0 0 2 1 1 28
19 0 0 2 5 4 21
49 0 0 2 13 5 12

Table 4 shows the result of experiments on the cifar10 dataset. Unlike in
the nmt and ptb dataset, where only one graph traversal order dominates the
contest for the optimal graph traversal order, the results are more diverse in
the cifar10 dataset. For example, the topo order achieves the best result in
experiments on three devices at episode nine, and the dfs-preorder on five
devices at episode nine. However, most of the time the reversed-topo and
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Table 4. The number of times graph traversal orders find the placement with the
lowest training time on the cifar10 dataset.

cifar10 Graph Traversal Order
#dev episode lexico topo dfs-preorder reversed-topo dfs-postorder bfs

3 dev 9 1 6 10 10 4 1
19 3 3 7 8 11 0
49 5 4 5 8 8 2

5 dev 9 0 9 6 6 9 2
19 0 9 3 10 8 2
49 2 6 6 9 6 3

8 dev 9 0 8 3 10 11 0
19 1 4 2 8 17 0
49 0 5 1 11 15 0

dfs-postorder orders are the best traversal orders to use since they are the
orders that find the placements of DL models with the lowest training time
(e.g., experiments on five and eight devices). This can be explained by the fact
that there are structures of parallel convolutions in the DAG of the cifar10
dataset where the intermediate results for parallel convolutions are concatenated
for later use. In such cases, it is better to start the learning process from the
nodes in the output layer of the model. Once the placement of concatenation
nodes located near the output layer is settled, it will be easier for the RL agent
to optimize the placement for the parallel convolutions. Also, we observe that
with more training episodes, the topo and dfs-preorder start to show fewer
advantages as the number of times they find the best placement with the lowest
training time decreases.

We also find out that the diameter of the input DAG affects which graph
traversal order is performing the best in the cifar10 dataset. With a smaller
diameter (e.g., diameters smaller than 100), the dfs family (dfs-preorder and
dfs-postorder) performs the best. With a larger diameter (e.g., diameters
larger than 100), the topo family (topo and reversed-topo) tends to find bet-
ter placements. This could be explained by the fact that the dfs family forms
longer sequences of consecutive nodes on the diameter with a larger diameter.
This can be hard for the RL agent to learn the placement of sibling nodes in the
DAG as they are far away from each other in the sequence. This might require
the RL agent to learn placement collocation of sibling nodes far away from each
other.

4.4 Discussion and Guidelines

In the previous subsection, we show that graph traversal orders affect the training
time of parallelized DL models. It means that a proper graph traversal order can
help the RL agent to find better placements for DL models to reduce DL models’
training time. Nevertheless, in Table 5 we show that if we give enough budget
(time) to the RL agent to find the placements, then different graph traversal
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orders lead to placements of similar qualities (i.e., similar DL training time).
Table 5 compares the ratio of the DL training speed found by different graph
traversal orders versus the fastest training speed at episode 49, which is enough
training budget based on our empirical study. For example, for cifar10 dataset
with eight devices, the placements found using dfs-postorder have an average
training speed of one epoch per time unit, while the placements found using
dfs-preorder have an average training speed of 0.97 epoch per time unit. The
values of each row are normalized by the fastest training speed (i.e., the values
are between zero and one, where one is the fastest). However, the efficiencies are
different when the training budget is limited in real-world settings where larger
DL models take much longer to find placement. Furthermore, the time saved for
training DL models with a 5% speedup is still not negligible when the DL model
would take weeks, if not months, to train on a GPU cluster.

Identifying the proper graph traversal order for a DAG can improve the
training efficiency that leads to better placements with lower training time on
distributed hardware. However, finding the optimal graph traversal order for a
given DL model is not an easy task as many factors are involved in the process,
e.g., the topology of the DAG, the ratio of computation, and the communication
during training. Although one cannot always quickly find the best graph traversal
order for a DAG, we can still provide some guidelines based on our experience.

Table 5. The placement training time comparison between different graph traversal
orders. Each row shows a comparison of the average training speed of the DL model
according to the placement found by different graph traversal orders at episode 49.

episode 49 Graph Traversal Order
dataset #dev lexico topo dfs-preorder reversed-topo dfs-postorder bfs

nmt 3 0.931 0.922 0.948 1.000 0.963 0.978
5 0.869 0.863 0.929 1.000 0.954 0.966
8 0.849 0.831 0.953 1.000 0.960 0.972

ptb 3 0.969 0.980 0.990 0.986 0.981 1.000
5 0.953 0.962 0.969 0.976 0.974 1.000
8 0.953 0.953 0.977 0.983 0.983 1.000

cifar10 3 0.975 0.982 1.000 0.997 0.990 0.978
5 0.976 0.989 0.999 1.000 0.994 0.974
8 0.945 0.970 0.970 0.995 1.000 0.929

In general, it is good to start experiments with graph traversal orders that
traverse the nodes in a DAG in a backward fashion, i.e., start from the nodes
in the final layer of the graph, gradually go through the nodes in the previous
layers, and finish with the nodes in the first layer of the model. For example,
when using the reversed-topo order, the RL agent in the device placement
method can first learn the placement of the nodes in the last layers and then on
the nodes that are input to nodes that the RL agent already find placements for.
By starting from backward, the RL agent can learn to better collocate parent
and children nodes.
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If a DAG has a large diameter and a large number of nodes or groups of
nodes, then a graph traversal order that can put sibling nodes near each other
in the one-dimensional sequence is a better candidate for the optimal graph
traversal order. For example, when facing a large DL model with more than
200 nodes, the bfs order can put sibling nodes close to each other in the one-
dimensional sequence. Thus, the RL agent can learn to better place the sibling
nodes consecutively, instead of having to remember the placements of sibling
nodes that are far away from each other in a long sequence.

In the context of the ExtremeEarth project [6,12,13], different types of mod-
els are used to provide EO products. While hyperparameter tuning [18] and
ablation studies [28] can help to improve model performance, identifying proper
graph traversal order can improve the model parallel training performance. For
example, for Synthetic Aperture Radar (SAR) image classification [10,11], the
reversed-topo and dfs-postorder would be good traversal orders to start the
experiment, as the models are similar to those in cifar10 model datasets. For
sequence classification tasks [24], the bfs order would be a good traversal order
to start with, as they are sequence to sequence models, which are similar to those
in the ptb model datasets. The bfs order can help the RL agent to collocate
better the placements of sibling operations in the DL model.

5 Related Work

In this section, we discuss related work in device placement. We start with a
general overview of methods in device placement and then focus on those more
related to graph traversal orders.

The first effort in device placement uses partition methods. For example,
Mayer et al. [17] use a two-step approach that first partition the computa-
tion graph and then locally schedule the operations in each partition on each
device. In another work, Tanaka et al. [31] present RaNNC that uses a three-
step approach to partition the computation graph by first distinguishing atomic
components, then coarsely partitioning the graph, and finally searching for the
combination of the coarse partitions to find the final partition.

Mirhoseini et al. [19,21] are the first to use RL approaches for device place-
ment. In [19], they present HDP to find the placement by jointly learning the
grouping operations in a computation graph and placement of the groups. This
way, they improve the device placement time. Similarly, Lan et al. [16] present
EAGLE that combines the automatic grouping of operations and finding place-
ment for each group that improves the speed of finding better placements.

For making the device placement methods more generalized, Addanki et
al. [1] introduce Placeto, which uses a graph embedding method for representing
nodes in the graph and placing them iteratively. GPD [38], which is a single-shot
device placement method, and Mars [15], which uses self-supervised pre-training
to capture the topological relations between nodes in the computation graph, are
other examples of generalized device placement methods. Gao et al. [4] present
Spotlight that improves the training time of device placement methods by intro-
ducing a new RL algorithm based on proximal policy optimization. Later, they



Accelerate DL Training Using Effective Graph Traversal in Device Placement 127

introduce Post [3] that further improves training efficiency by combining cross-
entropy minimization and proximal policy optimization.

Some of the previous works study the relationship between graph traversal
orders and the training time of the final placement found. For example, HDP [19]
randomizes the order of predicting placements for each group of operations in a
DL model. The authors find that the difference between the fastest and slowest
placements is less than 7% in 10 experiments. Placeto [1] uses GNN to elim-
inate the need to assign indices when embedding graph features. Experiment
results show that the predicted placement of Placeto is more robust to graph
traversal orders than the RNN-based approaches. REGAL [23] uses topologi-
cal order to convert a graph into a sequence. Mitropolitsky et al. [22] study
how different graph embedding techniques affect the execution time of the final
placement and show that position-aware graph embedding improves the training
time of the placement found compared to Placeto-GNN [1] and GraphSAGE [7].
GPD [38] removes the positional embedding in the transformer model to prevent
overfitting.

Some work in other domains also studies graph traversal orders. In chip
placement, Mirhoseini et al. [20] find that topological order can help the RL
agent to place connected nodes close to each other. In the domain of generating
graphs with DL models, GraphRNN [37] uses BFS order for graph generation
to reduce the complexity of learning over all possible node sequences. The only
possible edges for a new node are those connecting to nodes in the “frontier” of
the BFS order. To the best of our knowledge, our work is the first to study how
the graph traversal orders affect device placement training efficiency in device
placement.

6 Conclusion

This work studies the impact of graph traversal orders on device placement for
accelerating model parallel deep learning training. We empirically show that
graph traversal orders affect the device placement and, consequently, the train-
ing time of deep learning models. A device placement method can learn more
efficiently during the training process by finding placement strategies with lower
training time faster when given a proper graph traversal order. Specifically, we
find that traversing the computation graph from the nodes in the output layer
of a deep learning model to the nodes in the input layer helps device place-
ment methods find good placements efficiently. Moreover, we observe that for
larger computation graphs, traversing orders that can better collocate sibling
nodes, e.g., breadth-first search, in the traversal sequence is more efficient than
its depth-first counterparts. We also provide practical guidelines on choosing
traversal orders for device placement.

We believe that our study can help researchers and practitioners better under-
stand the relationship between types of network and graph traversal orders. Sev-
eral potential extensions and improvements to this work exist, including jointly
learning graph traversal orders, graph embedding, and the policy network in the
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RL agent. Another possible direction is to study graph traversal orders based
on the graph structures and features of individual nodes (e.g., input and out-
put size and computation intensity of the given node). We can also investigate
other optimization techniques, such as constraint programming, to solve device
placement in future work.
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